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Abstract

This paper describes IIT Bombay’s submission
to the WMT-22 Automatic Post-Editing (APE)
shared task for the English-Marathi (En-Mr)
language pair. We follow the curriculum train-
ing strategy to train our APE system. First,
we train an encoder-decoder model to perform
translation from English to Marathi. Next, we
add another encoder to the model and train the
resulting dual-encoder single-decoder model
for the APE task. This involves training the
model using the synthetic APE data in multi-
ple training stages and then fine-tuning it using
the real APE data. We use the LaBSE tech-
nique to ensure the quality of the synthetic
APE data. For data augmentation, along with
using candidates obtained from an external ma-
chine translation (MT) system, we also use
the phrase-level APE triplets generated using
phrase table injection. As APE systems are
prone to the problem of ‘over-correction’, we
use a sentence-level quality estimation (QE)
system to select the final output between an
original translation and the corresponding out-
put generated by the APE model. Our approach
improves the TER and BLEU scores on the de-
velopment set by -3.92 and +4.36 points, re-
spectively. Also, the final results on the test
set show that our APE system outperforms the
baseline system by -3.49 TER points and +5.37
BLEU points.

1 Introduction

Automatic Post-Editing (APE) is a post-processing
task in a Machine Translation (MT) workflow. It
aims to automatically identify and correct errors in
MT outputs (Chatterjee et al., 2020). Läubli et al.
(2013) and Pal et al. (2016) show that APE systems
have the potential to reduce human effort by auto-
matically correcting repetitive translation errors.

The initial years of the WMT APE shared task
focused on correcting errors in Statistical Machine
Translation (SMT) translations, where participants

explored various statistical and neural APE ap-
proaches (Bojar et al., 2017). Although neural APE
approaches showed high potential for significantly
improving the quality of SMT translations, these
approaches faced challenges in improving transla-
tions obtained from relatively-more-robust neural
machine translation (NMT) systems (Chatterjee
et al., 2018). A possible reason for this could be
that correcting a high-quality translation requires
fewer edits, and therefore APE approaches need
to be precise in identifying and in correcting the
errors. Also, the neural APE approaches use large
neural networks that require significant training
data. APE training data consists of ‘triplets’ in the
form of source sentence (src), its translation gener-
ated using an MT system (mt), and a human post-
edited version of the translation (pe). Obtaining pe
is an expensive task in terms of time and money;
therefore, there is a lack of large APE datasets.

To deal with this problem, various data augmen-
tation techniques have been proposed (Junczys-
Dowmunt and Grundkiewicz, 2016; Negri et al.,
2018; Lee et al., 2020b). Wang et al. (2020) used
imitation learning to filter the APE data for tack-
ling the distributional difference between real and
synthetic APE data. Wei et al. (2020) augmented
the APE training data with translations generated
using a different MT system. Inspiring from the
work of Sen et al. (2021), we augment the APE
data by generating phrase-level APE triplets using
SMT phrase tables. To ensure the quality of the
synthetic data, we use the LaBSE technique (Feng
et al., 2022) and filter low-quality triplets.

Another effective approach for dealing with the
problem of data sparsity is transfer learning in
which pre-trained models are adapted to the APE
task (Lopes et al., 2019). An APE system needs to
understand both the source and target languages
to obtain joint encoding of src and mt. There-
fore, Lee et al. (2020a) uses a cross-lingual lan-
guage model instead of a monolingual one. Unlike
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these approaches, Wei et al. (2020); Sharma et al.
(2021) use a pre-trained NMT model and adapts it
to the APE task. Oh et al. (2021) has proposed the
Curriculum Training Strategy (CTS) that gradually
adapts pre-trained models to the APE task.

Although recent APE systems use a single en-
coder to encode both the source sentence and its
translation (Oh et al., 2021; Lee et al., 2020a), we
use separate encoders for encoding src and mt as
English and Marathi do not share much vocabu-
lary; and belong to different language families. We
use IndicBERT (Kakwani et al., 2020) to initial-
ize weights of our the src encoder and mt encoder.
We train and fine-tune our models using the CTS
over the good-quality APE data. The training data
is also augmented with external MT candidates
and phrase-level APE triplets. It is known that
APE systems are prone to making unnecessary ed-
its to translation output (Chatterjee et al., 2020).
To mitigate this issue of over-correction, we use a
sentence-level QE system to select the final output.
When evaluated on the development set, our ap-
proach improves the TER (Snover et al., 2006) by
-3.92 points and the BLEU (Papineni et al., 2002)
by +4.98 points. Similarly, the final results on the
test set show that our APE system outperforms the
baseline system by -3.49 TER points and +5.37
BLEU points. We summarize the main features of
our approach as follows:

• We use two separate encoders to generate rep-
resentations for src and mt. We also use the
IndicBERT language model to initialize the
weights for both our encoders.

• We filter low-quality APE triplets from the
synthetic data using LaBSE-based filtering.

• We divide the APE training step using CTS
into two phases. We train the APE model in
the first phase using out-of-domain synthetic
APE data. In the next phase, we train the APE
model using only the in-domain APE data.

• We follow two approaches for data augmenta-
tion: (1) As per the recent trend, we use exter-
nal MT candidates. (2) We generate phrase-
level APE triplets using SMT phrase tables.

• APE systems are prone to the problem of over-
correction. Therefore, we use a sentence-QE
system to select the final output between the
APE output and the original translation.

2 Approach

Figure 1: Dual-encoder Single Decoder Architecture.
Dashed arrows represent tied parameters and common
embedding matrices for encoders and decoder.(Junczys-
Dowmunt and Grundkiewicz, 2018)

Our APE model is based on the trans-
former (Vaswani et al., 2017) architecture. Figure
1 shows the architecture of our APE model. In this
section, we discuss the details of our approach.

2.1 Dual-Encoder Single-Decoder APE Model

The APE task is usually treated as an NMT-like
task. Recent approaches use a single encoder to en-
code a source sentence and its translation (Oh et al.,
2021; Lee et al., 2020a). Such an approach may
work well when the source and target languages
share the vocabulary (Kanojia et al., 2021). How-
ever, for English and Marathi, there is no vocabu-
lary overlap, and also, the script used in both lan-
guages is different (Kanojia et al., 2020). Therefore,
for developing an English-Marathi APE system,
we use two separate encoders to encode src and
mt (Junczys-Dowmunt and Grundkiewicz, 2018).

We apply transfer learning by using IndicBERT
to initialize weights of the src encoder and the mt
encoder. We choose IndicBERT as it is trained over
text in Indian languages and English. We use a sin-
gle transformer-based decoder that attends to repre-
sentations of both src and mt and generates a post-
edited version of the mt. We add one more cross-
attention layer above the available cross-attention



684

layer in the decoder. We pass the representation
generated by mt encoder to the first cross-attention
layer. The newly-added cross-attention layer re-
ceives two inputs: output of the first attention layer
and representation generated by the mt encoder.
Such placement allows the decoder to first attend to
mt, which is prone to mistakes, and then it attends
to src, which doesn’t involve any errors. We share
parameters between encoders, but the encoders gen-
erate different activations, and different attention
layers receive the outputs of these encoders in the
decoder. During the fine-tuning phase, we concate-
nate mt and external MT candidate using a special
token ‘[SEP]’ and pass this concatenated sequence
to the mt encoder.

2.2 Sentence-Level Quality Estimation
In the Sentence-level Quality Estimation (QE) task,
the machine-translated sentence is evaluated by hu-
man annotators by providing each instance with
a Direct Assessment (DA) score (ranging from 0
to 100). These scores are then normalized using z-
score normalization. A source sentence and the cor-
responding machine-translated output are passed
to the sentence-level QE (sentence-QE) system as
inputs, and it predicts a z-standardized DA score
denoting the quality of translation.

We use the MonoTransquest (Ranasinghe et al.,
2020), a XLM-R (Conneau et al., 2020) based
model to obtain representations of the inputs. The
XLM-R model is trained using a 2.5TB multi-
lingual dataset retrieved from the CommonCrawl
databases, which includes 104 languages. It is
trained using the RoBERTa’s masked language
modelling (MLM) objective (Liu et al., 2019). We
use the training (18K samples), and development
(1K samples) sets shared in the WMT-22 Sentence-
QE English-Marathi sub-task to train our sentence-
QE model.

We use this sentence-QE model to rate the orig-
inal translation and the output generated by our
system. We then compare the ratings for both these
sequences and select the one with a higher rating
as the final output.

2.3 Curriculum Training Strategy (CTS)
We follow the CTS (Oh et al., 2021) to train our
APE model. It involves gradually adapting a model
to more complex tasks. In the first step, we train
an encoder-decoder model for performing English
to Marathi translation. We then add another en-
coder to the encoder-decoder model and train the re-

sulting dual-encoder single-decoder model for the
APE task using synthetic APE data in two phases.
In the first phase, we train the APE model using
APE triplets belonging to any domain except the
General, News, and Healthcare domains. In the
second phase, we train the model using synthetic
APE triplets of the General, News, and Healthcare
domains. Finally, we fine-tune the APE model
using in-domain real APE data and external MT
candidates.

2.4 Data Augmentation

Before using the synthetic APE data during the
training steps of the CTS, we filter the low-quality
triplets by using the LaBSE-based filtering (Feng
et al., 2022). We do this to ensure adequate quality
of the synthetic APE data. To do so, we first gener-
ate embeddings of the src and pe using the LaBSE
model and normalize them. Then, we compute the
cosine similarity between these normalized embed-
dings. If the cosine similarity is less than 0.91,
we discard the corresponding APE triplet. Our ex-
perimental results show the importance of using
good-quality APE data to train APE systems.

We also generate the phrase-level APE triplets
using the good-quality synthetic APE data and the
real APE data. We follow the procedure described
by Sen et al. (2021) and extend it for the phrase-
level triplet injection for APE. First, we use the
Moses (Koehn et al., 2007) SMT system and train
src-mt and src-pe phrase-based SMT systems. We
then extract these phrase pairs from both SMT sys-
tems. In the next step, we collect pairs of phrase-
pairs having same src from the src-mt and src-pe
phrase tables. Finally, we follow the steps used in
the LaBSE-based filtering and get cosine similarity
scores for both the phrase pairs having the same src.
If both the scores are more than 0.91, we combine
these two phrase pairs to form a triplet and add it
to the APE dataset.

To generate the external MT candidates, we
train an mT5 (Xue et al., 2021) based English-
Marathi NMT model over a publicly available
English-Marathi parallel corpora (Samanantar
(Ramesh et al., 2022), Anuvaad1, Tatoeba2, and
ILCI (Bansal et al., 2013)) of around 6M parallel
sentence pairs. We use the external MT candidates
during the fine-tuning phase.

1Anuvaad: Github Repo
2Tatoeba Project

https://github.com/project-anuvaad/anuvaad-parallel-corpus
https://tatoeba.org/en
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System TER
y BLEU

x
Do Nothing (Baseline) 22.93 64.51
+ CTS-based Training and External MT 20.08 67.39
+ LaBSE-based Data Filtering and in-domain training data 19.73 67.86
+ Phrase-level APE triplets 19.39 68.35
+ Sentence-level QE 19.01 68.87

Table 1: Results on the WMT-22 APE Development Set.

System TER
y BLEU

x
Do Nothing (Baseline) 20.28 67.55
IIT Bombay’s Submission 16.79 72.92

Table 2: Results on the WMT-22 APE Test Set.

3 Experimental Setup

3.1 Dataset
This year’s APE shared task focused only on the
English-Marathi language pair. The real APE
training data contains 18K APE triplets, and this
APE data belongs to the General, Healthcare, and
Tourism domains. The organizers also shared the
synthetic APE data of various domains totaling
around 25M APE triplets. As participants, we were
permitted to use external data for this task.

To train a translation model, we use the pub-
licly available English-Marathi parallel corpora of
size around 6M parallel sentence pairs. For data
augmentation, we first generate phrase-level APE
triplets using synthetic and real APE data and then
randomly select 50000 phrase-level APE pairs for
augmenting with the synthetic APE data and 10000
for augmenting with real APE data.

3.2 Training Hyperparameters
We used NVIDIA DGX A100 GPUs for our exper-
iments. We trained our models with a batch size
of 32. We set the number of maximum epochs to
1000 with early stopping patience of 5. We used
the Adam optimizer with a learning rate of 5 x
10−5, β1 = 0.9, and β2 = 0.997. We set the num-
ber of warmup steps to 25K. On the decoder side,
We used beam search with the beam size set to 5.
For the LaBSE-based filtering, we used a threshold
value of 0.91 for cosine similarity to ensure that mt
and textitpe are similar to each other.

4 Results

In Table 2, we report the results of our APE system
by evaluating it on the development set. To estimate
the quality of our APE system output compared to

the human-generated references, we use BLEU and
TER score between the APE output and pe. Table 2
compiles the results of our experiments performed
on the development set.

We compare the results of our experiments
against a ’Do Nothing’ APE baseline that sim-
ply outputs mt without any modification. When
we trained our model using CTS and external MT
candidates to increase feature diversity, the TER
and BLEU scores improved to 20.08 TER points
and 67.39 BLEU points from the baseline TER
and BLEU scores of 22.93 and 64.51, respectively.
The third row in the 2 shows the results of an ex-
periment where we use a good-quality synthetic
dataset for APE training obtained by filtering low-
quality triplets using LaBSE-based filtering. The
experiment also involves training the APE model
in two phases: first, the model is trained on out-
of-domain synthetic data and then on in-domain
synthetic data. This setting brings -3.2 and +3.35
TER and BLEU score improvements over the base-
line, and underlines the importance of using good-
quality in-domain APE data.

The only change we make for performing the
next experiment is augmenting the synthetic and
real APE data using phrase-level APE triplets. Re-
sults of this experiment show that performance im-
proves over the baseline by -3.54 TER points and
+3.84 BLEU points. Towards the end, we also used
a sentence-QE system to rate the original transla-
tion and the APE output. We then select one of
them with a higher rating as the final output of our
APE system. With the combination of the APE
model and sentence-QE system, we see that the
TER score improves to 19.01 points, and BLEU
score increases to 68.87 points; which shows that
using the sentence-level QE system is an effective
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approach to discard APE output, in cases of over-
correction.

As per the information received by the shared
task organizers, our APE system achieves a TER
score of 16.79 points and a BLEU score of 72.92
when evaluated on the official test set, which is
-3.49 TER points and +5.37 BLEU points improve-
ment over the baseline.

5 Conclusions and Future Work

This paper presents our APE system submitted to
the WMT-22 APE English-Marathi Shared task.
We use a dual-encoder single-decoder model where
both encoders are initialized using IndicBERT. We
propose a new way to generate artificial phrase-
level APE triplets by extending the phrase-pair in-
jection method used in MT for APE. We show that
augmenting APE training data with these phrase-
level triplets and training the model with the CTS
on good-quality in-domain APE data improves the
performance of the APE system. Furthermore, we
also explore using the sentence-level QE system to
discard low-quality APE outputs. Evaluation of our
APE system shows that our approach achieves sig-
nificant gains on the WMT-22 APE development
and test sets.

In future, we would like to extend this approach
for automatic post-editing with the help of word-
level quality estimation and come up with a single
architecture for performing both the QE tasks along
with APE. We would also like to attempt a multi-
lingual APE system with a shared decoder across
multiple languages.

6 Limitations

We use in-domain data to train the APE model
in the last training stage and the fine-tuning stage.
It makes the APE system robust in post-editing
in-domain translations, but it also makes it sophis-
ticated. We observe that the system’s performance
worsens when we pass out-of-domain translations
to the system. Similarly, we observe poor perfor-
mance when translations with distributional differ-
ences from the real APE data are passed to the
APE system. We use a sentence-level QE system
to compare the quality of the APE output and the
original translation. Even though it helps us to get
rid of poor-quality APE outputs, the APE system
itself does not get benefited from it.
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