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Abstract

Automatic translations with critical errors may
lead to misinterpretations and pose several risks
for the user. As such, it is important that Ma-
chine Translation Evaluation systems are robust
to these errors in order to increase the reliabil-
ity and safety of the translation process. Here
we introduce SMAUG, a novel Sentence-level
Multilingual AUGmentation approach for gen-
erating translations with critical errors and ap-
ply this approach to create a test set to evaluate
the robustness of Machine Translation metrics
to these errors. We show that current State-of-
the-Art methods are improving their capability
to distinguish translations with and without crit-
ical errors and to penalize the first accordingly.
We also show that metrics tend to struggle with
errors related to named entities and numbers
and that there is a high variance in the robust-
ness of current methods to translations with
critical errors.

1 Introduction

In recent years, Machine Translation (MT) systems
have been used in diverse real world environments.
However, widespread adoption of these systems
raises many concerns, namely in the quality of their
outputs. Ideally, human translators would evaluate
generated translations but this process is expensive
and slow. As an alternative, automatic Machine
Translation Evaluation relies on external systems
to measure the quality of generated translations.

As a crucial aspect of Machine Translation Eval-
uation, it is vital to ensure that generated sentences
do not contain critical errors. As detailed in Specia
et al. (2021), translations with such errors devi-
ate in meaning from their source sentence in ways
that may lead to misinterpretations and pose health,
safety, legal, reputation, religious or financial im-
plications. Specia et al. (2021) group these trans-
lations into three categories, based on how their
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meaning deviates from the source sentence. Mis-
translation errors have critical content in the source
sentence translated into a different meaning, not
translated (the content remains in the source lan-
guage), or translated into gibberish. Hallucination
errors introduce content in the translated sentence
that is not present in the source sentence. Deletion
errors exclude important content from the source
sentence.

In this work, we propose SMAUG1, a Sentence-
level Multilingual AUGmentation framework to
generate translations with critical errors, targeting
all the aforementioned critical error categories.

We also introduce a novel test set to analyse
the robustness of MT Evaluation systems to criti-
cal errors. This test set was created with the pro-
posed augmentation framework and submitted to
the WMT22 Challenge Sets Sub-task (Freitag et al.,
2022).

Finally, we present the results obtained from
evaluating metrics submitted to the WMT22 Met-
rics Shared Task with the developed test set. We
show progress of submitted metrics with respect
to baseline systems, particularly concerning Qual-
ity Estimation systems. Namely, we demonstrate
that several metrics are able to correctly distinguish
translations with and without critical errors and to
penalize the former. Furthermore, we show that
current metrics are less sensitive to translations
containing errors in named entities and numbers
and that there is a high variance in the performance
of current SOTA evaluation metrics with respect to
identifying and penalizing the occurrence of critical
errors.

2 Related Work

Metrics for Machine Translation Evaluation pro-
duce a quality score for a given hypothesis, based
on the source sentence and a possibly empty set

1Code available at: https://github.com/
Unbabel/smaug

https://github.com/Unbabel/smaug
https://github.com/Unbabel/smaug
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of reference translations. These metrics can be di-
vided into two main groups, given their reference
set. Reference based metrics have a non-empty
reference set, while reference free metrics have an
empty reference set. Reference free evaluation is
also denominated by Quality Estimation.

Within reference-based metrics, n-gram based
metrics, such as BLEU (Papineni et al., 2002) and
CHRF (Popović, 2015), measure lexical overlap
from the hypothesis to the human references. Rei
et al. (2020) advocate that these methods fail to cap-
ture semantic similarities beyond the lexical level.
Their inability to capture meaning at a sentence
level also makes them unfit for the detection of
critical errors as they equally penalize the usage of
synonyms or the mistranslation of a named entity.

As an alternative to n-gram matching, more
recent methods leverage word representations to
capture semantic similarities beyond the lexical
level. As described in Rei et al. (2020), embed-
ding-similarity methods, like YISI-1 (Lo, 2019)
and BERTSCORE (Zhang et al., 2020), create an
alignment between the vector representations of the
words in the hypothesis and the reference and then
compute a score that captures the semantic similar-
ity between both sentences. As noted by Rei et al.
(2020), the main issue with these approaches is
that human judgements consider other information
beyond semantic similarity, limiting the correlation
of these methods with human evaluations.

More recently, learnt methods, such as
BLEURT20 (Sellam et al., 2020) and COMET
(Rei et al., 2020), address this issue by training
to directly maximize correlation with human judge-
ments. Results from the WMT21 Metrics (Freitag
et al., 2021) and the WMT21 Quality Estimation
(Specia et al., 2021) shared tasks suggest that these
methods obtain higher correlations with human
judgements, such as Direct Assessments (Graham
et al., 2013), Human Translation Edit Rate (HTER)
(Snover et al., 2006) or Multi-dimensional Quality
Metrics (MQM) (Lommel et al., 2014).

However, as noted by Ribeiro et al. (2020), rely-
ing on accuracy on held-out sets can lead to an over-
estimation on the performance of NLP models. As
such, Ribeiro et al. (2020) proposes CheckList
that relies on data augmentation techniques to cre-
ate examples that test specific behaviours of NLP
systems in various situations. Within the field of
Machine Translation Evaluation, as a case study
for exploring the sensitivity of learnt metrics to

specific phenomena, Amrhein and Sennrich (2022)
employed Minimum Bayes Risk decoding with
COMET as an utility function to identify good
hypotheses. The authors show that hypotheses cho-
sen with COMET are more likely to have errors in
Named Entities and Numbers when compared to
CHRF, indicating the metric is not sensitive enough
to these errors.

Considering multiple metrics, Freitag et al.
(2021) tested multiple systems on a challenge set
with errors related to negation and sentiment po-
larity and found that most metrics struggle with
these errors. Nonetheless, these examples were
chosen from existing MT outputs, which can lead
to a major human effort, as these errors are not
common.

Regarding reference free evaluation, Kanojia
et al. (2021) define multiple perturbations to test
the robustness of QE systems in detecting specific
errors. The authors show that overall the tested
perturbations are well detected but some, such as
polarity based perturbations, still pose a challenge
to QE systems. However, the list of perturbations
is not exhaustive and most rely on transformations
that do not necessarily preserve the semantics of the
phrases, such as random insertions, substitutions
and deletions.

3 SMAUG Framework

In order to create an example of a critical error,
the proposed framework receives an existing sen-
tence and perturbs it, inducing one of the linguistic
phenomena detailed in the following sections. For
each linguistic phenomenon, the perturbation pro-
cess is separated into two phases: transformation
and validation. The first phase generates a candi-
date sentence by perturbing the original translation.
This phase may not produce a candidate, as some
perturbations are not applicable to all sentences.
The second phase verifies whether the produced
candidate meets a set of desirable criteria, discard-
ing it otherwise.

3.1 Deviation in Named Entities

The first perturbation replaces a named entity in the
original sentence for a different one that is consis-
tent with the original context. The transformation
phase of this perturbation, in Figure 1, starts by de-
tecting all Named Entities in the original sentence
with the Named Entity Recognition (NER) System
in the Stanza library (Qi et al., 2020). If no entity is
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detected, the generation process stops. Otherwise,
a single one is randomly chosen using an Uniform
Distribution. This entity is replaced by employing
the mT5 pretrained language model (Xue et al.,
2021). For this, the span with the sampled entity
is replaced by a single mask token and the model
is used to generate the candidate sentence. The
decoding strategy for the mT5 model is sampling
considering the top 50 elements. When compared
with other strategies, such as Beam-Search and Top-
P sampling, this approach was empirically found
to give realistic examples at a lower computational
cost. The mT5 model was chosen for three main
reasons: it is multilingual and trained on a massive
set of different languages; it can generate multiple
words from a single mask token, thus not requiring
any special strategy for adding mask tokens in or-
der to avoid only single word entities; and does not
change the remainder of the sentence, avoiding un-
wanted side-effects. Nevertheless, the mT5 model
was found to often generate punctuation symbols
in the beginning of the sentence. In order to in-
crease the credibility of the generated sentences,
these symbols were removed.

John saw a movie with Bob.

John saw a movie with Bob. 

Original

Detect NE

<mask> saw a movie with Bob. Sample and Mask

Mike saw a movie with Bob. Candidate

Figure 1: Example of the transformation phase for the
Deviation in Named Entities phenomenon.

The validation phase for this perturbation encom-
passes several sub-validations. On the one hand, in
order to ensure the mT5 model generates a named
entity, the candidate is only accepted if the above
NER model detects the same number of entities in
both the candidate and the original sentence. On
the other hand, the mT5 model can “guess” the cor-
rect named entity from the remaining context. As
such, the generated sentence can not be equal to the
original. Furthermore, to prevent cases where mT5
produces a small variation of the original entity (for
example by adding an hyphen between two words
or changing the accentuation), candidate sentences
may only be accepted if they have a character-
level minimum edit distance to the original above a

threshold. This procedure can discard many valid
candidates and thus, depending on the desired qual-
ity and quantity of generated sentences, may be
applied or not. Through manual experimentation, a
distance greater or equal to 5 was found to produce
a good balance between ensuring the generated enti-
ties are different without discarding too many valid
candidates. Finally, to increase the overall quality
of the generated sentences, several sub-validations
can be employed. Candidates with words matching
the regular expression of the mT5 masking token
(<extra_id_\d{1,2}>) are discarded, as they
represent cases where the model was unable to
generate content. This can be extended by consid-
ering more generic expressions such as extra_*.
Furthermore, since named entities do not usually
have characters such as ()[]\{\}_, candidates
that have more of these characters than the original
can also be removed. As before, these validations
can remove valid candidates and they should be
adapted to the use case in question.

3.2 Deviation in Numbers

Another perturbation, similar to the deviation in
named entities, replaces a number in the origi-
nal sentence by a different one. The transfor-
mation phase for this phenomenon follows the
same procedure as the deviation in Named Enti-
ties. However, it employs the regular expression
[-+]?\.?(\d+[.,])*\d+ to detect numbers
in the original sentence. From the detected num-
bers, the process to sample a single number and
replace it with another one using the mT5 model
is the one described above, from masking the span
with the chosen number to generating the candidate
sentence.

Regarding the validation phase, it also employs
a set of sub-validations. As before, the candidate
is accepted only if the regular expression to detect
numbers is matched the same number of times in
both the original and candidate sentences, ensuring
a number was generated. Furthermore, the original
and candidate sentences must be different to ensure
the mT5 model did not “guess” the number by the
context. In this perturbation, the minimum edit
distance sub-validation was not applied as small
variations in numbers mostly lead to critical errors
(for example changing the place of a comma within
the number). Finally, candidates matching the
mT5 masking token (<extra_id_\d{1,2}>)
or that introduce one of the following characters
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()[]\{\}_ are also removed to increase the over-
all quality of the generated sentences.

3.3 Deviation in Meaning
Concerning deviations in meaning, a phenomenon
that either introduces or removes a negation in the
original sentence was developed, thus generating a
sentence with the opposite meaning.

In order to negate the original sentences, this
perturbation relies on the POLYJUICE (Wu et al.,
2021) model conditioned for negation. POLYJUICE

can either negate an entire sentence or a span, by
masking the sentence or only the desired text span,
respectively. Initial experiments showed that, when
trying to negate the entire sentence, the model often
forgot some content, specially in longer phrases.
Thus, the developed approach, shown in Figure 2,
masks a verb in the original sentence, as well as any
adjacent auxiliary verbs before it, in order to pro-
duce a small perturbation that changes the meaning
of the sentence. Specifically, the transform used a
Part-of-Speech tagger from the Stanza library (Qi
et al., 2020) in the original sentence and recovered
all spans with 0 or more AUX tags immediately fol-
lowed by a VERB tag. If no spans are detected, the
generation process stops. Otherwise, one span is
sampled using an uniform distribution. Finally, the
conditioned POLYJUICE model produces the can-
didate sentence by negating the original sentence
with a mask over the chosen span.

The validation phase for this phenomenon first
verifies whether the candidate sentence is equal to
the original or if the POLYJUICE model produced
its empty token, meaning it was unable to generate
a sentence. Furthermore, a RoBERTa (Liu et al.,
2019) model trained for Multi-Genre Natural Lan-
guage Inference (MNLI) corpus was used to verify
whether the candidate contradicts the original sen-
tence. This procedure is employed as a proxy for
validating whether the generated sentence is a nega-
tion over the original.

3.4 Insertion of Content
Regarding the generation of Hallucinated content,
a phenomenon to insert new content in the original
sentence was devised.

The transformation phase of this perturbation
employs a similar strategy to the Named Entities
phenomenon. In this case, the masking pattern
randomly inserts mask tokens between adjacent
words in the original sentence. In order to avoid
inserting too much content, a maximum of three

John was seeing a movie with Bob when he left.Original

Detect Verbs

Sample and Mask

Candidate

John was seeing a movie with Bob when he left.

John <mask> a movie with Bob when he left.

John was not seeing a movie with Bob when he left.

Figure 2: Example of the transformation phase for
the Deviation in Meaning phenomenon. Although not
shown in this example, the POLYJUICE model receives
additional information besides the masked sentence to
know the text that was replaced by the mask.

mask tokens are introduced. After this step, the
masked sentence is fed to the mT5 model, which
generates the candidate sentence.

In the validation phase, as in the Named En-
tities phenomenon, candidate sentences that are
equal to the original or that match the reg-
ular expression for the mT5 masking pattern
(<extra_id_\d{1,2}>) are discarded. More-
over, another sub-validation that ensures the min-
imum edit distance at a word-level between the
candidate and original sentences is above a thresh-
old was applied. As there are only insertions, this
sub-validation ensures at least a minimum number
of words are introduced in the candidate sentence.
Furthermore, higher thresholds increase the like-
lihood of the candidate sentences having halluci-
nated content as, with a fixed number of masks
(defined in the masking strategy), the model has to
generate spans of text with multiple words and it
is unlikely that only function words are introduced.
Through manual experimentation, a threshold of
eight words was found to produce a good balance
between ensuring content was added without dis-
carding too many valid candidates.

3.5 Removal of Content

Finally, translations with deletion errors were tack-
led by a phenomenon that removes a span of text
between two punctuation symbols. By considering
text spans between adjacent punctuation symbols,
this method aims to remove a sub-phrase of the
original sentence that likely contains some infor-
mation, thus generating a sentence which is missing
content.

As shown in Figure 3, the transformation phase
of this perturbation starts by detecting all instances
of the symbols .,?! in the original sentence.
Then, a span between two adjacent symbols is ran-
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domly sampled with an Uniform Distribution. The
chosen span, as well as the punctuation symbol
after it, are deleted in order to generate the candi-
date sentence. In order to increase the likelihood
of removing content, the deleted span has a mini-
mum number of words. Furthermore, to increase
the credibility of the generated sentence, three ad-
ditional constraints were enforced. First, the first
text span was not considered, as translation models
are less likely to forget content in the beginning of
the sentence. Second, the deleted span has a max-
imum size, as it is unlikely the translation model
drops a large portion of the sentence. Third, if the
generated candidate does not end in .!? , the final
symbol is replaced by a punctuation mark. If no
span exists in the previous conditions, the trans-
form does not generate a candidate sentence.

This transform does not require any extra valida-
tion, as all verifications are enforced when choos-
ing the text span to delete.

John saw a movie with Bob. He then went for a walk.Original

Detect Punctuation

Sample Span

Candidate

John saw a movie with Bob. He then went for a walk.

John saw a movie with Bob. He then went for a walk.

John saw a movie with Bob.

Figure 3: Example of the transformation phase for the
Removal of Content phenomenon.

4 Challenge Set

The created test set comprises of records in the for-
mat (s, hgood, hbad, r, p), where s is a source sen-
tence, hgood and hbad are “good” and “bad” hypoth-
esis, r is a reference and p is an identifier for the
linguistic phenomenon present in hbad. Three lan-
guage pairs were considered: English-Portuguese,
Spanish-English, Portuguese-English. For each
language pair, a data augmentation approach was
applied to an existing parallel corpus to generate a
the final set of records.

4.1 Parallel Corpora

To create our challenge set we extracted sentences
from OPUS (Tiedemann, 2012) ranging several do-
mains such as News and Euro Parliament. To guar-
antee high-quality references we used Bicleaner
tool (Ramírez-Sánchez et al., 2020) with a thresh-
old of 0.85.

4.2 Augmentation Approach
For each language pair, the source side of the re-
spective corpus was considered as source sentences
and the target as references. First, the source sen-
tences were translated using an OPUS-MT bilin-
gual model (Tiedemann and Thottingal, 2020)2.
Second, all the perturbations were applied to the
references, generating sentences with at most one
critical error. This information was aggregated to
create records in the format (s, hgood, hbad, r, p),
where hgood is the translation of the source sen-
tence, hbad is a perturbation of the reference and
p is the linguistic phenomenon that was induced.
With this approach, multiple records can be created
from an original source and reference pair, one for
each perturbation applied to the reference. In this
case, all the records have the same good hypothesis.

The generated records were then manually fil-
tered and validated to ensure its quality. In this
process, we ensured that both the references and
the good translations were high quality and that the
bad translation contained a critical error. Further-
more, we chose records where hgood was different
from r to force the metrics to attend to the meaning
of the sentence instead of analysing lexical overlap.
In the end, around 50 records for each phenomenon
and language pair were obtained, as shown in Table
1. The Deviation in Named Entities and Meaning
phenomena for the English-Portuguese language
pair have 0 records since the Portuguese language
is not supported by the NER model in the Stanza
library or the POLYJUICE model.

5 Experiments

The developed test set was submitted to the
WMT22 Challenge Set Sub-task and the scores
for several State-of-the-Art metrics were gathered.
The following sections detail the evaluation method
for the tested metrics and the obtained results.

5.1 Evaluation Method
We rely on two evaluation methods to assess the ro-
bustness of metrics to the developed critical errors.

The first is the official evaluation method for the
Shared Task in order to compare the performance
of the several metrics. This method used a Kendall-
Tau like formulation, defined as:

τ =
Concordant−Discordant

Concordant+Discordant
, (1)

2Available at Hugging Face Transformers (Wolf et al.,
2020)
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en-pt
Phenomenon Size
NE 0
NUM 49
MEAN 0
INS 44
DEL 48

pt-en
Phenomenon Size
NE 50
NUM 48
MEAN 50
INS 48
DEL 50

es-en
Phenomenon Size
NE 48
NUM 50
MEAN 48
INS 50
DEL 49

Table 1: Number of selected records for each phenomenon and language pair. The Deviation in Named Entities and
Meaning phenomenon have 0 records for the English-Portuguese language pair as the phenomenon do not support
to-Portuguese language pairs.

where Concordant is the number of times the met-
ric assigned a higher score to the good hypothesis
and Discordant is the number of times the metric
assigned a higher score to the bad hypothesis.

The second method measures the average differ-
ence between the scores assigned to hgood and hbad,
when the score assigned to the hgood is higher. For
a given set S with pairs of scores, this method is
defined as

d =

∑
(sgood,sbad)∈S

I[sgood > sbad](sgood − sbad)∑
(sgood,sbad)∈S

I[sgood > sbad]

(2)
where sgood and sbad are respectively the scores

for multiple good and bad hypothesis pairs. This
formulation is used as a proxy for the confidence of
the evaluated metric when it assigns a higher score
to the good hypothesis. In order to compare mul-
tiple metrics with different scoring intervals, the
metric scores are normalized before this evaluation
method is applied.

5.2 Baseline Metrics
All the baseline metrics from the Sub-task were
considered. These comprise of several State-of-the-
Art methods: BLEU and CHRF are n-gram based
metrics; BERTSCORE and YiSi-1 are embedding-
similarity methods, and BLEURT20, COMET-20
and COMET-QE are learnt methods.

Figure 4 shows the obtained results for these
metrics. For each phenomenon, results show the
average Kendall-Tau considering all language pairs
and the black bars represent the standard deviation.
We observe that the metrics obtain mostly negative
correlations, indicating they are assigning higher
scores to the bad hypothesis. n-gram based met-
rics show the worst correlations. This result is to
be expected as the perturbations create localized
changes, such as changing a number, which do not

significantly modify the alignments with the refer-
ence. Embedding-similarity based metrics exhibit
a better performance as contextual embeddings can
capture divergence in meaning of the bad hypoth-
esis, but still the obtained correlations are mostly
negative. Pretrained models obtain the best results,
having positive correlations for the phenomenon
Deviation in Meaning, Insertion and Removal of
Content. Nevertheless, they still show poor cor-
relations and struggle with Deviation in Named
Entities and Numbers.
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Figure 4: Average Kendall-Tau for baseline metrics dis-
criminated by phenomenon. The coloured bars indicate
the average score for all language pairs and the black
bars represent the standard deviation.

5.3 Submitted Metrics

The submissions that rely on the reference to
predict a score encompass COMET-22 (Rei
et al., 2022), metricx_xl_DA_20193, MS-COMET-
22 (Kocmi et al., 2022) and UniTE (Wan et al.,
2022).

3Citation was not available.
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As depicted in Figure 5, these metrics obtain
much higher correlations, when compared to the
baselines. The metric metricx_xl_DA_2019 ob-
tains the overall best results, achieving high cor-
relations for all phenomena. Across all metrics,
the Deviation in Numbers phenomenon is the one
with lowest scores. Furthermore, it is also the one
with the highest standard deviation over the several
language pairs, showing the uncertainty of these
metrics when faced with this perturbation.
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Figure 5: Average Kendall-Tau for submitted refer-
ence based metrics discriminated by phenomenon. The
coloured bars indicate the average score for all language
pairs and the black bars represent the standard deviation.

Regarding reference free metrics, submissions
comprise of COMET-Kiwi (Rei et al., 2022),
HWTSC-Teacher-Sim (Liu et al., 2022), HWTSC-
TLM (Liu et al., 2022), KG-BERTScore (Liu
et al., 2022) and MS-COMET-QE-22 (Kocmi et al.,
2022). Here, it is important to note that HWTSC-
TLM is a system that only receives the hypothesis
as input and, as such, it is likely in disadvantage in
this task, as the developed bad hypothesis are only
critical errors in the context of the source sentence.

As shown in Figure 6, several reference free met-
rics obtain very high correlations for all linguistic
phenomena. The main exception is HWTSC-TLM,
which can be attributed to the reasons explained
above. KG-BERTScore obtains the best overall
results, with almost perfect correlations. Further-
more, we observe that reference free metrics outper-
form reference based metrics. This result is further
discussed in the following section.
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Figure 6: Average Kendall-Tau for submitted refer-
ence free metrics discriminated by phenomenon. The
coloured bars indicate the average score for all language
pairs and the black bars represent the standard deviation.

5.4 Reference based vs Reference free

Figure 7 compares the performance of reference
based and reference free metrics across all phenom-
ena. We observe that reference free metrics obtain
higher correlations on all perturbations, which can
be attributed to the adversarial nature of the bad
hypothesis that is specifically generated with a lo-
calized perturbation of the reference.

This result reveals the dependency of reference
based metrics on the reference and, in particular, on
the word overlap of the reference with the hypothe-
sis. Reference-free metrics are forced to attend to
the source and compare its meaning with the hy-
pothesis, as there is little word overlap between the
two sentences. This issue is particularly visible in
the Deviation in Named Entities and Numbers phe-
nomena, where the reference and bad hypothesis
differ on a single named entity or number, respec-
tively.

Comparing the performance of metrics for each
phenomenon, we verify that both groups of metrics
obtain lower correlations for Deviation in Named
Entities and Numbers, indicating these phenomena
are not well detected by current methods. More-
over, the results show large standard deviations,
suggesting an inherent unpredictability on the per-
formance of current methods for all phenomena.

5.5 Penalisation of critical errors

In order to measure whether the metrics penalize
the critical errors when they score the bad hypoth-
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Figure 7: Average Kendall-Tau for submitted reference
based and reference free metrics discriminated by phe-
nomenon. The coloured bars indicate the average score
for all language pairs and the black bars represent the
standard deviation.

esis lower, we compare their Kendall-Tau values
with their average difference between the scores
for good and bad hypothesis, as described in Sec-
tion 5.1.

In Figure 8, we observe that submitted metrics
not only obtain higher correlations but also have a
greater difference between the scores attributed to
the good and bad hypothesis. Moreover, the two
variables follow a linear relationship, obtaining a
Pearson Correlation Coefficient of 0.8924. This
shows the metrics that correctly distinguish the
good from the bad hypothesis also penalize the bad
hypothesis accordingly.
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Figure 8: Average Kendall-Tau and Difference for all
metrics. Each data point represents a single metric and
language pair.

6 Conclusions

Ensuring generated translations do not have critical
errors is a crucial aspect of Machine Translation
Evaluation, as they can pose various risks. In this
work, we propose SMAUG, a multilingual aug-
mentation framework to create translations with
critical errors by inducing several linguistic phe-
nomena in existing translations. We also apply
these perturbations to create a manually verified
test set to assess the robustness of Machine Trans-
lation Evaluation systems to critical errors.

With the created test set, we evaluate multiple
metrics and show promising progress in current
State-of-the-Art methods in both distinguishing
translations with and without critical errors and
significantly penalizing the occurrence of critical
errors in translations. Nevertheless, errors related
to named entities and numbers were found to pose
a challenge for several tested metrics. Addition-
ally, we observe a high variance in the measured
correlations across all the developed phenomena,
suggesting an unpredictability on the performance
of current methods with respect to detecting critical
errors.

One of the challenges in the automatic genera-
tion of translations with critical errors is the vali-
dation of the output. In this work, we relied on a
preliminary automatic validation but also required
a manual verification of the outputs. Future work
will explore high-precision validation techniques,
such as the work of Raunak et al. (2022) that uses
very specific detectors to find examples of critical
errors in translations.

Furthermore, support for multiple languages is a
crucial aspect of this framework. However, several
of the devised perturbations support a limited num-
ber of languages pairs. For example, the Deviation
in Meaning phenomenon only supports to-English
language pairs, as the POLYJUICE model is an En-
glish only model. A future avenue of research will
investigate methods to expanding the number of
languages supported by the linguistic phenomena.
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