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Abstract

This paper describes Lan-Bridge Translation
systems for the WMT 2022 General Transla-
tion shared task. We participate in 18 language
directions: English to and from Czech, Ger-
man, Ukrainian, Japanese, Russian, Chinese,
English to Croatian, French to German, Yakut
to and from Russian, and Ukrainian to and from
Czech. We mainly focus on multilingual mod-
els to develop systems covering all these direc-
tions. In general, we apply data corpus filtering,
scaling model size, sparse expert model (in par-
ticular, Transformer with adapters), large-scale
backtranslation, and language model reranking
techniques. Our system ranks first in 6 direc-
tions based on the automatic evaluation.

1 Introduction

Our Lan-Bridge MT team participate in the WMT
2022 General Translation shared task. As machine
translation expands into more and more languages,
multilingual machine translation has attracted more
and more attention in both academia and industry.
It can not only avoid training a separate model
for each language pair but also transfer knowledge
from high-resource languages to low-resource ones.
Many systems such as Tran et al. (2021) submit-
ted in previous years have proved this point and
achieved a state of the art results in some language
directions.

For data preprocessing, knowledge-based rules,
language detection, and language model are in-
volved to clean parallel data, monolingual data,
and synthetic data (mainly from large-scale data
mining and backtranslation). Punctuation normal-
ization and BPE (byte pair encoding) (Sennrich
et al., 2015) with subword regularization method
(Provilkov et al., 2019) are applied for all lan-
guages. As for models, we fork Fairseq (Ott et al.,
2019) as our development tool and use Transformer
(Vaswani et al., 2017) as the main architecture. In
addition, we follow Bapna et al. (2019) to extend

Transformer by adding language-specific adapters
to bridge the gap between different language pairs.
Finally, we ensemble dense Transformer models
and sparse adapter models, and the final result are
re-ranked by language models. For English to and
from Chinese, we develop a separate system. In
addition to optimization techniques similar to mul-
tilingual models, We also use additional private
data. And for Yakut to and from Russian, due to
a smaller corpus, we simply apply fine-tuning and
backtranslation on our multilingual models.

We win the first place in Russian ↔ Yakut, Rus-
sian → English, English → Croatian, Czech →
English and Ukrainian → English based on BLEU
(Papineni et al., 2002) score. 1

2 System Overview

2.1 Data

Here we describe our base datasets, including bitext
and monolingual data sources, and the preprocess-
ing methods we apply to prepare these initial data
sets to train our baseline models.

2.1.1 Bitext Data
We use all available bitext data from the shared task
for all language pairs, besides, for English to and
from Chinese, we add extra data from ai-challenger.
For high-resource language pairs such as English to
Chinese or English to German, which provides mil-
lions of high-quality bitext, we only choose those
high-quality resources, and simply apply language
identification using fasttext (Joulin et al., 2017)
with an ID threshold of 0.8 and knowledge-based
rules shows below as data process:

• Remove empty sentences

• De-escaping HTML characters

1This result is based on the submission website
https://ocelot-wmt22.mteval.org/, not the official final result.

https://github.com/CLUEbenchmark/CLUEDatasetSearch
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• Normalization of different languages of punc-
tuation

• Normalization of spacing

• Remove sentences with repeated tokens, in-
cluding single character that repeat more than
four times, two characters that repeat more
than three times, and more than three charac-
ters that repeat more than twice.

• Delete the corpus with inconsistent punctua-
tion marks at the end of the original text and
the translation

• Deletion of segments where source/target to-
ken ratio exceeds 1:3 (or 3:1)

• Deletion of segments longer than 150 tokens

• Deletion of segments shorter than 5 tokens

• Transfer traditional Chinese characters to sim-
plified Chinese characters

• Delete corpus with misaligned number of
parentheses

• Delete corpus with misaligned number of Ara-
bic numerals

• Delete corpus with a proportion of non-native
language characters exceeding 0.4

The normalization of spacing and punctuation is
applied using Moses (Polykovskiy et al., 2020).

For medium- and low-resource language pairs,
we incorporate additional sources of data from
OPUS (Tiedemann, 2012), ccAligned (El-Kishky
et al., 2020), and ccMatrix (Schwenk et al., 2019).
All available data sources are utilized to train our
models.

Due to the low-quality issue of corpora men-
tioned above, we add a few filter steps to make
them usable. First, we try the word alignment
method using fast_align (Dyer et al., 2013) to filter
low-quality sentence pairs and keep top 80% for
all directions ranked by alignment score. Then we
use Fairseq to train the transformer multilingual
language model for all languages, similar to Bei
et al. (2019), the score is calculated as follows:

Scoresentence = PPL

Scorecombine = λ∗Scoresrc+(1−λ)∗Scoretgt

Language Pair Data
cs-en 100M
de-en 250M
fr-de 20M
hr-en 70M
sah-ru 0.1M
uk-cs 6M
uk-en 20M
zh-en 50M
ru-en 80M
ja-en 20M

Table 1: Ultimate bitext training data

Language Data
cs 64M
en 72M
de 63M
fr 79M
ja 81M
sah 0.2M
ru 70M
uk 5M
zh 10M
hr 14M

Table 2: Ultimate monolingual data

Here PPL is the perplexity of a language model
for sentence, λ is an empirical value between 0.2–
0.8 depending on the language pair, such as the
source language is English, and the target language
is Croatian, then our empirical value of λ is 0.7.
Finally, we consult Parallel Corpus Filtering Zhang
et al. (2020) for finetuning a multilingual high-
resource corpus classifier using mBERT (Gonen
et al., 2020) to get our ultimate training data de-
scribed in Table 1.

2.1.2 Monolingual Data

As we need a multilingual language model to filter
low-quality corpus and create synthetic parallel
text, we collect all high-quality monolingual corpus
from News-Commentary, europarl, and news-crawl
for all languages if available. For medium and low-
quality resources, we use all available monolingual
data from the shared task, and filter according to
the above steps (where applicable). The ultimate
monolingual data is described in Table 2.
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Module Big Large
Layers 12 24
Attention Heads 16 16
Embedding Size 1024 1024
FFN Size 2048 4096
Shared Vocab True True

Table 3: Hyper-parameters and model sizes of different
models used in our systems.

2.2 Tokenizer

We use sentencepiece (Kudo and Richardson, 2018)
to train a multilingual subword tokenizer. To repre-
sent the low-resource languages better, we follow
Tran et al. (2021)’s settings, sampling text with tem-
perature 5. Especially, for Yakut, we take mono-
lingual data into account, since it’s an extremely
low-resource. Finally, For bilingual models, we
used a vocabulary size of 32,000, and for multilin-
gual models, we used 100,000.

We also apply subword regularization methods
(Provilkov et al., 2019; Raffel et al., 2020) when
tokenizing text. For low- and medium-resource di-
rections, we apply BPE dropout on both the source
and target sides and double the corpus size. And
for high-resource directions, we only use it on the
source side and don’t do data augmentation stuff.

2.3 Model Architectures

Similar to Tran et al. (2021), we train two separate
models: Many to English, or one system encom-
passing every language translated into English, and
Many to Many directions, or one for English into
every language and other non-English directions.
Due to the very late release of the Yakut to the
Russian corpus, we apply simple finetuning and
backtranslation in this direction. For Chinese to
and from English, we train a separate model. Be-
cause we are native speakers of Chinese and good
at English, we introduce about 20 million high-
quality private corpus 2

Dense Multilingual Model Our model settings
are empirically designed based on Transformer
(Vaswani et al., 2017). We introduce two model
architectures seen in Table 3. All models are imple-
mented on top of the open-source toolkit Fairseq

2We have a data group and a translation review team. First,
we collect public monolingual data to make it multilingual.
Second, we have a cooperative corpus or terminology base
with our clients. With the consent of our clients, some non-
public corpora and terminology are used for training.

(Ott et al., 2019).
We also train three bilingual models: English

to/from Chinese, and French to Germany. The
aim is to compare how similarities among different
languages will influence multilingual model. Due
to the limitation of computing resources, we do not
test in other language directions.

Language Specific Adapter In brief, an adapter
layer is a dense layer with residual connection and
non-linear projection. The hyperparameter b is the
dim size of the inner dense layers. With a large
set of globally shared parameters and small inter-
spersed task-specific layers, adapters allow us to
train and adapt a single model for a huge number
of languages. Bapna et al. (2019) shows trans-
lation performance improvement in multilingual
models with residual adapters. So after training the
dense multilingual model, we add adapters for each
language direction and apply further training and
finetuning on these adapter layers. In detail, for
high-resource directions, we add a larger adapter
(b=4096). As for medium-resource, we set b=2048
and for the low-resource, we set b=1024.

2.4 Optimization Tricks
Backtranslation As shown in previous news task
submissions, such as Tran et al. (2021) and Wang
et al. (2021), backtranslation can significantly
improve the BLEU score in low- and medium-
resource language directions. We find no signifi-
cant improvement in high-resource directions. And
for some "X-en" high-resource directions, like zh-
en shows in Table 4, backtranslation even lower the
BLEU score. For this reason, we collect monolin-
gual data for low- and medium-resource directions.
All backtranslation data are generated by our well-
trained multilingual model with Transformer Big
settings. We use this generated data to train models
with "Large" settings.

Finetune We use in-domain finetuning to further
improve the model performance, which has proven
effective on previous news translation tasks. We
construct different types of finetuning data with
the following approaches. Li et al. (2020); Wang
et al. (2021) shows that low-frequency words fre-
quency words are mostly domain-specific nouns,
etc., which may indicate the topic directly. On the
other hand, this year the shared task has changed
from a news domain to a general translation task.
We think finetuning our model by previous in-
domain news data may be harmful to our model.
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Test Set Big Model Large Model +BT +Adapter +Finetune +LM Rerank
cs-en wmt21 23.0 23.9 — 24.2 24.8 25.2
uk-en flore101 35.7 35.9 36.1 37.0 37.0 37.5
ja-en wmt21 21.5 21.8 24.0 27.2 28.0 28.0
de-en wmt21 29.4 29.9 — 30.0 32.1 32.3
ru-en wmt21 30.1 31.3 32.5 34.0 37.5 37.9
en-cs wmt21 15.7 17.0 — 20.4 20.2 21.3
en-uk flore101 24.1 24.5 27.1 28.0 28.9 29.0
en-ja wmt21 16.9 18.0 22.5 22.8 25.0 25.1
en-de wmt21 24.4 24.8 25.0 25.0 27.1 27.3
en-ru wmt21 20.6 21.0 21.1 23.4 24.2 25.6
en-hr flore101 25.8 26.4 28.9 29.3 30.0 30.3
cs-uk flore101 19.8 21.3 25.0 25.9 26.2 26.6
uk-cs flore101 20.8 22.0 24.1 24.3 24.3 24.5
fr-de wmt21 35.8 36.1 37.3 39.1 39.0 39.1
zh-en wmt21 31.4 32.0 31.7 — 34.0 34.1
en-zh wmt21 33.0 33.4 35.1 — 35.5 35.7

Avg Incremental — — 0.70 2.99 2.40 4.11 4.47

Table 4: Evaluation result on dev dataset. The inside of the dividing line represents the same model. We
train X-en, en-X X-X, zh-en, and en-zh models separately. All translations are generated by beam search

with beam size 5. All the models are the average of the final 5 checkpoints.

So we follow Li et al. (2020); Wang et al. (2021)’s
strategies to select topic-related data based on a test-
set. We use the selected data for further finetuning.
We experimented with the 2022 news development
set and apply it directly to the 2022 test set.

Language Model Reranking Following Yee
et al. (2019); Tran et al. (2021), we train language
models and apply noisy channel reranking to the
outputs of our final system. Unlike Tran et al.
(2021), which trains a separate language model
for each language, we train a multilingual language
model for all languages to evaluate whether the
multilingual language models can also improve the
quality of translations.

Model Ensemble Model ensemble is a widely
used technique in previous WMT shared tasks. To
deal with biases toward recent training data, it is
common to average parameters across multiple
checkpoints of a model. We always average the
last 5 checkpoints during training. During finetun-
ing, we tune this hyperparameters (num epoch and
num average checkpoints) on the development set
and use it directly on the test set of wmt22.

3 Experiment

We conduct experiments to quantify the impact of
each component in our system. The evaluation

conduct on newstest2021 or development set on
wmt22 using SacreBLEU (Post, 2018).

3.1 Settings
Every single model is trained on 8 NVIDIA A100
GPUs, each of which has 40 GB of memory. We
also employ large batching with larger learning
rates (Ott et al., 2018). We set the max learn-
ing rate to 0.0005 and warmup steps to 10000.
All the dropout probabilities are set to 0.1. To
speed up the training process, we conduct training
with a half-precision floating point (FP16). During
training multilingual, we add both source-side lan-
guage tags and target-side language tags to leverage
the gap between different language pairs. Follow-
ing Tran et al. (2021), we divide data into multi-
ple shards and downsample data from both high-
resource directions and synthetic backtranslated
with each training epoch using one shard.

3.2 Multilingual Models Result
We mainly evaluate our model and method on the
wmt21 test set and flore101 dataset (Goyal et al.,
2021). We analyze each aspect in our final submis-
sion and the cumulative effect. The effect of each
component is shown in Table 4.

According to our experimental results, increas-
ing the model capacity, increasing the sparsity of
the model (adding a specific set of Adapter Layer
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en-zh zh-en fr-de
Bilingual Model Big 33.0 31.4 32.6
Multilingual Model Big 31.9 30.2 35.8

Table 5: BLEU score on wmt21 test set. All result is
based on Big Model without any optimization

for each speech direction), fine-tuning the train-
ing set by extracting more relevant corpus based
on the original text of the test set, and using the
language model for reranking is effective on all
language directions and the test set. Backtransla-
tion is particularly effective in low- and medium-
resource languages. Although the improvement of
BLEU value by backtranslation on high-resource
languages is not obvious or even worse, the average
improvement by backtranslation is as obvious in a
comprehensive view, with an average improvement
of 1.68 BLEU per language direction.

Because this year’s task is a general-purpose
machine translation, rather than the news domain
machine translation task of previous years, we are
not submitting translation results that validate the
optimal model on the development set, but rather
the results of model fine-tuning on selected domain
data after the release of the test set.

3.3 Distant Language Pairs Analysis

As shown in Tran et al. (2021), the multilingual
model can significantly improve the BLEU score
of medium- and low-resource language directions.
For high-resource language directions, there are no
significant enhancements. For high-resource lan-
guages, such as en-de, the BLEU score decreases
slightly, and this is even more severe for distant
language directions, en-ja, and en-zh for example.
To compare the influence of the distance of the lan-
guage family on the multilingual model. We train
bilingual models for en-zh, zh-en, and fr-de. The
test result is shown in Table 5. Since most of the
language directions of wmt22 are Indo-European,
distant languages, Chinese and Japanese for exam-
ple, cannot benefit from the knowledge transfer
additive of other languages, while the parameter ca-
pacity of the multilingual model is limited. These
factors lead to poor results. Overall, when training
multilingual models, languages with similar lan-
guage families should be trained together, instead
of putting all the languages together.

Task BLEU
cs-en 25.3⋆

de-en 33.4
ja-en 22.8
ru-en 45.2∗

uk-en 44.6⋆

zh-en 28.1
fr-de 41.8
uk-cs 36.5
ru-sah 15.3⋆

Task BLEU
en-cs 26.3
en-de 36.1
en-ja 39.4
en-ru 32.6
en-uk 29.5
en-zh 48.3
en-hr 18.2⋆

cs-uk 38.3
sah-ru 7.1⋆

Table 6: Our final submission results in 18 tasks. ⋆
represents the best score in the automatic evaluation.
Note that the result is based on the submission website
https://ocelot-wmt22.mteval.org/, not the official final
result.

3.4 Submission Results

The results we finally submitted are shown in Ta-
ble 6. We participate in 18 tasks this year. On the
whole, all of our systems performed competitively,
especially for Many-to-English directions. Yakut
to/from Russian tasks is added bonus. Few teams
participate in these two tasks.

4 Conclusion

In this paper, we described Lan-Bridge’s submis-
sion to the WMT2022 General Translation shared
task. Our main exploration was using a multilin-
gual model to train different language pairs. It
shows that the multilingual model can achieve state
of art results in both high- and low-resource lan-
guage directions. Meanwhile, we found that the
multilingual model worked better for languages
from the same or close language families than lan-
guages from distant language families. Finally, for
extremely low-resource languages, even a multilin-
gual model can boost their performance of them,
but the translation is still far from usable.
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