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Abstract

This paper describes Huawei’s neural ma-
chine translation systems for the WMT 2019
biomedical translation shared task. We trained
and fine-tuned our systems on a combina-
tion of out-of-domain and in-domain paral-
lel corpora for six translation directions cov-
ering English–Chinese, English–French and
English–German language pairs. Our sub-
mitted systems achieve the best BLEU scores
on English–French and English–German lan-
guage pairs according to the official evaluation
results. In the English–Chinese translation
task, our systems are in the second place. The
enhanced performance is attributed to more in-
domain training and more sophisticated mod-
els developed. Development of translation
models and transfer learning (or domain adap-
tation) methods has significantly contributed
to the progress of the task.

1 Introduction

In recent years, neural machine translation (NMT)
has achieved substantial progress and outper-
forms statistical machine translation (SMT), espe-
cially when large volumes of parallel corpora are
available. However, compared to out-of-domain
(OOD) data, in-domain data is typically in a small
volume and hard to obtain. Therefore, a lot of
research focuses on how to make use of OOD
data to improvement in-domain NMT systems.
Among them, a well-accepted method for domain
adaptation is to fine-tune a pre-trained baseline
model using in-domain data (Koehn and Knowles,
2017; Luong and Manning, 2015; Freitag and Al-
Onaizan, 2016).

In this paper, we present Huawei’s practices on
adapting our NMT systems from general-domain
to in-domain. In addition to fine-tuning our OOD
systems on in-domain data, we also resort to a
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broader spectrum of domain adaptation settings
(Chu and Wang, 2018), including training models
from scratch on a mixture of shuffled OOD and in-
domain data and ensemble various models at the
decoding stage. Final systems are submitted to the
biomedical shared task of WMT 2019 on six trans-
lation directions for English–Chinese, English–
French and English–German language pairs.

This paper is organized as below: Section 2 il-
lustrates the system architecture followed by de-
tails of parallel corpora for training in Section 3.
Section 4 presents our experimental settings. Re-
sults are presented and discussed in Section 5. In
Section 6, we conclude the paper and unveil future
work.

2 System Architecture

Our systems are implemented in TensorFlow
1.8 platform with the Transformer architecture
(Vaswani et al., 2017) which consists of an en-
coder stack and a decoder stack with multi-head
attention mechanisms. Each encoder layer con-
sists of two sub-layers: a multi-head self-attention
layer and a feed-forward layer with relu as the
activation function. Compared to the encoder,
each decoder layer includes an additional sub-
layer to attend to outputs of the encoder. The hy-
perparameters used in our systems are defined in
Table 1 which follow the transformer-big settings
in Vaswani et al. (2017).

Hyperparameters Values
Encoder Layers 6
Decoder Layers 6
Embedding Units 1,024
Attention Heads 16
Feed-forward Hidden Units 4,096

Table 1: Hyperparameters of our systems.
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3 Parallel Corpora

In this section, we present the parallel corpora
used to train and evaluate translation models. The
statistics of the data used is shown in Table 2. The
OOD parallel corpora are collected from a num-
ber of sources. In addition to WMT parallel cor-
pora for the news translation task, we also gather
data from OPUS.1 For English–Chinese tasks, we
also include in-house data. The data generated
by back-translating WMT monolingual corpus is
named as “BT” data. Data from other sources
such as the UM-Corpus (Tian et al., 2014) and
Wikipedia are also included.

The in-domain data is from WMT biomedical
translation shared task website.2 More specifi-
cally, the in-domain data are gathered from the fol-
lowing sources (shown in Table 2):

• The EMEA corpus (Tiedemann, 2012).
The EMEA corpus encompasses biomedi-
cal documents from the European Medicines
Agency (EMEA). This corpus is a major
component of in-domain training data.

• The UFAL medical corpus collection.3 The
extracted EN–FR parallel corpus contains
data predominantly from PatTR Medical data
whilst EMEA (OpenSubtitles and crawled)
contributing to approximately one-third of
the EN–DE data. PathTR is a parallel EN–
DE and EN–FR corpus extracted from the
MAREC patent collection and it has been
used for this task since 2014, containing
aligned sentence segments from patent titles,
abstracts, and claims.4

• A small portion of in-domain data are from
Medline and Pubmed.5 This source of data is
provided by the WMT Biomedical task orga-
nizers.

4 Experiments

The data depicted in Table 2 are mixed, pre-
processed and split into training and development
sets. The development data is created by random

1http://opus.nlpl.eu/
2http://www.statmt.org/wmt19/biomedical-translation-

task.html
3https://ufal.mff.cuni.cz/ufal medical corpus
4https://www.cl.uni-heidelberg.de/statnlpgroup/pattr/
5https://github.com/biomedical-translation-

corpora/corpora

Corpus EN–ZH EN–FR EN–DE
OOD Parallel 48.94M 66.33M 22.28M
BT 6.12M - 24.19M
UM-Corpus 875K - -
Wikipedia - 818K 2.46M
UFAL - 2.81M 3.04M
EMEA - 1.09M 1.11M
Medline 6 - 55K 29K
Pubmed - 613K -
Total 55.93M 71.72M 53.11M

Table 2: Corpora statistics in the numbers of sentence
pairs after cleaning.

Figure 1: Data Processing Pipeline

selection 1% from the mixed data sets. We also
pre-processed the WMT 2018 test data and treated
it as test data to benchmark the models trained un-
der various settings.

4.1 Pre-processing and Post-processing

We noticed that the data processing procedure is
an important factor in enhancing the quality of
training data and thus the performance of trained
models. Our pre-processing pipeline is composed
of a number of steps (depicted in Figure 1). The
data is undergone data cleaning, puncture normal-
ization (Punc-Norm), tokenization, truecasing and
subword segmentation:

• Data cleaning addresses the issues of noisy
training data. For example, we remove sen-
tence pairs which are potentially misaligned
according to scores from fast-align. We
also remove sentence pairs if the ratio of
language-specific characters is lower than a
threshold. As we found parallel corpora of
a language pair may contain sentences pairs
which are in a third language, we apply lan-
guage detection7 and filtering as well.

7https://github.com/aboSamoor/polyglot
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• After cleaning data, a few common steps used
for machine translation are applied by us-
ing scripts from Moses (Koehn et al., 2007).
Punc-Norm deals with variations of punctua-
tion in different languages (i.e., French, Ger-
man) by normalizing them into a standard
form. Tokenization is a language-dependent
process of splitting a sentence into a sequence
of tokens. Truecasing models are trained for
each language and applied appropriate case
forms on words.

• In order to alleviate the out-of-vocabulary
problem, subword segmentation (Sennrich
et al., 2016) is used as well. Instead of
training an individual segmentation model
for each language independently, we directly
use subsets of the multilingual vocabular-
ies8 from the BERT (Devlin et al., 2018)
project.9 It is generated by the WordPiece
(Schuster and Nakajima, 2012) model trained
on Wikipedia dump. A greedy algorithm is
then applied to segment a word in our cor-
pus into a sequence of subwords according
to the vocabulary if applicable. For exam-
ple, “Bitstream” is segmented into “Bit” and
“##stream”.

After decoding, the outputs are post-processed
by combining subwords, de-truecasing and de-
tokenization. Punctuation is also converted back
to their original form in a specific language when
translating to Chinese, French and German.

4.2 Training and Decoding Details
The models are trained in two different ways: (1)
Mixed: the model is simply trained on a mix-
ture of data without differentiating OOD and in-
domain data. The data is shuffled randomly and
there is no oversampling technique applied; (2)
Fine-tuned: the baseline model is first pre-trained
on the OOD parallel corpus and then fine-tuned on
the in-domain data.

All systems are trained for 400K steps, except
that, in the Fine-tuned setting, we further fine-tune
base systems for 300K unless early stopped. The
training was performed on GPU clusters with 4 or
8 Tesla V100. Follow Transformer, we use Adam
as a optimizer and a dynamic learning rate with a

8Vocabulary size for EN–ZH: 42K (ZH), 46K (EN); Vo-
cabulary size for EN–DE: 58K (DE), 58K (EN); Vocabulary
size for EN–FR: 59K (FR), 58K (EN).

9https://github.com/google-research/bert

linear warmup and root-squared decay. The batch
size is set to be 3K source or target words on each
GPU card.

We average top 10 checkpoints (Vaswani et al.,
2017) evaluated against the development set as the
final model for decoding. The beam size is set to
4 and a length penalty weight factor with a value 1
is used (Wu et al., 2016).

We further optionally apply ensemble decoding
to combine best models trained in the two settings
mentioned above. Ensemble decoding (or predic-
tion) is an approach combining multiple predictors
to reduce the errors. It has been widely used in im-
proving NMT performance.

5 Experimental Results

We experimented with more than twenty mod-
els in total trained on different combina-
tions of various data and under different set-
tings. sacrebleu.py (Post, 2018) and
multi-bleu.perl from Moses10 are used to
evaluate translations on the development and test
data. Table 3 shows BLEU scores on WMT 2018
test set under different settings. We found that
models from fine-tuning on in-domain data outper-
form models trained on the mixed data set when
reasonable volumes of in-domain data are avail-
able (e.g., on EN–FR and EN–DE). By contrast,
the mixed method performs the best on EN–ZH
where we do not have genuine in-domain data for
fine-tuning. Another interesting finding is that the
ensemble decoding consistently takes the middle
place when we simply combine the best two mod-
els under the three settings. We presume this is
caused by domain issues as at least one of the two
models used was not well trained on in-domain
data.

The results in terms of official BLEU scores of
our submissions for WMT 2019 are presented in
Table 4 and Table 5. Our final systems achieve
the best BLEU scores on English–French and
English–German language pairs according to the
official evaluation results. In the English–Chinese
translation task, our systems are in the second
place. We can also find from the tables that
training with the mixed data, fine-tuning on in-
domain data have contributed to a number of win-
ning models on different language pairs. While
the mixed method works better than the Fine-
tuned method on English–Chinese and English–

10https://github.com/moses-smt/mosesdecoder
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BLEU Scores on WMT 18 Data

Models EN2ZH ZH2EN EN2DE DE2EN EN2FR FR2EN

Baseline 33.49 19.46 24.4 27.98 30.57 35.40
Fine-tuned 31.65 21.46 26.56 32.8 34.38 40.56
Mixed 34.36 24.37 24.54 29.18 31.88 36.46
Ensemble (top 2) 34.27 23.41 25.28 32.36 34.30 38.77

Table 3: BLEU scores of the trained models measured against a subset of the test data for WMT 18 biomedical
task (bold fonts show the best scores).

German, the fine-tuned method outperforms on
French–English (EN2FR Run1) due to a reason-
able volume of high-quality in-domain data in-
cluded. It is noted that the submission (EN2FR
Run3) based on the ensemble decoding method
has resulted in much lower performance.

According to our experiments and experiences,
we reached the same conclusion as that from the
WMT biomedical task organizers (Neves et al.,
2018): the enhanced performance is attributed to
more in-domain training and more sophisticated
models developed (i.e., Transformers). The devel-
opment of translation models and transfer learning
(or domain adaptation) methods have significantly
contributed to the progress of the task.

6 Conclusions

In this paper, we present Huawei’s neural machine
translation systems for the WMT 2019 biomed-
ical translation shared task. More than twenty
models have been trained and tested under dif-
ferent training settings on three language pairs
(six translation directions), i.e., English–Chinese,
English–French and English–German. A number
of pre-processing and post-processing techniques
have been employed to enhance the quality of the
data. Our final systems rank the best BLEU scores
on English–French and English–German language
pairs and the second on English–Chinese accord-
ing to the official evaluation results in terms of
BLEU scores.
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