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Abstract

This paper describes the participation of
the MLLP research group of the Universi-
tat Politècnica de València in the WMT 2019
News Translation Shared Task. In this edition,
we have submitted systems for the German↔
English and German↔ French language pairs,
participating in both directions of each pair.
Our submitted systems, based on the Trans-
former architecture, make ample use of data
filtering, synthetic data and domain adaptation
through fine-tuning.

1 Introduction

In this paper we describe the supervised Statis-
tical Machine Translation (MT) systems devel-
oped by the MLLP research group of the Univer-
sitat Politècnica de València for the News Trans-
lation Shared Task of the ACL 2019 Fourth Con-
ference on Machine Translation (WMT19). For
this year’s edition, we participated in both di-
rections of the German ↔ English and German
↔ French language pairs, using Neural Machine
Translation (NMT) models following the Trans-
former (Vaswani et al., 2017) architecture. Fol-
lowing the lessons learned from last year, we have
continued working on data filtering, and we have
experimented with additional synthetic data tech-
niques and bigger neural network architectures
trained with multi-GPU machines.

This paper is organized as follows. Section 2
describes the data processing steps (including data
filtering and synthetic data generation) carried out
prior to system training. Section 3 describes the
architecture and settings used for our NMT mod-
els, and the different experiments and evaluations
performed are detailed in Section 4. Our conclu-
sions for this shared task are outlined in Section
5.

2 Data preparation

Data preprocessing, corpus filtering and data aug-
mentation are described in the following sections.

2.1 Corpus preprocessing
The data was processed using the standard Moses
pipeline (Koehn et al., 2007). Specifically, we
normalized punctuation, and tokenized and true-
cased data. Additionally, we applied 40K BPE op-
erations (Sennrich et al., 2016b), learned jointly
over the source and target languages, and excluded
from the vocabulary all subwords that did not ap-
pear at least 10 times in the training data. BPE
operations are learned before adding the data ex-
tracted using corpus filtering, described in Section
2.2. Sentences longer than 100 subwords were ex-
cluded from the training data.

2.2 Corpus filtering
The addition of the ParaCrawl corpus to the WMT
shared tasks has placed an increasing importance
in filtering and data selection techniques in order
to take advantage of this additional data. This is
highlighted by the fact that a majority of partici-
pating systems in the WMT18 News Translation
Task (Bojar et al., 2018) apply filtering techniques
to ParaCrawl. Additionally, the experiments car-
ried out for our 2018 submission (Iranzo-Sánchez
et al., 2018) show that using a noisy corpus such
as ParaCrawl without filtering can result in a worse
performance compared with a baseline system that
simply excludes the noisy corpus from the training
data.

We have compared two different approaches to
corpus filtering:

• LM-based filtering (Iranzo-Sánchez et al.,
2018): This approach uses language models
for estimating the quality of a sentence pair,
under the assumption that a low-perplexity
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sentence is more likely to be an adequate sen-
tence for training. Using in-domain data, we
train one language model for each language,
and then use them to score the corresponding
side of the sentence pair, giving us perplexity
scores (s, t). The score (perplexity) of a sen-
tence pair is the geometric mean

√
s · t. We

select sentence pairs with the lowest score.
This is the approach we used for our WMT18
submission.

• Dual Conditional Cross-Entropy filtering
(Junczys-Dowmunt, 2018): This approach
computes the sentence pair score by means
of a product of a series of partial scores.

f(x, y) =
∏
i

fi(x, y) (1)

We have used the same configuration sent for
the WMT18-filtering task, which uses 3 par-
tial scores: a language identification score
(lang), a dual conditional cross-entropy score
(adq), and a cross-entropy difference score
(dom) with a cut-off value of 0.25. The full
details of each of these partial scores is given
in Junczys-Dowmunt (2018). The transla-
tion models for the adq score are Transformer
Base models trained with the Europarl por-
tion of WMT19. In terms of the data for the
dom score, we randomly sampled 1M sen-
tences from NewsCrawl 2016 as in-domain
data, and 1M sentences from ParaCrawl as
out-of-domain data.

We carried out a series of comparisons between
the two techniques, and found out that the cross-
entropy model provides better performance than
the LM-based filtering model. This is consistent
with the fact that the cross-entropy filtering was
the winning submission to the WMT18 Shared
Task on Parallel Corpus Filtering (Koehn et al.,
2018). As a result, we have elected to use the
cross-entropy filtering method for filtering the dif-
ferent versions of the ParaCrawl corpus present in
all language pairs.

2.3 Synthetic source sentences
The use of synthetic data produced by means
of the backtranslation technique (Sennrich et al.,
2016a) is an effective way of benefiting from ad-
ditional monolingual data. Further improvements
are possible if the data is from the same domain

as the test data. For this reason, we have produced
synthetic data for all the language pairs we have
participated in.

We used the following configuration:

• German→ English: We have used 20M sen-
tences from our WMT18 submission (Iranzo-
Sánchez et al., 2018), and an additional 24M
sentences generated using a system with the
same configuration as WMT18, but trained
with 3 GPUs instead of 1. The monolin-
gual sentences were randomly sampled from
News Crawl 2017.

• English→ German: We have generated 18M
sentences using our German→ English sys-
tem submitted to WMT18, with monolin-
gual sentences randomly sampled from News
Crawl 2017.

• German→ French: We have generated 10M
synthetic sentences, using the reverse direc-
tion baseline system described in Section
3. The monolingual sentences were sampled
from News Crawl 2015-2018.

• French→ German: We have generated 18M
synthetic sentences, using the reverse direc-
tion baseline system described in Section
3. The monolingual sentences were sampled
from News Crawl 2017.

Prior to selecting sentences, we filtered out from
the German News Crawl 2017 all sentences that
were written in a language different from German,
using the langid tool (Lui and Baldwin, 2012).
When combining bilingual and synthetic data, the
original bilingual data was upsampled in order to
achieve a 1:1 ratio.

3 System description

This section describes the configuration and deci-
sions adopted for training our NMT systems. We
will first begin by describing the details that are
common to all systems, and we will then move on
to specific details for each of the considered trans-
lation directions.

Our models follow the Transformer architecture
(Vaswani et al., 2017), and are configured based
on the Transformer Base and Transformer Big set-
tings.

The Transformer Base models are trained with
a batch size of 3000 tokens per GPU, whereas
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the Transformer Big models use a batch size of
2300 tokens per GPU. We store a checkpoint ev-
ery 10 000 updates, and inference is carried out by
averaging the last 8 checkpoints.

We used the Adam optimizer (Kingma and Ba,
2015) with β1 = 0.9,β2 = 0.98. The learning
rate was updated following an inverse square-root
schedule, with an initial learning rate of 0.0005,
and 4000 warm-up updates. All models use 0.1
label smoothing (Szegedy et al., 2016) and 0.1
dropout (Srivastava et al., 2014), with the excep-
tion of the German↔ French models, that use 0.3
dropout due to having less training data.

The systems from our WMT18 submission and
this year’s baseline systems were built using the
Sockeye toolkit (Hieber et al., 2017). The rest of
the systems were built using the fairseq toolkit (Ott
et al., 2019), in order to train using Half Precision
and gradient accumulation like in Ott et al. (2018).

3.1 Finetuning

Finetuning (training on a new set of data af-
ter system convergence) has been widely used
as a method for domain-adaptation in NMT sys-
tems (Luong and Manning, 2015; Sennrich et al.,
2016a). Due to the different data sources provided
in the competition, and possible domain mismatch
between training and test data, we have decided
to carry out finetuning in order to improve model
performance. The goal of adapting our models to
the domain of the test data is achieved by using
test sets from previous years as in-domain data for
finetuning.

To carry out finetuning, we set the learning rate
to the value that was being used when training fin-
ished, and we reduced the checkpoint interval in
order to store a checkpoint every 20 updates. Fine-
tuning continues as long as the performance does
not decrease in the appropriate dev set. For the
German ↔ English systems, we follow the setup
of Schamper et al. (2018), and use test sets from
previous years (newstest08-16) as training data for
the finetuning step. Since this is the first time the
German ↔ French language pair is included in
WMT, we do not have available test sets from pre-
vious editions, so we resort to using the dev1 set
as training data, and stop finetuning when perfor-
mance drops in dev2 (see Section 4).

4 Experimental evaluation

This section describes the experiments and eval-
uation carried out for each of the language direc-
tions, with special emphasis placed in the German
↔ English systems.

For the German ↔ English systems, we have
used newstest2017 as dev set, and newstest2018
as test set. Additionally, we report results on this
year’s test set, newstest 2019. For the German↔
French systems, we splitted in half the supplied
euelections dev set into two sets, dev 1 and dev
2, and used the former as dev set and the latter
as test set. We also report the results obtained
in the official test set newstest2019. We report
BLEU scores (Papineni et al., 2002) computed us-
ing SacreBLEU (Post, 2018).

4.1 German→ English

Table 1 shows the results obtained by our systems
trained for the German → English direction. As
baselines, we take our WMT18 system, trained
with 1 GPU (this is the configuration that was
used for our WMT18 submission), and the same
setup trained with 3 GPUs. The increase in effec-
tive batch size from 3000 to 9000 tokens results
in an improvement of 1.7 BLEU in newstest2018
and 2.0 BLEU in newstest2019 without any other
change in hyperparameters.

We began our WMT19 experiments by build-
ing a system following the Transformer Big ar-
chitecture, trained in a 4-GPU machine and using
the 20M backtranslations produced for WMT18.
This results in an increase of 0.3 BLEU in new-
stest2018 and 0.6 BLEU in newstest2019. We then
applied gradient accumulation by setting the Up-
date Frequency (UF) to 2. Under this setting, the
model’s weights are updated every two steps (this
simulates a batch size equivalent to training on 8
GPUs). This model obtains a significant improve-
ment in the dev (+0.7 BLEU), and test sets (+1.4
BLEU), however the performance decreases by
0.7 BLEU when evaluating on newstest2019. We
have found no explanation for this phenomenon.
Finetuning on the news in-domain data results im-
proves all previous results, resulting in 47.8 BLEU
in newstest2018 and 39.4 BLEU in newstest2019.

For our final submission, we trained a system
with noisy backtranslations, following the work of
Edunov et al. (2018). We used the previous 20M
backtranslations and appended an additional 24M
generated with the system in row 2 of Table 1. We
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BLEU
System GPUs newstest2018 newstest2019
WMT18 (Transformer Base) 1 44.2 35.6
WMT18 (Transformer Base) 3 45.9 37.6
Transformer Big, 20M backtrans 4 46.2 38.3
+ UF=2 4 47.6 37.7

+ finetuned 4 47.8 39.4
+ 24M backtrans, noise (non-converged) 4 47.5 39.9

+ finetuned 4 48.0 39.3
+ 24M backtrans, noise (converged) 4 48.0 40.2

+ finetuned 4 47.9 40.1

Table 1: Evaluation results of German→ English systems

added noise to the source side of the synthetic sen-
tence pairs using the technique described by Lam-
ple et al. (2018). Following the setup of Edunov
et al. (2018), bilingual data was not upsampled,
resulting in a ratio of around 1:3 original to syn-
thetic sentences. The system had not converged at
the time of the shared task deadline, so we report
results both from our submission, which was gen-
erated when the system was still training, as well
as the results from the converged system, obtained
after the competition ended.

The system trained with noisy backtranslation
obtains 47.5 BLEU in newstest2018 and 39.9
BLEU in newstest2019. An additional finetuning
step improves the results in newstest2018 by 0.5
BLEU. Due to having obtained the best results in
the test set, this was the system we submitted to the
competition. However, when evaluating the fine-
tuned version with this year’s test set, we find a de-
crease of 0.6 BLEU. Allowing the system to train
for additional epochs leaves us with a final result
of 48.0 BLEU and 40.2 BLEU in newstest2018
and newstest2019, and 47.9 and 40.1 BLEU, re-
spectively, after finetuning.

We observe that, in the case of the noisy sys-
tem, finetuning seems to obtain mixed results, in
contrast with other trained systems and language
directions (see Sections 4.2, 4.3 and 4.4), where
finetuning achieves a performance increase in all
cases. We theorize this could be due to the fact
that the system was first trained with a ratio that
included 3 times as many noisy sentences as clean
data, but the finetuning was carried out only with
clean data, without any added noise.

4.2 English→ German

Table 2 shows the results obtained by our sys-
tems trained for the English→ German direction.
We began with a baseline system trained using
our WMT18 configuration and data, plus an ad-
ditional 18M backtranslations. This system ob-
tains 45.2 BLEU in newstest2018 and 39.3 BLEU
in newstest2019. For our WMT19 submission,
we trained a Transformer Big model, using the
WMT19 data (including 10M filtered sentences
from ParaCrawl), as well as the already mentioned
18M backtranslations. This system was trained
with 2 GPUs and an Update Frequency of 2, giv-
ing us an effective batch size equivalent to 4 GPUs.
This system obtains an improvement of 0.4 BLEU
in newstest2018 and 0.1 BLEU in newstest2019
over the baseline. Increasing the number of GPUs
from 2 to 4 shows no significant differences in ei-
ther newstest2018 or newstest2019. Our final sub-
mission was generated after applying a finetuning
step to the previous configuration. This finetun-
ing resulted in an increase of 2.4 BLEU in new-
stest2018 and 2.3 BLEU in newstest2019 when
compared with the non-finetuned model.

4.3 German→ French

Table 3 shows the results obtained by our sys-
tems trained for the German → French direc-
tion. Our baseline system is a Transformer Base
model trained with all the WMT19 data exclud-
ing ParaCrawl. This system obtains 31.3 BLEU in
dev2 and 32.1 BLEU in newstest2019. We then
moved on to training a Transformer Big model,
adding 1M sentences filtered from ParaCrawl, and
10M backtranslations generated with the French
→ German baseline system. This system was
trained with 2 GPUs and an Update Frequency
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BLEU
System GPUs newstest2018 newstest2019
WMT18 (Transformer Base), 18M backtrans 3 45.2 39.3
Transformer Big, 18M backtrans, UF=2 2 45.6 39.4
+ GPU=4 4 45.7 39.4
+ finetuned 4 48.1 41.7

Table 2: Evaluation results of English→ German systems

BLEU
System GPUs dev2 nt2019
WMT19 - {ParaCrawl} 1 31.1 32.1
Transformer Big, UF=2 2 33.3 34.4
+ finetuning 2 33.5 34.5

Table 3: Evaluation results of German → French sys-
tems

BLEU
System GPUs dev2 nt2019
WMT19 - {ParaCrawl} 1 22.8 25.7
Transformer Big, UF=2 2 24.9 26.9
+ finetuning 2 25.4 27.5

Table 4: Evaluation results of French → German sys-
tems

of 2. This results in an increase of 2.2 BLEU in
dev2 and 2.3 BLEU in newstest2019. An addi-
tional finetuning step, carried out using the dev1
data, results in an increase of 0.2 BLEU in dev2
and 0.1 BLEU in newstest2019, and constituted
our submission to the competition.

4.4 French→ German

Table 4 shows the results obtained by our systems
trained for the French → German direction. The
approach and configurations for this language di-
rections mirror those of the German → French
direction (Section 4.3). We began with a base-
line Transformer Base model, that obtains 22.8
BLEU in dev2 and 25.7 BLEU in newstest2019.
The Transformer Big model obtains an improve-
ment of 2.1 BLEU in dev2 and 1.2 BLEU in new-
stest2019, and the finetuning step results in an ad-
ditional increase of 0.5 BLEU in dev2 and 0.6
BLEU in newstest2019.

5 Conclusions

The experiments carried out this year have allowed
us to explore one of the missing pieces of our

WMT18 submission, which is the interaction be-
tween the Transformer architecture and different
batch sizes. The results show that the performance
of models following the Transformer architecture
is highly dependent on the batch size used to train
the model, requiring multiple GPUs or gradient
accumulation in order to fully take advantage of
this architecture. This result is consistent with
other works such as Popel and Bojar (2018).

As future work, we would like to look fur-
ther into using massive amounts of synthetic data
jointly with noise, as our experiments this year
have not provided conclusive results. Overall, the
finetuning steps loos like an effective way of ob-
taining translation improvements, at the expense
of only a small amount of computation. This do-
main adaptation step can be carried out as long as
we have some amount of in-domain data available.
More work needs to be carried out to explore the
interaction between finetuning and adding noise to
the data. Another avenue for improvement is to
look into the optimal amount of filtered data to ex-
tract from ParaCrawl, as well as the upsampling
ratio to mix bilingual and synthetic data. These
aspects were not explored in our WMT19 submis-
sion due to time constraints.
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