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Abstract

This paper describes the Neural Machine
Translation system of IIIT-Hyderabad for
the Gujarati→English news translation shared
task of WMT19. Our system is based
on encoder-decoder framework with attention
mechanism. We experimented with Multilin-
gual Neural MT models. Our experiments
show that Multilingual Neural Machine Trans-
lation leveraging parallel data from related lan-
guage pairs helps in significant BLEU im-
provements upto 11.5, for low resource lan-
guage pairs like Gujarati-English.

1 Introduction

Neural Machine Translation (Luong et al., 2015;
Bahdanau et al., 2014; Johnson et al., 2017; Wu
et al., 2017; Vaswani et al., 2017) has been re-
ceiving considerable attention in the recent years,
given its superior performance without the de-
mand of heavily hand crafted engineering ef-
forts. NMT often outperforms Statistical Machine
Translation (SMT) techniques but it still struggles
if the parallel data is insufficient like in the case of
Indian languages.

The bulk of research on low resource NMT has
focused on exploiting monolingual data or parallel
data from other language pairs. Some recent meth-
ods to improve NMT models that exploit mono-
lingual data ranges from back-translation (Sen-
nrich et al., 2015a), dual NMT (He et al., 2016)
to Unsupervised MT models (Lample et al., 2017;
Artetxe et al., 2017; Lample et al., 2018). Trans-
fer Learning is also a promising approach for low
resource NMT which exploits parallel data from
other language pairs (Zoph et al., 2016; Nguyen
and Chiang, 2017; Kocmi and Bojar, 2018). Typ-
ically it is achieved by training a parent model in
a high resource language pair, then using some of
the trained weights as the initialization for a child

model and further train it on the low-resource lan-
guage pair. Other promising approach for improv-
ing translation performance for low resource lan-
guages is Multilingual Neural Machine Transla-
tion. It has been shown that exploiting data from
other language pairs & joint training helps in im-
proving the translation performance of NMT mod-
els. (Ha et al., 2016; Firat et al., 2016; Johnson
et al., 2017).

This paper describes the NMT system of IIIT-
H for WMT19 evaluation. We participated in
the Gujarati→English news translation task. We
used an attention-based encoder-decoder model as
our baseline system and used Byte Pair Encoding
(BPE) to enable open vocabulary translation. We
then leverage Hindi-English parallel corpus in a
multilingual setting so as to improve our baseline
system. We basically combined Hindi-English and
Gujarati-English parallel corpus and use it as our
training corpus. Our multilingual system is simil-
iar to Johnson et al. (2017) but we don’t use any
artificial token at the start of source sentences to
indicate the target language. The reason is triv-
ial, that is we have only English as our target
language. We also provide results of our experi-
ments conducted post WMT19 shared task involv-
ing Transformer models.

2 Neural MT Architecture

Our NMT model consists of an encoder and a
decoder, each of which is a Recurrent Neural
Network (RNN) as described in (Luong et al.,
2015). The model directly estimates the posterior
distribution Pθ(y|x) of translating a source sen-
tence x = (x1, .., xn) to a target sentence y =
(y1, .., ym) as:

Pθ(y|x) =
m∏
t=1

Pθ(yt|y1, y2, .., yt−1, x) (1)
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Each of the local posterior distribution
P (yt|y1,2 , .., yt−1, x) is modeled as a multi-
nomial distribution over the target language
vocabulary which is represented as a linear
transformation followed by a softmax function on
the decoder’s output vector h̃dect :

ct = AttentionFunction(henc1:n , h
dec
t ) (2)

h̃dect = tanh(Wo[h
dec
t ; ct]) (3)

P (y|y1, y2, .., yt−1, x) = softmax(Wsh̃
dec
t ; τ)

(4)
where ct is the context vector, henc and hdec are
the hidden vectors generated by the encoder and
decoder respectively, AttentionFunction(. , .) is
the attention mechanism as shown in (Luong et al.,
2015) and [. ; .] is the concatenation of two vec-
tors.

An RNN encoder first encodes x to a continu-
ous vector, which serves as the initial hidden vec-
tor for the decoder and then the decoder performs
recursive updates to produce a sequence of hidden
vectors by applying the transition function f as:

hdect = f(hdect−1, [h̃
dec
t−1; e(yt)]) (5)

where e(.) is the word embedding operation. Pop-
ular choices for mapping f are Long-Short-Term
Memory (LSTM) units and Gated Recurrent Units
(GRU), the former of which we use in our models.

An NMT model is typically trained under the
maximum log-likelihood objective:

max
θ
J(θ) = max

θ
E(x,y)∼D[logPθ(y|x)] (6)

where D is the training set. Our NMT model
uses a bi-directional RNN as an encoder and a uni-
directional RNN as a decoder with global attention
(Luong et al., 2015) .

3 Multilingual Neural Machine
Translation

Most of the practical applications in Machine
Translation have focused on individual language
pairs because it was simply too difficult to build
a single system that translates to and from many
language pairs. But Neural Machine Translation
was shown to be an end-to-end learning approach
and was quickly extended to multilingual machine
translation in several ways. In Dong et al. (2015),
the authors modify the attention-based encoder-
decoder approach by introducing separate decoder

and attention mechanism for each target language.
In Zoph and Knight (2016), multi-source trans-
lation was proposed where the model has differ-
ent encoders and different attention mechanisms
for different source languages. In Firat et al.
(2016), the authors proposed a multi-way multilin-
gual NMT model using a single shared attention
mechanism but with multiple encoders/decoders
for each source/target language. In this paper, we
adopted the approach proposed in Johnson et al.
(2017), where a single NMT model is used for
multilingual machine translation. We used Hindi-
English as our assisting language pair and com-
bined it with Gujarati-English parallel data to form
a multi source translation system.

4 Experimental setup

4.1 Dataset
In our experiments, we use the Gujarati-English
training data provided by the organisers namely
Wiki Titles, Bible corpus, Localisation Opus,
Wikipedia corpus & crawled corpus. It consists of
around 155K parallel sentences. We used news-
dev2019 as our development corpus. For building
our multilingual model, we used IIT-Bombay par-
allel data (Kunchukuttan et al., 2017) as our Hindi-
English parallel corpus. The top level statistics of
the data used is provided in Table 1.

Table 1: Statistics of our processed parallel data.

Dataset Sentences Tokens
IITB Hi-En Train 15,28,631 21.5M / 20.3M

Gu-En Train 1,55,767 1.68M / 1.58M
Gu-En Dev 1,997 51.3K / 47.4K
Gu-En Test 1,998 51.5K / 47.5K

4.2 Data Processing
We used Moses (Koehn et al., 2007) toolkit for
tokenization and cleaning the English side of the
data. Gujarati and Hindi sides of the data is first
normalized with Indic NLP library1 followed by
tokenization with the same library. As our pre-
processing step, we removed all the sentences of
length greater than 80 from our training corpus.

4.3 Subword Segmentation for NMT
Neural Machine Translation relies on first map-
ping each word into the vector space, and tradi-

1https://anoopkunchukuttan.github.io/indic nlp library/
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tionally we have a word vector corresponding to
each word in a fixed vocabulary. Addressing the
problem of data scarcity and the hardness of the
system to learn high quality representations for
rare words, (Sennrich et al., 2015b) proposed to
learn subword units and perform translation at a
subword level. With the goal of open vocabulary
NMT, we incorporate this approach in our system
as a preprocessing step. In our early experiments,
we note that Byte Pair Encoding (BPE) works bet-
ter than UNK replacement techniques. For our
baseline system, we learn separate vocabularies
for Hindi and English each with 32k merge op-
erations. For our multilingual model, we learn a
joint vocabulary for Hindi and Gujarati & a sepa-
rate vocabulary for English. With the help of BPE,
the vocabulary size is reduced drastically and we
no longer need to prune the vocabularies. After the
translation, we do an extra post processing step to
convert the target language subword units back to
normal words. We found this approach to be very
helpful in handling rare word representations.

4.4 Script Conversion
India is a linguistically rich country having 22 con-
stitutional languages, written in different scripts.
Indian languages are highly inflectional with a rich
morphology, default sentence structure as subject
object verb (SOV) and relatively free word order.
Many of them are structurally similar, also called
as sibling languages. Hindi & Gujarati languages
are such siblings. That is why, we have chosen
Hindi as an assisting language for our multilingual
model.

Although, there are many linguistic similari-
ties between Gujarati & Hindi, both of these lan-
guages are written in different scripts. So, to make
a strong multilingual NMT model, we converted
the script of the Gujarati side of the parallel cor-
pus to Hindi (Devanagari script). We used Indic
NLP Library’s transliteration script for this pur-
pose. We found this approach to be very help-
ful in enabling better sharing between languages
on the encoder side. BPE also enhances the us-
age of script conversion technique. We used script
conversion only with our additional Multilingual
NMT experiments based on Transformer architec-
ture.

4.5 Training Details
The structure of our NMT model is same as in Lu-
ong et al. (2015), an RNN based encoder-decoder

model with Global Attention mechanism. We used
an LSTM based Bi-directional encoder and a uni-
directional decoder. We kept 4 layers in both the
encoder & decoder with embedding size set to
512. The batch size was set to 64 and a dropout
rate of 0.3. We used Adam optimizer (Kingma and
Ba, 2014) for our experiments. Our multilingual
model is trained with all the same hyperparame-
ters as our baseline model except that the training
data is a combination of Hindi-English & Gujarati-
English parallel data.

5 Results

In this section, we report the BLEU (Papineni
et al., 2002) scores on the test sets provided
in WMT19. Our simple NMT model which is
an attention-based LSTM encoder-decoder model
achieves a BLEU score of 6.2 on the test set. Our
multilingual model which is trained with the help
of Hindi-English parallel corpus attains a BLEU
score of 9.8, showing a gain of +3.6 BLEU points
on the same test set.

Table 2: WMT19 evaluation of our systems

System BLEU
encoder-decoder + attention 6.2

Multilingual model 9.8(+3.6)

6 Additional Transformer Experiments

In this section, we present a set of experiments
and results post WMT19 shared task involving the
Transformer (Vaswani et al., 2017) architecture.
We used the Transformer-Base architecture in this
set of experiments with the rest of the pipeline be-
ing kept same as described before. We used 6 lay-
ers in both the encoder decoder with embedding
size set to 512. The batch size was 2048 tokens &
a dropout of 0.3. We used Adam optimizer for our
experiments. During inference time, we averaged
the checkpoints of the model at different epochs
to obtain better results than a single checkpoint.
In the multilingual Transformer experiments, we
employ script conversion technique for its merits
described before.

In table 3, we provide the results of our Trans-
former experiments and also compare it to other
systems submitted to WMT19.



194

Table 3: Our Transformer models vs other systems at
WMT19

System BLEU
Transformer 4.28

Multilingual Transformer 15.78 (+11.5)
+ Averaging 16.49 (+0.71)

NICT (Unsupervised MT) 9.6
NICT (Transfer Learning) 18.6

NEU (WMT19 Best) 26.5

7 Conclusion & Future Work

We believe that NMT is a promising approach for
Machine Translation for low resource languages.
But we need various techniques to handle the data
scarcity problem. Transfer Learning and Multilin-
gual Machine Translation are two important areas
of research that tackles this problem. In this paper,
we showed that how Multilingual MT models are
more effective than the individually trained MT
models for a low resource language pair. We pre-
sented our results on the Gujarati→English lan-
guage pair and achieved significant BLEU im-
provements. The Multilingual NMT model we
presented in this paper is a many-to-one model. In
future, we will work on building effective one-to-
many Multilingual NMT systems.
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