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Abstract

Existing metrics to evaluate the quality of
Machine Translation hypotheses take dif-
ferent perspectives into account. DPM-
Fcomb, a metric combining the merits
of a range of metrics, achieved the best
performance for evaluation of to-English
language pairs in the previous two years
of WMT Metrics Shared Tasks. This
year, we submit a novel combined met-
ric, Blend, to WMT17 Metrics task. Com-
pared to DPMFcomb, Blend includes the
following adaptations: i) We use DA hu-
man evaluation to guide the training pro-
cess with a vast reduction in required train-
ing data, while still achieving improved
performance when evaluated on WMT16
to-English language pairs; ii) We carry out
experiments to explore the contribution of
metrics incorporated in Blend, in order to
find a trade-off between performance and
efficiency.

1 Introduction

Automatic machine translation evaluation
(AMTE) has received much attention in recent
years, with the aim of providing quick and stable
measurements of the performance of machine
translation (MT) systems. Various metrics for
AMTE have been proposed and most operate via
computation of the similarity between the MT hy-
pothesis and the reference translation. However,
different metrics focus on different perspectives
in terms of measuring similarity. For lexical based
metrics, BLEU (Papineni et al., 2002) and NIST
(Doddington, 2002) count n-gram co-occurrence,

Meteor (Denkowski and Lavie, 2014) and GTM
(Melamed et al., 2003) catch different kinds of
matches, ROUGE (Lin and Och, 2004) captures
common subsequences, WER (Nießen et al.,
2000), PER (Tillmann et al., 1997) and TER
(Snover et al., 2009) compute the post-editing
distance between the hypothesis and the reference
translation. Syntactic based metrics mainly use
shallow syntactic structures (Chan and Ng, 2008;
Zhu et al., 2010), dependency tree structures
or constituent tree structures (Owczarzak et al.,
2007; Liu and Gildea, 2005). Semantic measures
(Lo et al., 2012) and discourse similarity based
metrics (Guzmán et al., 2014) have also been
proposed.

Different metrics evaluate similarity between
hypotheses and reference translations from vari-
ous perspectives, each of which has pros and cons.
One straightforward and effective method to take
advantage of the merits of existing metrics is to
combine quality scores assigned by these metrics,
like DPMFcomb (Yu et al., 2015a).

In WMT15 and WMT16 Metrics tasks, DPM-
Fcomb was the best metric on average for to-
English language pairs (Stanojević et al., 2015;
Bojar et al., 2016). DPMFcomb incorporates lex-
ical, syntactic and semantic based metrics, using
ranking SVM1 to train parameters of each metric
score and achieves a high correlation with human
evaluation. Human evaluations in terms of rela-
tive ranking (RR) accumulated in WMT Metrics
tasks are adopted to generate training data and to
guide the training process. Human relative rank-
ing is carried out by ranking the quality of 5 MT
hypotheses of the same source segment from 1 to
5 via comparison with the reference translation.

1http://www.cs.cornell.edu/People/tj/svm light/svm rank.html
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cs-en de-en fi-en ro-en ru-en tr-en en-ru
WMT15 500 500 500 − 500 − 500
WMT16 560 560 560 560 560 560 560

Table 1: The number of sampled DA data for each language pair in WMT15 and WMT16.

Therefore, human RR only provides relative dif-
ferences in quality of a given 5 hypotheses rather
than the overall absolute quality of hypotheses.
Besides, the low inter-annotator agreement level in
RR (Callison-Burch et al., 2007) has been a long-
lasting issue in MT human evaluation. The ability
and the reliability of RR raise our concern whether
the capability of the model trained with RR as the
golden standard may be limited.

Fortunately, a new emerged evaluation ap-
proach, direct assessment (DA) (Graham et al.,
2013), has been proven more reliable for evalua-
tion of metrics and was recently adopted as the of-
ficial human evaluation in WMT17. DA produces
absolute quality scores of hypotheses, by measur-
ing to what extend the hypothesis adequately ex-
presses the meaning of the reference translation,
through a 1-100 continuous rating scale that facil-
itates reliable quality control of crowd-sourcing.
Large numbers of repeat human assessments per
translation are standardized and then combined
into a mean score as the final quality score of the
MT hypothesis.

The recent development in human evaluation of
MT motivates us to propose a new combined met-
ric, named as Blend 2, by adopting DA, as opposed
to RR, to guide the training process indicating that
a more reliable gold standard can lead to more re-
liable results even with less training data. Further-
more, we explore the contribution of metrics in-
corporated in Blend, aiming at finding a trade-off
between performance and efficiency of Blend.

What follows is a brief review of DPMFcomb,
before a description of Blend formulation is pro-
vided in Section 2, followed by experiments and
results in Section 3, before the conclusions in sec-
tion 4.

2 Metrics

2.1 Review of DPMFcomb

DPMFcomb utilizes human relative ranking data
to train a combined metric that produces quality
scores for MT hypotheses. In the training pro-

2Blend is available: https://github.com/qingsongma/blend

cess, metrics are incorporated as features in the
form of metric scores attributed to the same hy-
potheses, with relative ranks as the gold standard
to guide SVM-rank to learn parameters for fea-
tures. When testing, the predicted ranking scores
produced by DPMFcomb reflect the quality of hy-
potheses. DPMFcomb allows the combination of
the advantages of a set of arbitrary metrics re-
sulting in a metric with a high correlation with
human assessment. DPMFcomb includes default
metrics provided by Asiya MT evaluation toolkit
(Giménez and Màrquez, 2010), as well as three
other metrics, namely ENTF (Yu et al., 2015c),
REDp (Yu et al., 2014) and DPMF (Yu et al.,
2015b). Over the past two years of WMT met-
rics tasks, DPMFcomb has achieved the best per-
formance for evaluation of MT of to-English lan-
guage pairs.

2.2 Blend: A Novel Combined Metric based
on DA

Although RR reflects the quality of hypotheses to
some extent, it has two obvious defects. Firstly,
RR provides relative ranks of the given competing
MT hypotheses, which only reflects relative dif-
ferences in quality rather than the absolute qual-
ity of hypotheses. On the other hand, RR suffers
from low inter-annotator agreement levels. As a
result, the capability of the model trained with RR
as the golden standard could be limited. How-
ever, DA with carefully design of criteria (Gra-
ham et al., 2013) produces highly reliable overall
quality scores for each hypothesis (Graham et al.,
2015). In addition, since DA has replaced RR as
the official human evaluation in the news domain
in WMT17, more DA data would become avail-
able in the coming years. These motivate our new
combined metric, specially designed based on DA,
rather than RR, named as Blend, which means it
is a metric that can blend advantages of arbitrary
metrics in a combined metric that has a high cor-
relation with human assessment.

Our metric follows the basic formulation of
DPMFcomb. However, since DA is an absolute
quality judgment, which is different from RR, the
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cs-en de-en fi-en ro-en ru-en tr-en avg
Blend.all .991 .954 .969 .879 .942 .972 .951
MPEDA .988 .923 .971 .905 .923 .975 .948
BEER .985 .871 .964 .828 .894 .975 .920

Table 2: System-level Pearson correlation of metric scores and DA human scores with 10K hybrid sys-
tems for to-English language pairs on WMT16, where “avg” denotes the average Pearson correlation of
all language pairs.

cs-en de-en fi-en ro-en ru-en tr-en avg
Blend.all .710 .615 .602 .636 .622 .658 .641

DPMFcomb .713 .598 .584 .627 .615 .663 .633
METRICS-F .696 .601 .557 .662 .618 .649 .631

Table 3: Segment-level Pearson correlation of metric scores and DA human scores for to-English lan-
guage pairs on WMT16, where “avg” denotes the average Pearson correlation of all language pairs.

training data and the method of Blend are differ-
ent from that of DPMFcomb. We employ SVM
regression from libsvm (Chang and Lin, 2011) 3

for training, with training data consisting of fea-
tures in terms of incorporated metric scores for
hypotheses and the gold standard in terms of DA
human scores.

3 Experiments

We carry out experiments to compare the perfor-
mance of DPMFcomb and Blend. We also explore
the contribution of incorporated metrics in Blend
to find a trade-off between performance and effi-
ciency.

3.1 Setups

Our experiments are tested on WMT16 to-English
and English-Russian (en-ru) language pairs. We
use DA data sampled from WMT15 and WMT16
(Table 1) for Blend. Since there is only a lim-
ited amount of DA data available at present, we
employ all other to-English DA data as training
data (4800 sentences) when testing on each to-
English language pair (560 sentences) in WMT16.
For en-ru, we use en-ru DA data in WMT15 (500
sentences) to train and test on en-ru DA data in
WMT16 (560 sentences).

Features in both the training data and the test
data are scaled to be in [-1,1]. We use epsilon-
SVR with RBF kernel, and the epsilon is set to
0.1.

3http://www.csie.ntu.edu.tw/ cjlin/libsvm/

3.2 Blend vs DPMFcomb

In WMT16, DPMFcomb incorporates 57 metrics
and was trained with SVM-rank on 445K train-
ing segments extracted from WMT12-WMT14 to-
English language pairs according to human judg-
ments in terms of RR. For comparison, Blend
incorporates the same 57 metrics but is trained
with SVM regression on only 4,800 training data
extracted from sampled DA data in WMT15-
WMT16 for each to-English language pair. We
name it Blend.all.

We present the system and segment-level Pear-
son correlation results in Table 2 and Table 3, re-
spectively. Table 2 shows Blend.all has higher av-
erage system-level Pearson correlation (.951) with
DA human scores compared to the two high per-
forming metrics MPEDA (.948) and BEER (.920)
on WMT16 for to-English language pairs.

Table 3 shows segment-level Pearson correla-
tions of Blend.all and two other high-performing
metrics DPMFcomb and EMTRICS-F on WMT16
for to-English language pairs. From Table 3 we
can see Blend.all achieves the best performance in
3 out of 6 to-English languages pairs and state-of-
the-art performance on average. It is worth not-
ing that even though the training data of Blend.all
is far less than that of DPMFcomb, Blend.all has
higher average Pearson correlation (.641), trained
on DA scores, than that of DPMFcomb (.633),
trained on RR scores.

In all, the above results show Blend trained with
DA data outperforms DPMFcomb trained with RR
data on WMT16 for to-English language pairs.
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cs-en de-en fi-en ro-en ru-en tr-en avg
Blend.all .710 .615 .602 .636 .622 .658 .641
Blend.lex .704 .589 .583 .625 .620 .674 .632
Blend.syn .656 .528 .494 .560 .533 .610 .564
Blend.sem .610 .533 .492 .507 .501 .554 .533

Table 4: Segment-level Pearson correlation of Blend incorporating different level of linguistic metrics
for to-English language pairs on WMT16, where “avg” denotes the average Pearson correlation of all
language pairs.

cs-en de-en fi-en ro-en ru-en tr-en avg
Blend.lex .704 .589 .583 .625 .620 .674 .632

Blend.lex+CharacTer .707 .596 .575 .628 .620 .680 .634
Blend.lex+BEER .709 .589 .580 .627 .622 .673 .634
Blend.lex+DPMF .706 .592 .590 .632 .626 .670 .636
Blend.lex+ENTF .703 .595 .588 .629 .629 .676 .637

Blend.lex+4 .709 .601 .584 .636 .633 .675 .640

Table 5: Segment-level Pearson correlation of Blend.lex incorporating 4 other metrics for to-English
language pairs on WMT16, where “avg” denotes the average Pearson correlation of all language pairs.

3.3 Trade-off between Performance and
Efficiency

It is convenient for Blend to combine arbitrary
metrics in order to achieve a high correlation with
human assessment. However, it would be useful to
know if any metric does not contribute greatly to
Blend in terms of performance, while at the same
time leads to low efficiency. To explore this, we
separate out the default metrics for to-English lan-
guage pairs provided by Asiya toolkit into three
categories, namely, lexical, syntactic, and seman-
tic based metrics. Blend.lex is the variant that in-
corporates only default lexical based metrics in
Asiya toolkit, while Blend.syn, and Blend.sem.
incorporate only syntactic and semantic metrics,
respectively. Blend.lex includes 25 metrics, but
with only 9 kinds of metrics, since some of them
are simply different variants of the same metric.
Blend.syn includes 17 metrics and Blend.sem 13
metrics but in reality each only corresponds to 3
distinct metrics, similar to Blend.lex.

The experimental results on WMT16 are shown
in Table 4. It is not all that surprising that
Blend.all incorporated with all default Asiya met-
rics achieves the best performance in 5 out of 6
language pairs and on average. However, it may
be worth noting that the average Pearson corre-
lation of Blend.lex is only 0.009 less than that
of Blend.all, while the performance of Blend.syn
and Blend.sem are quite far worse than that of

Blend.all, and even that of Blend.lex. Since syn-
tactic and semantic based metrics are usually com-
plex, and the performance of Blend.lex is compa-
rable with that of Blend.all, Blend can operate ef-
fectively with only incorporating the default lexi-
cal based metrics from Asiya toolkit.

We further add 4 other metrics to Blend.lex.,
CharacTer(Wang et al., 2016), a novel character-
based metric; BEER(Stanojević and Sima’an,
2015), a metric combining different kinds of fea-
tures; DPMF and ENTF, which proved to be effec-
tive. All of these 4 metrics are convenient to use.
Table 5 shows Blend.lex+4 (.640) achieves better
performance than that of Blend.lex (.632), and is
very close to that of Blend.all (.641) as shown in
Table 3.

Hence, we submit Blend.lex+4 to WMT17 Met-
rics task for to-English language pairs, since it pro-
vides a good trade-off between performance and
efficiency for Blend.

3.4 Experiments on from-English language
pairs

Blend can be effective to evaluate the quality of
from-English MT hypotheses if incorporated met-
rics support from-English language pairs. We
carry out experiments on WMT16 for en-ru lan-
guage pair as shown in Table 6.4 Blend.default

4For from-English language pairs, there is only en-ru DA
data available at present.
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en-ru
Blend.default .613

Blend.default+2 .675
BEER .666

Table 6: Segment-level Pearson correlation for en-
ru in WMT16.

is trained on only 500 sentences and incorporates
default lexical based metrics from Asiya toolkit
for en-ru, including 20 metrics, but with 9 kinds
of metrics only. Compared with Blend.default,
Blend.default+2 incorporates two more metrics,
CharacTer and BEER, but achieves great improve-
ment with segment-level Pearson correlation from
.613 to .675. The incorporated metric BEER is
the best performing metric (.666) on WMT16 for
en-ru, which is trained with large amounts of data.
Beer contributes to Blend apparently, meanwhile
Blend can further improve the performance of
BEER, indicating the effectiveness of the com-
bined metric Blend. We submit Blend.default+2
to WMT17 Metrics task for en-ru.

4 Conclusions

The performance of DPMFcomb proves the effec-
tiveness of the idea of combining metrics. How-
ever, DPMFcomb cannot extend itself to the new
development of human evaluation. Therefore, we
propose a novel metric Blend to employ DA data.
Blend is also a combined metric that can take good
advantage of the merits of existing metrics, and
performs better than DPMFcomb, even with far
less training data. Blend is easy to be trained and
flexible to be applied to any language pairs. In this
paper we present experiments on WMT16 Metrics
task, which shows Blend achieves state-of-the-art
performance on average for to-English language
pairs and for en-ru. Furthermore, we carry out ex-
periments with different settings and find a good
trade-off for Blend in terms of performance and
efficiency.
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An open toolkit for automatic machine translation
(meta-) evaluation. Prague Bull. Math. Linguistics
94:77–86.

Yvette Graham, Timothy Baldwin, and Nitika Mathur.
2015. Accurate evaluation of segment-level ma-
chine translation metrics. In HLT-NAACL. pages
1183–1191.

Yvette Graham, Timothy Baldwin, Alistair Moffat, and
Justin Zobel. 2013. Continuous measurement scales
in human evaluation of machine translation. In Pro-
ceedings of the 7th Linguistic Annotation Workshop
& Interoperability with Discourse. pages 33–41.

Francisco Guzmán, Shafiq R Joty, Lluı́s Màrquez, and
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