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Abstract

This paper describes the AFRL-MITLL
machine translation systems and the im-
provements that were developed during
the WMT17 evaluation campaign. This
year, we explore the continuing prolifera-
tion of Neural Machine Translation toolk-
its, revisit our previous data-selection ef-
forts for use in training systems with these
new toolkits and expand our participation
to the Russian–English, Turkish–English
and Chinese–English translation pairs.

1 Introduction

As part of the 2017 Conference onMachine Trans-
lation (WMT, 2017) news-translation shared task,
the MITLL and AFRL human language technol-
ogy teams participated in the Russian–English,
English–Russian, Turkish–English and Chinese–
English tasks.
Our machine translation systems this year are

a departure from our previous Moses (Koehn
et al., 2007) based systems from WMT16 (Gwin-
nup et al., 2016). We employ systems built with
the Nematus (Sennrich et al., 2017) toolkit as
in our IWSLT2016 (Kazi et al., 2016) systems,
the Nematus-compatible Marian training toolkit
and AmuNMT decoder (Junczys-Dowmunt et al.,
2016) and the OpenNMT (Klein et al., 2017)
toolkit.
For the Russian–English and Turkish–English

language pairs, we submitted an entry comprising
the best systems combined using the Jane system
combination method (Freitag et al., 2014) and the
best-scoring single system for that language pair.

Portions of this work are sponsored by the Air Force Re-
search Laboratory under Air Force contracts FA-8721-05-C-
0002 and FA-8650-09-D-6939-029.

For the Chinese–English and English-Russian lan-
guage pairs, we only submitted our single-best sys-
tem.

2 Data and Preparation

2.1 Data Used
We utilized all available data sources provided for
the language pairs we participated in, including the
Commoncrawl (Smith et al., 2013), Yandex1, UN
v1.0 (Ziemski et al., 2016), SETimes (Tyers and
Alperen, 2010) corpora.

2.2 Data Preparation
The Russian/English files were cleaned to re-
move blank lines, replace carriage returns with
line feed characters, remove wrong-language text,
and correct mixed alphabet spellings, following
techniques outlined in (Young et al., 2016) and
(Schwartz et al., 2014).
The number of non-parallel blank lines in the

Russian/English news commentary files indicated
some sentence alignment errors, so these files were
re-processed using the NLTK Punkt (Kiss and
Strunk, 2006) sentence segmenter and the Cham-
pollion sentence aligner (Ma, 2006) before clean-
ing. Altogether, 9537 of the original 236,314
newscommentary lines were removed during the
clean-up process.
The Chinese files were word-segmented with

Jieba2 and the Stanford Chinese segmenter (Chang
et al., 2008). The Chinese–English parallel data
was cleaned to replace carriage returns and to re-
move wrong-language text. Lines with URLs in
http were also removed, because of a difference
in the Chinese and English tokenization. Alto-
gether, the clean-up process removed 310,121 of
the 21,248,495 lines in the combined file.

1https://translate.yandex.ru/corpus?lang=en
2https://github.com/fxsjy/jieba
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2.3 Subselection
We use our corpus subselection algorithm, defined
in (Gwinnup et al., 2016). We use a vocabulary
of up to 4-grams for subselection, after using byte-
pair encoding (see Section 3) to produce sub-word
units. We believe that selecting from subwords is
especially beneficial in morphologically-complex
languages like Turkish and Russian.
For Russian we conducted monolingual selec-

tion from provided Common Crawl, to match test
sets from 2012-2016 (15K lines total). This corpus
was broken into 571 chunks of one million lines
each, and five thousand lines were selected from
each (2.9M lines total). 3-gram and 4-gram sub-
word subselection vocabulary was used.
For Turkish we conducted monolingual selec-

tion from Common Crawl, to match SE Times and
dev/test 2016 corpora (212K lines total). This cor-
pus was broken into 502 chunks of one million
lines each, and 25 thousand lines were selected
from each (12.5M lines total). 4-gram subword
subselection vocabulary was used.
After this subselection process completed for

various languages we then sampled the first 3000
(e.g. top-scoring) English sentences from each se-
lected chunk. For Russian and Turkish, we utilized
the entire subselected chunk. Final line-counts for
these selected data sets are listed in Table 1.

Language Final Lines

English 8,921,942
Russian 2,856,141
Turkish 5,011,001

Table 1: Final count of subselected lines per
language used in training AFRL’s backtranslation
systems.

3 MT System Descriptions

This year we participated in the Russian–English,
English–Russian, Turkish–English and Chinese–
English translation pairs using a variety of toolkits
and techniques. Of particular note, we employed
byte-pair encoding (Sennrich et al., 2016b) (BPE)
of the source and target training data to address the
out-of-vocabulary(OOV) problem.

3.1 Russian–English
The Russian–English language pair has been our
largest focus since our participation in WMT14.

We spent significant effort building a variety of
systems described as described below.

3.1.1 AFRL Nematus/Marian Systems
Our Nematus/Marian systems follow the general
approach of the WMT16 Edinburgh NMT systems
(Sennrich et al., 2016a) with the following differ-
ences: We use the data selection algorithm de-
scribed in Section 2.3 yielding approximately 5
million additional lines of backtranslated data.
In order to produce this backtranslated data we

performed the following steps: 1) We first used
Edinburgh’s backtranslated data from WMT16 to
produce a Nematus-based Russian–English sys-
tem. 2) Once trained, we used the Amun decoder
to translate the 2.8 million lines of subselected
monolingual Commoncrawl Russian data into En-
glish. 3) The resulting data was then used to train
an English–Russian Marian system that then used
the Amun decoder to translate the 8.9 million lines
of subselected English data to Russian. 4) Follow-
ing this decoding, a final Russian–English system
was trained using Marian with this backtranslated
data. Three separate Marian training runs were
performed with this final data set. Additionally,
a Nematus system was trained for rescoring pur-
poses where the English target data was reversed in
word order. The combination of these final inputs
was optimized with Drem (Erdmann and Gwin-
nup, 2015) to determine feature weights.

3.1.2 AFRL OpenNMT Systems
We trained four OpenNMT systems. Two sys-
tems employed the backtranslated data used in
last year’s University of Edinburgh NMT systems
(Sennrich et al., 2017). The other two systems em-
ployed the subselected data as described in Section
2.3. All systems used 1000 hidden units and 600
unit word embeddings.
The two WMT16-based systems were each

fine-tuned with newstest2012-2015 data. One
system was also incrementally trained with the
same newstest data. The subselected systems
had cased BLEU scores of 30.04 and 30.67 on
newstest2017 while the WMT16-based systems
had BLEU scores of 32.16 and 32.78. They were
all single systems.
Since OpenNMT currently does not support en-

semble decoding, we decided to try doing system
combination on the last four epochs of training.
Taking the best system from the subselected data
then gave a BLEU score of 33.95 while the best
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WMT16-based systems increased to 33.23. Com-
bining the four ensembles of each of those systems
resulted in a score of 34.45BLEU. This last ensem-
ble system combination was done after the submis-
sion deadline.

3.1.3 MITLL Phrase-Based System
While similar to last year’s phrase-based sys-
tem (Gwinnup et al., 2016), this year’s system dif-
fers in a few key ways: 1) We use Moses truecased
training data, to make our tokenization scheme
uniform; 2) We rescore using systems built from
data made available by Edinburgh’s WMT16 Sys-
tem (Sennrich et al., 2016a); 3) We updated our
language models with the new monolingual data
sources, and finally 4) We add an additional 4 mil-
lion lines from the UN v1.0 corpus (Ziemski et al.,
2016) into the parallel training data.
For the last item, we used Moore-Lewis (Moore

and Lewis, 2010) filtering on the English side
of the training data. The in-domain language
model was trained on news.2015.shuffled.en
using a single layer LSTM language model de-
veloped in-house. The out-of-domain language
model (trained on UNv1.0) used the same vocab-
ulary. We compared word vs character-level lan-
guage model results, and noted that character-level
language modeling did a good job of data cleanup
(giving bad scores to personnel records and poorly
formatted data). We swept data selection sizes of
two, four, and eight million, and found the middle
size consistently the best. Our phrase-based sys-
tem results can be summarized in Table 2.

System Cased BLEU

Baseline 24.95
Rescore 27.32
Rescore + UN ML-words 27.80
Rescore + UN ML-chars 27.86
Rescore + UN ML-both 28.05
Resc. + UN ML-both + new LMs 28.41

Table 2: MITLL phrase-based system scores on
newstest2016 measured in cased BLEU.

3.1.4 MITLL OpenNMT Systems
We trained an OpenNMT system with the same
in-domain data as our phrase-based system, using
the default 9 epochs at learning rate 1.0, and re-
ducing the learning rate by 0.7 each epoch there-
after. This yielded a system with 29.07 BLEU on

newstest2016. Creating an n-best list from the
epoch 13 model and rescoring that n-best list with
the models from epoch 11 and 12, combined with
equal weight, yielded 29.55 BLEU.

3.1.5 AFRL Phrase-Based Systems
In order to provide diversity for system combina-
tion, we trained a Moses system with the provided
parallel data and the subselected, backtranslated
data as outlined in Section 3.1.1. We trained a 5-
gram, BPE’d language model from the data used
to train the BigLM used in our WMT15 (Gwinnup
et al., 2015) systems.

3.2 English–Russian
Due to the surprising effectiveness of the Marian
English–Russian translation system used to pro-
duce backtranslated data, we decided to enter this
system in the English–Russian translation task.
This system was used in Step 2 of the Russian–
English training process detailed in Section 3.1.1.
Results of decoding newstest2017 are listed as
entry 3 in Table 7.

3.3 Turkish–English
We apply the techniques employed in building
our Russian–English systems to build Turkish–
English translation systems.

3.3.1 AFRL Nematus/Marian Systems
For the Turkish–English task, the only provided
parallel data was the SETimes corpus (Tyers and
Alperen, 2010) of approximately 220,000 paral-
lel lines. This presented a challenge for our
goal of training a neural-based system similar
to our Russian–English system (Section 3.1.4).
We adopted a multiple step approach as before,
but first starting with a Turkish–English Moses
(Koehn et al., 2007) system built on the SETimes
corpus with BPE applied. An order-5 KenLM
(Heafield, 2011) language model was built on a
BPE’d version of the BigLM employed in our
WMT15 system(Gwinnup et al., 2015). Hierarchi-
cal lexicalized reordering (Galley and Manning,
2008) and an order-5 Operation Sequence Model
(Durrani et al., 2011) were also employed in this
system. Drem (Erdmann and Gwinnup, 2015) was
used to optimize system feature weights using the
Expected Corpus Bleu (ECB) metric.
In the interest of speed, Moses2 (Hoang et al.,

2016) was used to decode the subselected Turk-
ish corpus. An English–Turkish Marian system
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was then trained (with default parameters) with
the provided parallel data and the backtranslated
data from the previous step. This system was then
used to decode the English subselected corpus.
Finally, our non-combination submission system
was trained using both the parallel provided data
and the data generated from the previous back-
translation step. This final Marian system was
trained with a source vocabulary of 70k, target vo-
cabulary of 50k, a 2048-unit RNN hidden layer
and a 512-unit word embedding layer. A Nematus
system was trained with reversed target sentences
to provide right-to-left(r2l) rescoring. Two Mar-
ian left-to-right (l2r) and one Nematus r2l training
instances were run. Each of the 3 final models are
an average of the 8 best-scoringmodel checkpoints
for each distinct training run. These resulting l2r
averaged models were used to ensemble decode
the test set, with the averaged r2l model rescoring
the resulting n-best lists. Finally, the one-best was
output and submitted as System 5 in Table 7.

3.3.2 MITLL OpenNMT Systems
In the final week of the evaluation, to produce a di-
verse system, we attempted backtranslation, itera-
tively. We began with a Moses system trained on
the SETimes corpus. We then took 800K sentences
from news.2016.shuffled for either language.
In training a Turkish to English MT system, we
backtranslated the English news data into Turkish
using the current best English–TurkishMT system.
We then repeated the process in the other direction.
In the interest of time, we used a small network
with 256 sized word embeddings, 512 sized rnn,
and learning rate decay starting at epoch 6. Each
pass took one day. Perplexities converged after 3
iterations. See Table 3 below.

Iter Forward ppl. Backward ppl.

1 26.92 31.72
2 22.65 27.74
3 16.75 27.88

Table 3: MITLLOpenNMTTurkish–English sys-
tem perplexities on newsdev2016.

3.3.3 AFRL Moses Phrase-Based Systems
For contrast, a phrase-based system was built in
the same manner as described in Step 1 of Section
3.3.1, but using the provided and backtranslated
data used in the final step. This system contributed

to the system combination listed as entry 4 of Table
7.

3.4 Chinese–English
3.4.1 MITLL Nematus and OpenNMT

Systems
As in our other systems, we used Moore-Lewis fil-
tering (on characters only here due to time con-
straints) to sort the data. In this case, we used
the entire parallel training corpora provided (25M
lines), and filtered it, since we had no prior knowl-
edge of which corpora were useful. For our Ne-
matus system, we took the top 20 million lines,
using the subselection method as a form of data
“cleanup”. Since this system took a month to train,
for our OpenNMT system we instead extracted
the top 5M sentences, and this system trained
in one week. The Nematus system trained to a
BLEU score of 16.39 on newstest2016, ensem-
bled to 18.59, and the single-best OpenNMT sys-
tem trained to 18.30. (OpenNMT did not have en-
semble decoding implemented at the time of the
evaluation.) We also rescored the Nematus ensem-
bled n-best list with our OpenNMT system. We
used an n-best list size of 12, and achieved a score
of 20.06 (+.06) on newstest2017.

3.4.2 AFRL OpenNMT Systems
Similarly to the Chinese–English systems in the
previous section, we down-sampled the available
parallel data using the algorithms described in
(Gwinnup et al., 2016) resulting in a 5 million
line parallel training set. OpenNMT systems were
trained in the same manner described in Section
3.1.2. The outputs of the 8 best-scoring epochs
were ensembled using system combination again
in the same manner as the Russian–English sys-
tems. This resulting system is listed as entry 6 in
Table 7.

3.4.3 AFRL Marian Systems
Again for contrast, we experimented using 5 mil-
lion lines of down-selected data from the paral-
lel UN corpus as in Section 3.4.2. We character-
segmented all Chinese characters on the source
side of the data, then applied a BPE model to any
remaining non-Chinese words. This BPE model is
the same as the one learned from and applied to the
target side of the parallel training data. Interest-
ingly, this approach limited the source vocabulary
to only 22,000 terms. The target vocabulary is a
more typical 40K due to the application of BPE.
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Marian was used to train models with 1024,
2048, and 3072 hidden units in the RNN layer. We
saw a performance gain when increasing the num-
ber of units from 1024 to 2048, but not from 2048
to 3072 (at least for this experiment). These scores
are shown in the Table 4.

RNN width cased BLEU

1024 17.75
2048 18.81
3072 18.84

Table 4: Chinese–English Marian systems
with different RNN hiddenunit widths decoding
newstest2017 measured in cased BLEU.

3.5 System Combination
Jane System Combination (Freitag et al., 2014)
was used to combine a variety of systems for our
Russian–English and Turkish–English combina-
tion submissions. We show the individual system
combination inputs and final scores for Russian–
English in Table 5 and Turkish–English in Ta-
ble 6. It is important to note that our single-best
Russian–English submission did not contribute to
the system-combination entry as this system was a
late addition at the end of the evaluation period.
For each system combination, five experiment

replicates were run to account for variance in the
combination process. The resulting best replicate
was submitted. Results are shown in Table 7.

4 Conclusion

We present a series of improvements to our
Russian–English systems and apply these lessons
learned to creating Turkish–English and Chinese–
English systems.
While researchers in recent years have been

searching for principled methods to combine the
strengths of statistical and neural MT, we find that
carefully devised system combination and ensem-
bling provides provides aggregate improvement.
Thus, “borrowing” the Jane system combination
technique allows one to combine old and new for
better BLEU.

Opinions, interpretations, conclusions and recommen-
dations are those of the authors and are not necessarily en-
dorsed by the United States Government. Cleared for public
release on 22 June 2017. Originator reference number RH-
17-117218. Case number 88ABW-2017-3080.
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