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Abstract
This paper describes the statistical machine translation systems developed at RWTH Aachen University for the German→English, English→Turkish and Chinese→English translation tasks of the EMNLP 2018 Third Conference on Machine Translation (WMT 2018). We use ensembles of neural machine translation systems based on the Transformer architecture. Our main focus is on the German→English task where we scored first with respect to all automatic metrics provided by the organizers. We identify data selection, fine-tuning, batch size and model dimension as important hyperparameters. In total we improve by 6.8% BLEU over our last year’s submission and by 4.8% BLEU over the winning system of the 2017 German→English task. In English→Turkish task, we show 3.6% BLEU improvement over the last year’s winning system. We further report results on the Chinese→English task where we improve 2.2% BLEU on average over our baseline systems but stay behind the 2018 winning systems.

1 Introduction
In this paper we describe the supervised statistical machine translation (SMT) systems developed by RWTH Aachen University for the news translation task of the EMNLP 2018 Third Conference on Machine Translation (WMT 2018). We use ensembles of neural machine translation systems to participate in the German→English, English→Turkish and Chinese→English tasks of the WMT 2018 evaluation campaign.

For this year’s WMT we switch towards the Transformer architecture (Vaswani et al., 2017) implemented in Sockeye (Hieber et al., 2017). We experiment with different selections from the training data and various model configurations.

This paper is organized as follows: In Section 2 we describe our data preprocessing. Our translation software and baseline setups are explained in Section 3. The results of the experiments for the various language pairs are summarized in Section 4.

2 Preprocessing
For all our experiments on German, English and Turkish we utilize a simple preprocessing pipeline which consists of minor text normalization steps (e.g. removal of some special UTF-8 characters) followed by tokenization from Moses (Koehn et al., 2007) and frequent casing from the Jane toolkit (Vilar et al., 2010). The Chinese side is segmented using the Jieba4 segmenter except for the Books 1-10 and data2011 data sets which were already segmented as mentioned in (Sennrich et al., 2017).

We apply byte-pair encoding (BPE) to segment words into subword units for all language pairs (Sennrich et al., 2016b). Our BPE models are trained jointly for the source and the target language with the exception of the Chinese→English task. For every language pair we use the parallel data to train the BPE operations, excluding any synthetic data and the ParaCrawl corpus of the German→English task. To reduce the number of rare events we apply a vocabulary threshold of 50 as described in (Sennrich et al., 2017) in all our German→English systems. We end up with vocabulary sizes of 45k and 34k for German and English respectively if 50k joint merge operations are used.

3 MT Systems
All systems submitted by RWTH Aachen are based on the Transformer architecture imple-
mented in the Sockeye sequence-to-sequence framework for Neural Machine Translation. Sockeye is built on the Python API of MXNet (Chen et al., 2015).

In the Transformer architecture both encoder and decoder consist of stacked layers. A layer in the encoder consists of two sub-layers: a multi-head self-attention layer followed by a feed forward layer. The decoder contains an additional multi-head attention layer that connects encoder and decoder. Before and after each of these sub-layers preprocessing respectively postprocessing operations are applied. In our setup layer normalization (Ba et al., 2016) is applied as preprocessing operation while the postprocessing operation is chosen to be dropout (Srivastava et al., 2014) followed by a residual connection (He et al., 2016). For our experiments we use 6 layers in both encoder and decoder and vary the size of their internal dimension. We set the number of heads in the multi-head attention to 8 and apply label smoothing (Pereyra et al., 2017) of 0.1 throughout training.

We train our models using the Adam optimizer (Kingma and Ba, 2014) with a learning rate of 0.0001 (for En→Tr and Zh→En) respectively 0.0003 (for De→En). A warmup period with constant or increasing learning rate was not used. We employ an annealing scheme that scales down the learning rate if no improvement in perplexity on the development set is seen for several consecutive evaluation checkpoints. During training we apply dropout ranging from 0.1 to 0.3. All batch sizes are specified on the token level and are chosen to be as big as the memory of the GPUs allows. In case of the utilization of multiple GPUs we use synchronized training, i.e. we increase the effective batch size, which seems to have better convergence properties (Popel and Bojar, 2018).

The weights of embedding matrices and the projection layer prior to the softmax layer are not shared in our architecture and for all translation runs a beam size of 12 is used.

4 Experimental Evaluation

In this section we present our results on the three tasks we participated in, with the primary focus on building a strong system for the German→English system.

For evaluation we use mteval-v13a from the Moses toolkit (Koehn et al., 2007) and TERCom to score our systems on the BLEU (Papineni et al., 2002) respectively TER (Snover et al., 2006) measures. In addition we report cTER scores (Wang et al.). All reported scores are given in percentage and the specific options of the tools are set to be consistent with the calculations of the organizers.

4.1 German→English

In most experiments for the German→English task we use a subset of the data resources listed in Table 1. All models use the Transformer architecture as described in Section 3. Our baseline model is very similar to the "base" Transformer of the original paper (Vaswani et al., 2017), e.g. $d_{\text{model}} = 512$ and $d_{\text{f}} = 2048$, however we do not use weight-tying.

Throughout our experiments we analyze various aspects of our experimental setup (e.g. several data conditions or the model size). We evaluate our models every 20k iterations and select the best checkpoint based on BLEU calculated on our development set newstest2015 afterwards. To handle all different variations in a well organized way, we use the workflow manager Sisyphus (Peter et al., 2018).

In Table 2 we carefully analyze different data conditions. We can see that the Transformer model with 20k BPE merging operation already beats our last year’s final submission by 1.4% BLEU. The Transformer model was trained using the standard parallel WMT 2018 data sets (namely Europarl, CommonCrawl, NewsCommentary and Rapid, in total 5.9M sentence pairs) as well as the 4.2M sen-

---

2Note that this is by now also the default behavior of the Tensor2Tensor implementation https://github.com/tensorflow/tensor2tensor, differing from the original paper.

3http://www.cs.umd.edu/~snover/tercom

4https://github.com/rwth-i6/CharacTER

---

Data Resource | # lines
---|---
WMT 2018 (standard parallel data) | 5.9M
ParaCrawl (filtered 50%) | 18.2M
NewsCrawl 2015 (UEDIN WMT16) | 4.2M
NewsCrawl 2017 (random 50%) | 13.4M
newstest2008–2014 (for fine-tuning) | 19.1k

Table 1: Number of parallel sentence pairs or monolingual sentences of our different training data resources (De→En). Our strongest systems from Table 3 use all these resources.
Table 2: Baseline results and analysis of data conditions (De→En). Our baseline starts with the standard WMT 2018 training data excluding ParaCrawl but already backtranslated NewsCrawl 2015. “Filtering” refers to filtering ParaCrawl only (50% LM driven).

We try 20k and 50k merging operations for BPE and find that 50k performs better by 0.5% to 1.0% BLEU. Hence, we use this for all further experiments. As Table 2 shows, just adding the new ParaCrawl corpus to the existing data hurts the performance by up to 3.1% BLEU.

To counter this effect we oversample CommonCrawl, Europarl and NewsCommentary with a factor of two. Rapid and the synthetic news data are not oversampled. As we can observe in Row 6 of Table 2 this gives a minor improvement, but is not enough to counter the negative effects from adding ParaCrawl. Therefore we train a 3-gram language model on the monolingual English NewsCrawl2007-2017 data sets using KenLM (Heafield, 2011) to rank the corpus and select the best 50% of sentence pairs. Together with oversampling this yields an improvement of 3.4% BLEU over the naive concatenation of all training data and 0.8% BLEU over the corresponding system that does not use ParaCrawl at all.

Using the best data configuration described we start to use multiple GPUs instead of one and increase the model size. Each GPU handles a share of the data and the update steps are synchronized, such that the effective batch size is increased. As before we choose the batch size on word level in such a way that the memory of all GPUs is fully used. Note that due to time constraints and the size of the models the reported results are taken from models which did not yet fully converge. Each model in Table 3 is trained using 4 GPUs for close to 8 days.

First we double the dimension of the model to $d_{\text{model}} = 1024$. As can be seen from Table 3, together with the increased batch size, this yields a major improvement of 1.2% BLEU on newstest2015.

Using a basic English→German system we backtranslate 26.9M sentences from the NewsCrawl 2017 monolingual corpus. This system uses the same transformer configuration as used for the baseline De→En system and is trained on the standard parallel WMT 2018 dataset (5.9M sentence pairs). It achieves 28.7% BLEU and 38.9% BLEU on newstest2015 and newstest2018 respectively. After experimenting with several thresholds we added half of the backtranslated data (randomly selected) to our training data which gave us 0.5% BLEU extra on the development set. Even though the system is trained on 17.6M synthetic news sentences from NewsCrawl 2015 (4.2M) and NewsCrawl 2017 (13.4M), fine-tuning on old test sets (newstest2008 to newstest2014) improves it by 0.6% BLEU on newstest2015 and 1.0% BLEU on newstest2017. We set the checkpoint frequency down to 50 updates only and select the best out of 14 fine-tuned checkpoints (selected on newstest2015). Overall we find it beneficial to match the learning conditions which are present for the checkpoint which is fine-tuned: Especially important seems to be the usage of a similar learning rate in contrast to using the comparably high initial learning rate (0.0003).

Adding an extra layer to encoder and decoder did not change the performance of the system significantly. However the model was helpful in the final ensemble. Similarly increasing the dimension of the hidden size of the feed forward layers to 4096 and setting the number of attention heads to 16 barely changed the performance of the system. It turns out to be helpful if we double the batch size of the model. Because the GPUs available to us can not handle bigger batches we increased the effective batch size further by accumulating gradient updates before applying them. The resulting system shown in Table 3 Row 7 is the best single system provided by RWTH Aachen for
Table 3: Main results for the German→English task (Rows 7 and 8 show the submitted system). Note that using multiple GPUs does not only result in a higher data throughput but also multiplies the effective batch size and therefore affects the convergence. However if only one GPU is available the results could be still reproduced by using just gradient accumulation.

<table>
<thead>
<tr>
<th>Systems</th>
<th>newstest2015 (dev)</th>
<th>newstest2017</th>
<th>newstest2018</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU</td>
<td>TER</td>
<td>cTER</td>
</tr>
<tr>
<td>1 Baseline (Table 2 Row 7)</td>
<td>34.7</td>
<td>51.7</td>
<td>46.9</td>
</tr>
<tr>
<td>2 + d\textsubscript{model}=1k + 4GPUs</td>
<td>35.9</td>
<td>50.9</td>
<td>46.2</td>
</tr>
<tr>
<td>3 + NewsCrawl17 (50%)</td>
<td>36.4</td>
<td>50.1</td>
<td>45.7</td>
</tr>
<tr>
<td>4 + fine-tuning</td>
<td>37.0</td>
<td>49.5</td>
<td>45.5</td>
</tr>
<tr>
<td>5 + 7th layer</td>
<td>37.2</td>
<td>49.6</td>
<td>45.3</td>
</tr>
<tr>
<td>6 + d\textsubscript{ff}=4k + 16 heads</td>
<td>37.0</td>
<td>49.8</td>
<td>45.6</td>
</tr>
<tr>
<td>7 + GradAcc=2</td>
<td>37.1</td>
<td>49.2</td>
<td>45.3</td>
</tr>
<tr>
<td>8 Ensemble [4,5,7]</td>
<td>37.5</td>
<td>49.1</td>
<td>44.9</td>
</tr>
</tbody>
</table>

Table 4: Comparison with last years’ submissions on newstest2015+2017 (De→En). The winning system of 2017 was submitted by UEDIN. Missing scores are due to inconsistent calculations or unavailability.

<table>
<thead>
<tr>
<th>Systems</th>
<th>nt2015</th>
<th>nt2017</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU</td>
<td>BLEU</td>
</tr>
<tr>
<td>Winner 2017</td>
<td>-</td>
<td>35.1</td>
</tr>
<tr>
<td>RWTH 2017</td>
<td>32.0</td>
<td>33.1</td>
</tr>
<tr>
<td>RWTH 2018</td>
<td>37.5</td>
<td>39.9</td>
</tr>
</tbody>
</table>

Table 5 also shows results with back-translated data from Turkish News Crawl 2017 (Row 4, +3.8% BLEU in newstest2018) when sharing their vocabularies by tying the embedding matrices (Row 3 of Table 5). They are also tied with the transpose of the output layer projection as done in (Vaswani et al., 2017). We accordingly use BPE tokens jointly learned for both languages (20k merge operations). Since the training signals are weak from the given data, we argue that this kind of parameter sharing helps to avoid overfitting and copy proper nouns correctly.

Checkpoint frequency is set to 4k. Other model parameters and training hyperparameters are the same as described in Section 3.

4.2 English→Turkish

The English→Turkish task is in a low-resource setting where the given parallel data consists of only around 200k sentences. We therefore apply dropout to various parts of our Transformer model: attention/activation of each layer, pre/post-processing between the layers, and also embedding—with a dropout probability of 0.3. This gives a strong regularization and yields 2.6% BLEU improvement compared to the baseline in newstest2018 (Row 2 of Table 5).

Although the English and Turkish languages are from different linguistic roots, we find that the performance is better by 4.5% BLEU in newstest2018 when sharing their vocabularies by tying the embedding matrices (Row 3 of Table 5). They are also tied with the transpose of the output layer projection as done in (Vaswani et al., 2017). We accordingly use BPE tokens jointly learned for both languages (20k merge operations). Since the training signals are weak from the given data, we argue that this kind of parameter sharing helps to avoid overfitting and copy proper nouns correctly.

Checkpoint frequency is set to 4k. Other model parameters and training hyperparameters are the same as described in Section 3.

Table 5 also shows results with back-translated data from Turkish News Crawl 2017 (Row 4, +3.8% BLEU in newstest2018). Using more than 1M sentences of back-translations does not help, which might be due to the low quality of back-translations generated with a weak model (trained only with 200k parallel sentences). Note that we oversample the given parallel data to make the ratio of the parallel/synthetic data 1:1. An ensemble of this setup with four different random seeds shows a slight improvement up to 0.2% BLEU (Row 4 vs. 6).

Finally, we fine-tune the models with newstest2016+2017 sets to adapt to the news domain. We set the learning rate ten times lower (0.00001) and the checkpoint frequency to 100. Dropout rate is reduced to 0.1 for a fast adaptation. This provides an additional boost of
Table 5: English→Turkish results. Row 6 is the submitted system.

<table>
<thead>
<tr>
<th>Systems</th>
<th>newsdev2016 (dev)</th>
<th>newstest2017</th>
<th>newstest2018</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU</td>
<td>TER</td>
<td>cTER</td>
</tr>
<tr>
<td>1 Baseline</td>
<td>6.8</td>
<td>93.0</td>
<td>71.4</td>
</tr>
<tr>
<td>2 + dropout 0.3</td>
<td>9.3</td>
<td>84.9</td>
<td>67.0</td>
</tr>
<tr>
<td>3 + weight tying</td>
<td>14.2</td>
<td>76.9</td>
<td>59.7</td>
</tr>
<tr>
<td>4 + BT 1M sents</td>
<td>16.7</td>
<td>72.3</td>
<td>56.3</td>
</tr>
<tr>
<td>5 + fine-tuning</td>
<td>17.6</td>
<td>71.2</td>
<td>56.6</td>
</tr>
<tr>
<td>6 Ensemble 4x [4]</td>
<td>16.7</td>
<td>71.8</td>
<td>56.1</td>
</tr>
<tr>
<td>7 Ensemble 4x [5]</td>
<td>17.7</td>
<td>70.6</td>
<td>55.8</td>
</tr>
</tbody>
</table>

0.7% BLEU for the single model (Row 4 vs. 5) and 0.8% BLEU for the ensemble (Row 6 vs. 7) in newstest2018.

### 4.3 Chinese → English

We use all available parallel data totaling 24.7M sentence pairs with 620M English and 547M Chinese words and follow the preprocessing described in Section 2. We then learn BPE with 50k merge operations on each side separately. newsdev2017 and newstest2017 containing 2002 and 2001 sentences are used as our development and test sets respectively. We also report results on newstest2018 with 3981 samples. We remove sentences longer than 80 subwords. We save and evaluate the checkpoints according to the BLEU score on the development set every 10k iterations.

In order to augment our training data, we back-translate the NewsCrawl2017 monolingual corpus consisting of approximately 25M samples using an En→Zh NMT system resulting in a total of 49.5 sentence pairs for training. The En→Zh NMT model is based on the RNN with attention encoder-decoder architecture (Bahdanau et al., 2014) implemented in Returnn\(^5\) (Zeyer et al., 2018). The network is similar to (Bahar et al., 2017) with 4-layer of bidirectional encoders using long-short term memory cells (LSTM) (Hochreiter and Schmidhuber, 1997). We apply a layer-wise pre-training scheme that leads to both better convergence and faster training speed during the initial pre-train epochs (Zeyer et al., 2018). We start using only the first layer in the encoder of the model and add new layers during the training progress. We apply a learning rate scheduling scheme, where we lower the learning rate if the perplexity on the development set does not improve anymore.

For Zh→En, we run different Transformer configurations which differ slightly from the model described in Section 3. Our aim is to investigate the effect of various hyperparameters especially the model size, the number of layers and the number of heads. According to the total number of parameters, we call these models as below:

- **Transformer base**: a 6-layer multi-head attention (8 heads) consisting of 512 nodes followed by a feed forward layer equipped with 1024 nodes both in the encoder and the decoder. The total number of parameters is 121M. Training is done using mini-batches of 3000.

- **Transformer medium**: a 4-layer multi-head attention (8 heads) consisting of 1024 nodes followed by a feed forward layer equipped with 4096 nodes both in the encoder and the decoder. The total number of parameters is 271M. Training is done using mini-batches of 2000.

- **Transformer large**: a 6-layer multi-head attention (16 heads) consisting of 1024 nodes followed by a feed forward layer equipped with 4096 nodes both in the encoder and the decoder. The total number of parameters is 330M. Training is done using mini-batches of 6500 on 4 GPUs.

The results are shown in Table 6. Note that all models are trained using bilingual plus synthetic data. Comparing the Transformer base and medium architectures shows that model size is more important for strong performance than the number of layers. Adding more layers with big

---

\(^5\)https://github.com/rwth-i6/returnn
Table 6: Results measured in BLEU [%], TER [%] and cTER [%] for Chinese→English. The TER computation on newstest2018 fails. † indicates the submitted system which is the ensemble of 4 non-converged checkpoints of the large Transformer.

<table>
<thead>
<tr>
<th>Systems</th>
<th>newsdev2017 (dev)</th>
<th>newstest2017</th>
<th>newstest2018</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU</td>
<td>TER</td>
<td>cTER</td>
</tr>
<tr>
<td>1 Base</td>
<td>23.3</td>
<td>66.8</td>
<td>62.1</td>
</tr>
<tr>
<td>2 Medium</td>
<td>24.5</td>
<td>65.5</td>
<td>61.0</td>
</tr>
<tr>
<td>3 Large</td>
<td>24.6</td>
<td>65.2</td>
<td>60.7</td>
</tr>
<tr>
<td>4 Ensemble (linear) [1,2,3]</td>
<td>25.4</td>
<td>64.5</td>
<td>59.9</td>
</tr>
<tr>
<td>5 Ensemble (log-linear) [1,2,3]</td>
<td>25.4</td>
<td>64.4</td>
<td>60.1</td>
</tr>
<tr>
<td>6† Ensemble (linear) 4 checkpoints of [3]</td>
<td>24.4</td>
<td>65.4</td>
<td>60.9</td>
</tr>
</tbody>
</table>

model size and increasing the batch size up to 6500 provides an additional boost of 0.4% BLEU, 0.3% TER and 0.4% cTER on average on all sets (see Row 2 and 3). Furthermore, we try an ensemble of best checkpoints based on BLEU either using various models or using different snapshots of the large Transformer. We use both linear and log-linear ensembling which does not make a difference in terms of BLEU as shown in the Table. Log-linear ensembling is slightly better in terms of TER and is a little bit worse in terms of cTER. We also combine the 4 best checkpoints of the large Transformer shown in Row 6 of Table 6.

5 Conclusion

This paper describes the RWTH Aachen University’s submission to the WMT 2018 shared news translation task. For German→English our experiments start with a strong baseline which already beats our submission to WMT 2017 by 1.4% BLEU on newstest2015. Our final submission is an ensemble of three Transformer models which beats our and the strongest submission of last year by 6.8% BLEU respectively 4.8% BLEU on newstest2017. It is ranked first on newstest2018 by all automatic metrics for this year’s news translation task. We suspect that the strength of our systems is especially grounded in the usage of the recently established Transformer architecture, the usage of filtered ParaCrawl in addition to careful experiments on data conditions, the usage of rather big models and large batch sizes, and effective fine-tuning on old test sets.

In English→Turkish task, we show that proper regularization (high dropout rate, weight tying) is crucial for the low-resource setting, yielding a total of up to +7.4% BLEU. Our best system is using 1M sentences synthetic data generated with back-translation (+2.8% BLEU), fine-tuned with test sets of previous year’s tasks (+0.7% BLEU), and assembled over four different training runs (+0.3% BLEU), leading to 18.0% BLEU in newstest2018. Note that its CTER is better or comparable to the top-ranked system submissions. In newstest2017, our system, even if it is not fine-tuned, outperforms the last year’s winning system by +3.6% BLEU.

For our Chinese→English system multiple GPU training that allows for larger models and an increased batch size results in the best preforming single system. A linear ensemble of different Transformer configurations provides 0.7% BLEU, 0.6% TER and 0.8% cTER on average on top of the single best model.
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For our very first experiments with Sockeye a configuration\(^8\) from the Sockeye git repository provided a good starting point.

For our strongest single De→En model (Table 3, Row 7) we ended up with the following options:

\begin{verbatim}
--num-layers 6:6
--encoder transformer
--decoder transformer
--num-embed 1024:1024
--transformer-model-size 1024
--transformer-feed-forward
   -num-hidden 4096
--transformer-attention-heads 16
--transformer-positional
   -embedding-type fixed
--transformer-preprocess n
--transformer-postprocess dr
--embed-dropout 0:0
--transformer-dropout 0:0
--transformer-dropout-prepost 0.1
--transformer-dropout-act 0.1
--transformer-dropout-attention 0.1
--label-smoothing 0.1
--learning-rate-reduce-num
   -not-improved 3
--checkpoint-frequency 20000
--batch-type word
--batch-size 5000
--device-ids -4
--grad-accumulation 2  # see*
\end{verbatim}

* Note that the `--grad-accumulation` option is introduced by us and is not provided by the official Sockeye version. It refers to the accumulation of gradients, described in Section 4.1, which increases the effective batch-size: In the provided config the effective batch size is 10000.

For our vocabulary sizes (45k and 34k for German and English) the listed configuration results in a Transformer network with 291M trainable parameters.
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