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Introduction

The First Conference on Machine Translation (WMT 2016) took place on Thursday and Friday, August
11–12, 2016 in Berlin, Germany, immediately following the annual meeting of the Association for
Computational Linguistics (ACL).

This is the first time WMT has been held as a conference, following 10 earlier editions where it was held
as a workshop. WMT was held for the first time at HLT-NAACL 2006 in New York City, USA. In the
following years the Workshop on Statistical Machine Translation was held at ACL 2007 in Prague, Czech
Republic, ACL 2008, Columbus, Ohio, USA, EACL 2009 in Athens, Greece, ACL 2010 in Uppsala,
Sweden, EMNLP 2011 in Edinburgh, Scotland, NAACL 2012 in Montreal, Canada, ACL 2013 in Sofia,
Bulgaria, ACL 2014 in Baltimore, USA, and EMNLP 2015 in Lisbon, Portugal.

The focus of our conference was to use parallel corpora for machine translation. Recent experimentation
has shown that the performance of SMT systems varies greatly with the source language. In this
conference we encouraged researchers to investigate ways to improve the performance of SMT systems
for diverse languages, including morphologically more complex languages, languages with partial free
word order, and low-resource languages.

Prior to the conference, in addition to soliciting relevant papers for review and possible presentation,
we conducted 10 shared tasks. This consisted of five translation tasks: Machine Translation of News,
Machine Translation of IT domain, Biomedical Translation, Multimodal Machine Translation, and
Cross-lingual Pronoun Prediction, three evaluation tasks: Metrics, Quality Estimation, and Tuning,
as well as the Automatic Post-Editing and Bilingual Document Alignment tasks. Five of these tasks
were run at WMT for the first time. The Machine Translation of IT domain and the Biomedical
Translation tasks extend the general translation task by focusing on measuring translation quality for
domain-specific applications. The Multimodal Machine Translation task includes image descriptions
in multiple languages, as well as non-textual information in the form of image features to measure the
quality of generating image descriptions in multiple languages. The Cross-lingual Pronoun Prediction
focuses on the problem of generating the correct pronoun in translation. Finally, the Bilingual Document
Alignment addresses the problem of automatically finding parallel documents in a large collection of
documents to facilitate the creation of parallel corpora.

The results of all shared tasks were announced at the conference, and these proceedings also include
overview papers for the shared tasks, summarizing the results, as well as providing information about the
data used and any procedures that were followed in conducting or scoring the tasks. In addition, there
are short papers from each participating team that describe their underlying system in greater detail.

Like in previous years, we have received a far larger number of submission than we could accept for
presentation. This year we have received 42 full research paper submissions. In total, WMT 2016
featured 13 full paper oral presentations (31% acceptance rate) and 87 shared task poster presentations.
The invited talk was given by Spence Green entitled “Interactive Machine Translation: From Research
to Practice”.

We would like to thank the members of the Program Committee for their timely reviews. We also
would like to thank the participants of the shared task and all the other volunteers who helped with the
evaluations.

Ondřej Bojar, Christian Buck, Rajen Chatterjee, Christian Federmann, Liane Guillou, Barry Haddow,
Matthias Huck, Antonio Jimeno Yepes, Aurelie Neveol, Mariana Neves, Pavel Pecina, Martin Popel,
Philipp Koehn, Christof Monz, Matteo Negri, Matt Post, Lucia Specia, Karin Verspoor, Joerg Tiedemann,
and Marco Turchi
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iii





Organizers:
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Results of the WMT16 Tuning Shared Task
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WMT 2016 Multimodal Translation System Description based on Bidirectional Re-
current Neural Networks with Double-Embeddings
Sergio Rodríguez Guasch and Marta R. Costa-jussà

SHEF-Multimodal: Grounding Machine Translation on Images
Kashif Shah, Josiah Wang and Lucia Specia

11:00–12:30 Shared Task: Bilingual Document Alignment

DOCAL - Vicomtech’s Participation in the WMT16 Shared Task on Bilingual Doc-
ument Alignment
Andoni Azpeitia and Thierry Etchegoyhen

Quick and Reliable Document Alignment via TF/IDF-weighted Cosine Distance
Christian Buck and Philipp Koehn

YODA System for WMT16 Shared Task: Bilingual Document Alignment
Aswarth Abhilash Dara and Yiu-Chang Lin

Bitextor’s participation in WMT’16: shared task on document alignment
Miquel Esplà-Gomis, Mikel Forcada, Sergio Ortiz Rojas and Jorge Ferrández-
Tordera

Bilingual Document Alignment with Latent Semantic Indexing
Ulrich Germann

First Steps Towards Coverage-Based Document Alignment
Luís Gomes and Gabriel Pereira Lopes

xxv



Friday, August 12, 2016 (continued)

BAD LUC@WMT 2016: a Bilingual Document Alignment Platform Based on
Lucene
Laurent Jakubina and Phillippe Langlais

Using Term Position Similarity and Language Modeling for Bilingual Document
Alignment
Thanh Le, Hoa Trong Vu, Jonathan Oberländer and Ondřej Bojar
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Abstract

Tree-to-tree machine translation (MT) that
utilizes syntactic parse trees on both
source and target sides suffers from the
non-isomorphism of the parse trees due
to parsing errors and the difference of an-
notation criterion between the two lan-
guages. In this paper, we present a method
that projects dependency parse trees from
the language side that has a high quality
parser, to the side that has a low qual-
ity parser, to improve the isomorphism of
the parse trees. We first project a part of
the dependencies with high confidence to
make a partial parse tree, and then com-
plement the remaining dependencies with
partial parsing constrained by the already
projected dependencies. MT experiments
verify the effectiveness of our proposed
method.

1 Introduction

According to how syntactic parse trees are used
in machine translation (MT), there are 4 types of
MT approaches: string-to-string that does not use
parse trees (Chiang, 2005; Koehn et al., 2007),
string-to-tree that uses parse trees on the target
side (Galley et al., 2006; Shen et al., 2008), tree-
to-string that uses parse trees on the source side
(Quirk et al., 2005; Liu et al., 2006; Mi and Huang,
2008), and tree-to-tree that uses parse trees on both
sides (Zhang et al., 2008; Richardson et al., 2015).
Intuitively, the tree-to-tree approach seems to be
the most appropriate. The reason is that it could
preserve the structure information on both sides,
which leads to fluent and accurate translations.

In practice, however, good quality parsers on
both the source and target sides are difficult to ac-

∗Corresponding author.

quire. In many cases, the parsing quality of one
side is much higher than that of the other side,
because the higher quality side has a well anno-
tated treebank or is linguistically easier to parse.
For example, in the case of Japanese-Chinese MT
that we study in this paper, the head-final charac-
teristic of Japanese (Isozaki et al., 2010) makes
the dependency parsing for Japanese much eas-
ier than that of Chinese. Currently, the depen-
dency parsing accuracy of Japanese is over 90%
(Kawahara and Kurohashi, 2006), while the Chi-
nese parsing accuracy is less than 80% (Shen et
al., 2012). Another problem is the annotation cri-
terion difference of the treebanks in different lan-
guages, which are used for training the parsers.
For example, the dependency annotations of noun
phrases and coordination could be different among
different languages. For example, in Japanese,
noun phrases and coordination are annotated as
modifier-head dependencies (Kawahara and Kuro-
hashi, 2006), while in Chinese they are annotated
as sibling dependencies (Shen et al., 2012). These
two problems lead to the parse difference between
the source and target parse trees, which affects the
translation rule extraction in tree-to-tree MT that
requires the isomorphism of the parse trees. This
extremely limits the translation quality of tree-to-
tree MT.

In this paper, we present an approach that
projects dependency trees from a high quality
(HQ) parser to a low quality (LQ) parser using
alignment information. The projection could re-
duce the parsing errors on the LQ side, and ad-
dress the annotation criterion difference problem.
This can make the LQ trees isomorphic to the HQ
trees, which can benefit the translation rule extrac-
tion in tree-to-tree MT, and thus improve the MT
performance. The idea of cross-language projec-
tion of parse trees has been proposed previously,
e.g., (Ganchev et al., 2009; Jiang et al., 2010; Goto
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Fig. 1: An example of the KyotoEBMT system on
Chinese-to-Japanese translation.

et al., 2015). However, few studies have been con-
ducted in the context of dependency based tree-to-
tree MT, which is the setting of this paper.

In addition, we propose a novel constrained par-
tial parsing method to address the word alignment
problems such as unaligned words and alignment
errors in projection. In detail, we first apply a par-
tial projection step to project a part of the depen-
dencies with high confidence judged by the align-
ment information and a projectivity criterion. We
thus obtain a projected “partial tree.” We then find
the missing dependencies from this partial tree by
applying a “partial parsing” method: we apply a
parser to find the missing dependencies subject to
respecting the projected dependencies, so that we
obtain a full dependency tree. Initially, the LQ
parser is used for the partial parsing process. Once
the entire projection process has been finished, we
select a part of the projected trees based on the de-
pendency projection ratio of the partial projection
step, and re-train a parser for the LQ side. This
re-trained parser tends to be more isomorphic to
the HQ parser, and thus we again apply it for the
partial parsing process.

We conduct experiments with an open source
dependency based tree-to-tree MT system Ky-
otoEBMT1 (Richardson et al., 2015) on the
Japanese-Chinese language pair. Because of the
improvement of the isomorphism of the source
and target parse trees by our proposed method,
we achieve significant MT performance improve-
ments on both Japanese-to-Chinese and Chinese-
to-Japanese translation directions.

2 The Difficulties of Tree-to-Tree MT
2.1 Overview of the KyotoEBMT System
This study is conducted on the KyotoEBMT sys-
tem (Richardson et al., 2015), which is a represen-

1 http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?KyotoEBMT

tative dependency based tree-to-tree MT system.
Figure 1 shows an overview of the KyotoEBMT
system on Chinese-to-Japanese translation. The
translation example database is automatically con-
structed from a parallel training corpus by means
of a discriminative alignment model (Riesa et al.,
2011). It contains “examples” that form the hy-
potheses to be combined during decoding. Note
that both source and target sides of all the exam-
ples are stored in dependency trees. An input sen-
tence is also parsed and transformed into a depen-
dency tree. For all the subtrees in the input de-
pendency tree, matching hypotheses are searched
in the example database. This step is the most
time consuming part, and a fast subtree retrieval
method (Cromieres and Kurohashi, 2011) is used.
There are many available hypotheses for one sub-
tree, and also, there are many possible hypothesis
combinations. The best combination is detected
by a lattice-based decoder, which optimizes a log-
linear model (Cromieres and Kurohashi, 2014). In
the example in Figure 1, four hypotheses are used.
They are combined and produce an output depen-
dency tree, which is the final translation. For more
details of the system, please refer to (Richardson
et al., 2015).

2.2 The Translation Example Extraction
Problem

One advantage of the KyotoEBMT system is that
it can handle examples that are discontinuous as
a word sequence but continuous structurally, be-
cause of the usage of both source and target parse
trees. In Figure 2, for example, the translation ex-
ample of “26-31:類似することを示唆する/4:表明
14:类似 (show the similarity)” and “0-2:このこと
は 30-35:示唆するものと思われる/0-4:认为这一
现象表明 (I think that this phenomenon shows)”
can be extracted by the KyotoEBMT system, be-
cause they are continuous in the parse trees. How-
ever, in phrase based MT (Koehn et al., 2007),
both of these two translation examples could not
be extracted. The reason for this is that “4:表明
(show)” and “14:类似 (similarity)” are discontin-
uous in the Chinese sentence; similarly, “0-2:この
ことは (this phenomenon)” and “30-35:示唆する
ものと思われる (I think that shows)” are discon-
tinuous in the Japanese sentence.

On the other hand, it also adds the constraint
that a translation example has to share the same
structure on the parse trees to guarantee the quality
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Fig. 2: A motivated example that shows a word aligned Japanese-Chinese parse tree pair, where the solid
black boxes show the word alignments.

of the extracted examples. This could be a prob-
lem because of two reasons. The main reason is
parsing error. In Figure 2, for example, because
of the parsing errors in the Chinese parse tree, the
translation examples of “3-8:樹液中のＫ＋の/6-
10:树液中Ｋ＋的 (sap’s K+),” and “13-17:Ｋ＋
のみを含む/16-19:只含Ｋ＋ (only include K+)”
could not be extracted. The other reason is the an-
notation criterion difference. In Figure 2, for ex-
ample, the translation example of “18:標準 19:試
料/21:标准 22:试样(standard sample)” could not
be extracted, though both of the parses are correct.
In Japanese this kind of noun phrase structure is
annotated as the modifier-head, while in Chinese
it is annotated as siblings depending on the last
word.

One possible solution to address the above
problem is to loosen the constraint for translation
example extraction. For example, to extract the
“18:標準 19:試料/21:标准 22:试样(standard sam-
ple)” example caused by the annotation criterion
difference, we might allow the extraction of exam-
ples that are modifier-head and sibling subtrees on
the source and target sides, respectively. However,
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Fig. 3: An overview of our constrained partial
parsing based projection method.

firstly, even the loosening in this degree could also
lead to other noisy translation examples; secondly,
what kind of loosening is required for the parse
error case is unclear, because the types of parse er-
rors are diverse. Therefore, instead of loosening
the constraint, we choose the cross-lingual projec-
tion approach to address the problem.

3 Projection of Dependency Trees with
Constrained Partial Parsing

Figure 3 is an overview of our proposed con-
strained partial parsing method. Firstly, we apply
a partial projection process to project a part of the

3



dependencies from the HQ tree using the HQ tree,
word alignment information and a projectivity cri-
terion. Note that the word alignment information
is omitted in Figure 3 for simplification. In Fig-
ure 3, the circled part in the HQ tree is projected.
Next, we apply partial parsing to complement the
other dependencies in the partially projected tree
using the LQ parser. In Figure 3, as the LQ parser
could parse the circled part in the original LQ tree
correctly, it also complements the dependencies
for the partially projected tree correctly. Once we
obtained the projected trees, we select a part of the
highly confident projected trees as training data to
re-train the LQ parser. Finally, we apply the re-
trained LQ parser for the partial parsing process,
which further improves the quality of projection.

In the remaining of this section, we describe the
details of partial projection, partial parsing, and re-
training of the LQ parser in Section 3.1, 3.2, and
3.3 respectively.

3.1 Partial Projection
3.1.1 Direct Mapping for Dependency Tree

Projection
We first present a direct mapping method for de-
pendency tree projection using word alignment,
which can be formalized as below.

Given a parallel sentence pair (S, T ), where
S = s1...si...sn, and T = t1...tj ...tm are sen-
tences of the HQ and LQ sides, respectively; si

and tj denote the word index (which also de-
notes the node index in the dependency tree) in
the corresponding sentences. We have a depen-
dency tree for S denoted as TreeS = {(si, sk)...}
that is composed of a set of dependencies, where
(si, sk) means that the word si is dependent on
the word sk. We also have an alignment set A =
{a(si, tj)...} from S to T , where a(si, tj) means
that the HQ word si is aligned to the LQ word tj .
The new LQ parse tree Treenew

T is projected from
TreeS . We first perform the following preprocess-
ing for the unaligned HQ words.

• unaligned words (HQ side): If si is an un-
aligned word, link the dependencies around
si. More specifically, if si is unaligned, and
(sh, si) ∈ TreeS , (si, sk) ∈ TreeS , we
add (sh, sk) to TreeS , and discard (sh, si)
and (si, sk) from TreeS . This preprocess
can make two distinct words separated by
unaligned words be a modifier-head pair.
For example, in Figure 2, because “32:もの

(thing)” is an unaligned word, we add (30:示
唆 (show), 33:と (and)) to TreeS .

We then process each source node si in TreeS

in a top-down manner (from the root node to the
leaf node) by applying the following rules divided
by the alignment types.

• one to one alignment: If si aligns to a unique
tj , sk aligns to a unique tl, and (si, sk) ∈
TreeS , add (tj , tl) to Treenew

T . For example,
in Figure 2, the Japanese dependency (0:この
(this), 1:こと (phenomenon)) is projected to
the Chinese side as (1:这2:一 (this)) by ap-
plying this rule.

• many to one alignment: If (si, sk, ...) aligns
to tj , we take the head sr (e.g., sk) from
(si, sk, ...) as the representative, and then
perform the same process as in the one to
one alignment case. For example, in Fig-
ure 2, a(33:と 34:思わ 35:れる (think), 0:认
为(think)) is a many to one alignment, and
we select the head “34:思わ” as the represen-
tative.

• one to many alignment: If si aligns to sev-
eral words (tj , tl, ...), similar to the many to
one alignment case, we take the head tr (e.g.,
tj) from (tj , tl, ...) based on the original LQ
tree as the representative, and then perform
the same process as in the one to one align-
ment case for si and tr.

• many to many alignment: Reduce this to one-
to-many and many-to-one cases, i.e., select
the representatives for both sides, and then
perform the same process as in the one to one
alignment case.

3.1.2 Partial Projection with Direct Mapping
There are several cases that the direct mapping
method could not deal with:

1. the other nodes in the one to many alignment
case: For the nodes (e.g., tl) (in (tj , tl, ...)
that align to one word si) other than the rep-
resentative tr, there are no clues to determine
their dependencies during the projection.

2. unaligned words (LQ side): If tj is an un-
aligned word, there are also no clues for the
projection. For example, in Figure 2, because
the word Chinese “3:现象 (phenomenon)”,
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“15:与 (and)” and “20:的 (’s)” are unaligned
words, we cannot determine their dependen-
cies by projection.

3. alignment errors: Because the direct map-
ping method highly depends on word align-
ments, erroneous word alignments would
lead to wrong projected dependency results.
For example, in Figure 2, the Japanese
word “12:むしろ (preferably)” is incorrectly
aligned to the Chinese word “13:及其 (ex-
tremely)”; this erroneous alignment would
project the Japanese dependency (12:むしろ
(preferably), 14:+) to the Chinese side, lead-
ing to a projected dependency of (13:及其
(extremely), 19:+), which is obviously in-
correct. Alignment errors could happen due
to many factors, one of which is translation
shift. The erroneous alignment in Figure 2 is
caused by this.

Because of the existence of the above cases, we
only apply the direct mapping method for partial
projection. For the (1) and (2) cases, we leave the
dependencies for these words as null. For the (3)
case, we propose a projectivity criterion to detect
the alignment error, and again leave the dependen-
cies as null. Note that all of these three cases are
processed during the top-down projection process.

3.1.3 Adding a Projectivity Criterion to the
Projection Process

Projectivity is a property of dependency pars-
ing, which informally means that there should
not be crossing arcs in a dependency tree (Kubler
et al., 2009). For example, Treenew

T =
{(0, 2)(1, 3)(2, 3)(3, −1)} (-1 denotes the root) is
not projective, because the arc of modifier-head
pair (0,2) and that of modifier-head pair (1,3) is
crossed. We use the projectivity property to de-
tect alignment errors during the top-down projec-
tion process. Suppose that by processing the HQ
tree from the root, we already have a partially pro-
jected LQ subtree. Next, we want to project a
new dependency in the HQ tree to the LQ side. If
adding this newly projected dependency to the par-
tially projected subtree leads to non-projectivity,2

we give up this projection and leave the depen-
dency as null.

Many alignment errors can be detected by the
property of projectivity. For example, in Figure

2 Note that not all non-projectivites are caused by align-
ment errors; a few of them are also due to translation shift.

2, if we use the erroneous alignment a(12:むし
ろ (preferably), 13:及其 (extremely)) to project
the Japanese dependency (12:むしろ (preferably),
14:+) to the Chinese side, we obtain the depen-
dency of (13:及其 (extremely), 19:+). Before the
projection for the node “12:むしろ (preferably)”,
because the node “24: 挙動 (behavior)” is an an-
cestor of this node in the Japanese tree, it has been
projected. The dependency (24: 挙動 (behavior),
26:類似 (similar)) has been projected to the Chi-
nese side, leading the dependency of (27:作用 (be-
havior), 14:类似 (similar)). (13:及其 (extremely),
19:+) and (27:作用 (behavior), 14:类似 (similar))
lead to non-projectivity. Therefore, we leave the
dependency for “13:及其 (extremely)” as null.

3.2 Partial Parsing
After the partial projection step, we obtain partial
projected trees, with null dependencies discussed
in Section 3.1.2. We then perform partial parsing
to complement these null dependencies. Before
the description of the partial parsing method, we
first review the formalism of dependency parsing
used in many previous studies such as (Kubler et
al., 2009; Shen et al., 2012):

Y ∗ = argmaxY ∈Φ(X)score(Y, X) (1)

where X = x1...xi...xn is the input sentence, Y
is a candidate tree, Φ(X) is a set of all possible
dependency trees over X . Y can be denoted as
Y = {(m, h) : 0 ≤ m ≤ n, 0 ≤ h ≤ n}, where
(m,h) is a dependency from the modifier xm to
the head xh. The problem of dependency parsing
is to search the best tree from Φ(X) that maxi-
mizes the score function score(Y,X). The score
function can be factorized as the summation of the
scores of its factors (subtrees):

score(Y, X) =
∑

F∈Y

score(F, X) (2)

The score function for each factor is denoted as the
inner product of a feature and a weight vector:

score(F, X) = w · f(F, X) (3)

The weight vector can be learnt by e.g., the av-
eraged structured perceptron algorithm (Collins,
2002) on an annotated treebank. During parsing,
the parser would utilize the learnt weight vector to
determine the best parse tree.

In our partial parsing method, we aim to keep
the dependencies in partial projected trees, while
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complement the null dependencies to construct a
projective tree. To realize this, we set extremely
high scores to the projected dependencies to max-
imize the score(F, X) for these dependencies,
while for the null dependencies we set relatively
small scores. Doing so, the parser would search
the best tree that respects the partial projected
dependencies. In our experiments, we used the
projective second order graph based dependency
parser (Shen et al., 2012). We set the initial de-
pendency scores for the projected dependencies to
1e12, and 0 to the null dependencies.

3.3 Re-train a New Low Quality Side Parser

Re-training a new LQ parser on the projected trees
is necessary for two reasons. Initially, we use the
original LQ parser for the partial parsing process,
because we do not have a better choice; due to the
low accuracy and the annotation criterion differ-
ence problem of the LQ parser, we have the risk
that it will produce unsatisfying parsing results,
especially for the trees with a low ratio of depen-
dencies being projected. Secondly, if we perform
the LQ-to-HQ direction MT, we should make the
parsed trees of the input sentences isomorphic to
the projected trees. Re-training a new LQ parser
on the projected trees could address both of these
two problems. As the re-trained parser tend to
be more isomorphic to the HQ parser, it could be
more effective for the partial parsing process, and
could be applied for parsing the input sentences
for the LQ-to-HQ direction MT task.

Therefore, after the entire projection process,
we select a part of the projected trees, and re-train
a parser for the LQ side. How to select the pro-
jected trees for training the new LQ parser is an
open question. The main question is how to take
the balance of the quality and quantity of the pro-
jected trees. Currently, the selection criterion is
empirical based on the ratio of dependencies pro-
jected by the partial projection process in a tree,
defined by

ratio =
#projected dependencies

#all dependencies
(4)

The motivation behind this is that the more de-
pendencies projected by the partial projection in
a tree, the more isomorphic would the projected
tree be as the HQ tree, and the less affect would
be introduced by the original LQ parser during the
partial parsing process. We set a threshold, and

use the trees with the ratio higher than the thresh-
old for training the parser. We tried several thresh-
olds in our preliminary experiments, and selected
the best threshold of 0.78 (170k trees) based on the
MT performance.3

4 Experiments

We conducted Japanese-Chinese MT experiments
to verify the effectiveness of our constrained par-
tial parsing based projection method.

4.1 Settings

We conducted experiments on the scientific do-
main MT task on the Japanese-Chinese paper ex-
cerpt corpus (ASPEC-JC),4 which is one sub-
task of the workshop on Asian translation (WAT)5

(Nakazawa et al., 2015). The ASPEC-JC task
uses 672,315, 2,090, and 2,107 sentences for train-
ing, development, and testing, respectively. We
used the tree-to-tree MT system KyotoEBMT6

(Richardson et al., 2015) for all of our MT exper-
iments. For Chinese, we used the Chinese ana-
lyzing tool KyotoMorph7 proposed by Shen et al.
(2014) for segmentation and part-of-speech (POS)
tagging, and the SKP parser8 (Shen et al., 2012)
for parsing. As the baseline Chinese parser, we
trained SKP with the Penn Chinese treebank ver-
sion 5 (CTB5)9 containing 18k sentences in news
domain, and an in-house scientific domain tree-
bank of 10k sentences. For Japanese, we used JU-
MAN10 (Kurohashi et al., 1994) for morpholog-
ical analyzing, and the KNP parser for parsing11

(Kawahara and Kurohashi, 2006). We trained
two 5-gram language models for Chinese and
Japanese, respectively, on the training data of the
ASPEC corpus using the KenLM toolkit12 with
interpolated Kneser-Ney discounting, and used
them for all the experiments. In all of our ex-
periments, we used the discriminative alignment
model Nile13 (Riesa et al., 2011) for word align-
ment; tuning was performed by the k-best batch

3 The average partial projection ratio was 0.70.
4 http://lotus.kuee.kyoto-u.ac.jp/ASPEC/
5 http://orchid.kuee.kyoto-u.ac.jp/WAT/
6 http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?KyotoEBMT)
7 https://bitbucket.org/msmoshen/kyotomorph-beta
8 https://bitbucket.org/msmoshen/skp-beta
9 https://catalog.ldc.upenn.edu/LDC2005T01

10 http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN
11 http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?KNP
12 https://github.com/kpu/kenlm/
13 https://github.com/neubig/nile
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MIRA (Cherry and Foster, 2012) with 10 itera-
tions, and it was re-run for every experiment.

Note that, in our task, Japanese is the HQ parser
side, and Chinese is the LQ parser side, because of
the parsing accuracy difference (90% v.s. 80%).
Therefore, in our experiments, we projected the
Japanese parse trees to Chinese. We compared
the MT performance of our proposed projection
method with the baseline Chinese parser. For
Japanese-to-Chinese MT experiments, we com-
pared the MT results of the Chinese training data
parsed by the baseline parsed, to those of the pro-
jected trees. For Chinese-to-Japanese MT, we also
re-parsed the development and test Chinese sen-
tences using the SKP model trained on the pro-
jected Chinese trees, for the comparison.

4.2 MT Results

Table 1 shows the results, where KyotoEBMT is
the baseline system that used the Chinese parser
trained on CTB5; Baseline partial parsing de-
notes the projection systems that used the Chi-
nese parser trained on CTB5 for the partial pars-
ing process; Re-trained partial parsing denotes the
systems that used the Chinese parser re-trained
on the projected trees for the partial parsing pro-
cess. For reference, we also show the MT per-
formance of the phrase based, string-to-tree, and
tree-to-string systems, which are based on the
open-source GIZA++/Moses pipeline (Koehn et
al., 2007). Note that in all of the Moses, string-to-
tree, and tree-to-string settings, Japanese is always
in the string format, and Chinese is parsed by the
Berkeley parser14 (Petrov and Klein, 2007).15 The
significance tests were performed using the boot-
strap resampling method (Koehn, 2004).

We can see that, the Baseline KyotoEBMT sys-
tem outperforms the Moses, string-to-tree, and
tree-to-string systems, which verifies the effective-
ness of the tree-to-tree approach. The performance
difference of KyotoEBMT against the other three
MT approaches on the Ja-to-Zh direction is much
larger than those of the Zh-to-Ja direction. The
reason for this is that KyotoEBMT is much more
sensitive to the parsing accuracy on the source
side, because the source tree is utilized in the or-
dering of the final translation. Therefore using
Chinese as the source side limits the effectiveness

14 https://github.com/slavpetrov/berkeleyparser
15 We show the MT performance of Moses that only parsed

the Chinese data, because these were the baseline systems of
WAT.

System Ja-to-Zh Zh-to-Ja
Moses phrase based 27.25 33.94
Moses string-to-tree 26.20 N/A
Moses tree-to-string N/A 33.49
Baseline KyotoEBMT 29.33 34.73
Baseline partial parsing 30.12† 35.84†
Re-trained partial parsing 30.28† 36.18†‡

Tab. 1: BLEU scores for ASPEC Ja-to-Zh and
Zh-to-Ja (“†,” and “‡” indicate that the re-
sult is significantly better than “Baseline
KyotoEBMT” and “Baseline partial pars-
ing” at p < 0.01, respectively).

System Ja-to-Zh Zh-to-Ja
Baseline KyotoEBMT 13.13M 8.43M
Baseline partial parsing 15.69M 9.88M
Re-trained partial parsing 15.69M 9.90M

Tab. 2: Number of hypotheses for the test sen-
tences.

of the KyotoEBMT system. Baseline partial pars-
ing performs significantly better than the Baseline
KyotoEBMT, and Re-trained partial parsing fur-
ther improves the performance significantly. We
also observe slightly more improvement on the
Zh-to-Ja direction than the Ja-to-Zh direction. The
reason is similar to the one above that in Zh-to-Ja
task, we not only improve the translation example
extraction, but also the quality of the input trees.

To further understand the reason for the MT
improvement, we investigated the number of hy-
potheses for the test sentences. The number of hy-
potheses for a test sentence is the number all the
matching hypotheses in the example database for
all the subtrees in the input dependency structure
of the test sentence (refer to Section 2.1). The en-
tire number of hypotheses for all the test sentences
of different systems are shown in table 2. We can
see that the number of hypotheses for the partial
parsing systems is greatly larger than the baseline
KyotoEBMT system. The reason for this is that
our projection method significantly increased the
isomorphism of the source and target trees in the
training corpus, making more translation exam-
ples being extractable. More hypotheses are po-
tentially to improve the final MT performance.

In addition, we investigated the translation re-
sults of the Baseline KyotoEBMT and Re-trained
partial parsing systems. We found that there are
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Fig. 4: An improved example of Zh-to-Ja translation (The subtrees in corresponding IDs/colors in the
input and output dependency trees show the translation examples being used during translation).

three reasons that lead to the improvement. We
explain these reasons through an improved exam-
ple of Zh-to-Ja translation shown in Figure 4. The
first reason is the improvement of the input parse
tree. There is a crucial parsing error in the input
tree of the Baseline KyotoEBMT system. The Ky-
otoMorph incorrectly assigned a wrong POS tag
“VV (verb)” for the word “15:抑制 (inhibition)”,
which should be “NN (noun)” in fact. This leads to
this word be the head of the whole following noun
phrase. Using this erroneous input parse tree, this
word is also translated into the head of the entire
noun phrase. Our Re-trained partial parsing cor-
rectly parsed the word “15:抑制 (inhibition)” as
a part of the noun phrase “15-18:抑制氧消耗实
验(inhibition of oxygen consumption test)”, lead-
ing to the correct translation. Although the Re-
trained partial parsing could not correct the wrong
POS tag of the word, because we also used this
kind of data to train the parser, it successfully
parsed this sentence. The second reason is the in-
crease of translation hypotheses. The number of
hypotheses for the Baseline KyotoEBMT system
is 2,447, while the number of hypotheses of the
Re-trained partial parsing system is 3,311. The
number of hypotheses for “0:针对...7:进行 8:了
(about...performed)” increased from 52 to 176 by
the Re-trained partial parsing system, which im-
proved the translation. The third reason is the iso-
morphism of the input and output target depen-
dency trees. Note that the noun phrases “15-18:
抑制氧消耗实验(inhibition of oxygen consump-
tion test)” and “20-23:大型蚤急性毒性实验(large-

scale flea acute toxicity test)” are parsed as sib-
lings in the Baseline KyotoEBMT system, while
in our Re-trained partial parsing model they are
parsed as modifier-head dependencies, which are
isomorphic to the Japanese parse tree. One unsat-
isfying point is that “21:蚤急性 (flea acute)” is an
unknown word, which is a difficult technical term
that could not be translated by both of the two sys-
tems.

5 Related Work

There are many previous studies that propose
many methods to address the difficulties in pro-
jecting the parse trees from a resource rich lan-
guage (e.g., English) to a low resource language,
to improve the parsing accuracy of the low re-
source language. The difficulties in projection
can be mainly divided into two categories: word
alignment errors and annotation criterion differ-
ence (Ganchev et al., 2009).

To address the word alignment error prob-
lem, several studies have proposed to train a tar-
get parser on high confidence partially projected
trees. Ganchev et al. (2009) presented a par-
tial projection method with constraints such as
language-specific annotation rules. They then
trained a target parser using the partially pro-
jected trees. Spreyer and Kuhn (2009) proposed
a similar method that trains both graph-based and
transition-based dependency parsers on the par-
tially projected trees. Rasooli and Collins (2015)
proposed a method to train a target parser on
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“dense” projected trees. The “dense” projected
trees might only contain a part of dependencies
over a threshold. Our proposed method differs
from the previous studies in several aspects: we
propose the use of the projectivity criterion for
partial projection; we utilize the original target
parser and propose a constrained partial parsing
algorithm; we re-train a target parser on the full
trees generated by the partial parsing.

To address the annotation criterion difference
problem in projection, Hwa et al. (2005) firstly
projected the dependency parse trees, and then
applied post projection transformations based on
manually created rules. Jiang et al. (2011) pre-
sented a method that tolerates the syntactic non-
isomorphism between languages. This allows the
projected parse trees do not have to follow the an-
notation criterion of the source parse trees. Our
proposed method does not adjust the annotation
criterion difference between the source and the
projected trees, because in our tree-to-tree MT
task, we prefer isomorphic trees.

Only a few studies have been conducted to
improve MT performance via projection. For
string-to-string MT (Koehn et al., 2007), Goto et
al. (2015) proposed a pre-ordering method that
projects target side constituency trees to the source
side, and then generates pre-ordering rules based
on the projected trees. For tree-to-string MT,
Jiang et al. (2010) combined projection and su-
pervised constituency parsing by guiding the pars-
ing procedure of the supervised parser with the
projected parser. They showed that the guided
parser achieved comparable MT results on a tree-
to-string system (Liu et al., 2006), compared to
a normal supervised parser trained on thousands
of CTB trees. For tree-to-tree MT (Richardson et
al., 2015), Shen et al. (2015) proposed a naive
projection method. They complemented the re-
maining dependencies for a partially projected tree
with a backtracking method. Namely, they reused
the dependencies in the original target tree for the
complement without considering the partially pro-
jected dependencies. In contrast, in this paper
we propose partial parsing for the complement, in
which we search for the best parse tree by taking
account of the partially projected dependencies.

6 Conclusion

In this paper, we proposed a constrained partial
parsing method for projection to address the non-

isomorphic parse tree problem in a dependency
based tree-to-tree MT system. Experiments ver-
ified the effectiveness of our proposed method. As
future work, firstly, we plan to design a better way
for selecting the projected trees for re-training the
LQ parser. Secondly, we plan to perform the par-
tial parsing in several iterations. Finally, we plan
to conduct experiments on more language pairs
to show the language-dependence of our proposed
method.
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Abstract

Information about the antecedents of pro-
nouns is considered essential to solve cer-
tain translation divergencies, such as those
concerning the English pronoun it when
translated into gendered languages, e.g.
for French into il, elle, or several other
options. However, no machine translation
system using anaphora resolution has so
far been able to outperform a phrase-based
statistical MT baseline. We address here
one of the reasons for this failure: the im-
perfection of automatic anaphora resolu-
tion algorithms. Using parallel data, we
learn probabilistic correlations between
target-side pronouns and the gender and
number features of their (uncertain) an-
tecedents, as hypothesized by the Stan-
ford Coreference Resolution system on the
source side. We embody these correlations
into a secondary translation model, which
we invoke upon decoding with the Moses
statistical phrase-based MT system. This
solution outperforms a deterministic pro-
noun post-editing system, as well as a sta-
tistical MT baseline, on automatic and hu-
man evaluation metrics.

1 Introduction

Pronoun translation remains a challenge for ma-
chine translation (MT), likely because solving cer-
tain translation divergencies between source and
target pronouns requires non-local information,
possibly from one or more sentences before the
one that is being translated. In this paper, we fo-
cus on the divergencies that occur when translat-
ing the English neutral pronouns it and they into
French. Depending on their functions (referen-
tial or pleonastic) and on their actual antecedents,

Source: My cat brought home a mouse that he
hunted, and it1 was not dead but it2 was mor-
tally wounded. What is the best way to kill it3
humanely?
MT: Mon chat a ramené à la maison une souris
qui il a chassé, et il1 était pas mort, mais il2 a
été mortellement blessé. Quelle est la meilleure
façon de le3 tuer humainement?

Figure 1: Wrong translations of it into French (1–
3) resulting in a serious misunderstanding.

there are almost twenty different lexical items that
can serve as translations into French, e.g. for it: il,
elle, ce/c’, cela, ça, on, le, and others.

For instance, in an example from an online dis-
cussion forum shown in Figure 1, two referents are
mentioned, a cat and a mouse, which are translated
in French by nouns with different genders: mas-
culine for cat (le chat) vs. feminine for mouse (la
souris). The three instances of it, referring to the
mouse, should be translated into feminine French
pronouns: respectively elle, elle and la (the latter
is an object pronoun). However, the online MT
system to which we submitted this example trans-
lated all of them with the masculine forms, mak-
ing the readers think that the author intends to kill
his/her cat.

The designers of MT systems have been aware
of this problem and sometimes tried to address it,
starting already from rule-based systems. How-
ever, it is only recently that specific strategies
for translating pronouns have been proposed and
evaluated (see Hardmeier (2014), Section 2.3.1).
Most of the strategies have attempted to con-
vey information from anaphora resolution sys-
tems to statistical MT ones, by constraining target
pronouns based on features of their antecedents
in the target language (Hardmeier and Federico,
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2010; Le Nagard and Koehn, 2010). Still, at the
DiscoMT 2015 shared task on pronoun-focused
EN/FR translation (Hardmeier et al., 2015), none
of the submitted systems was able to outperform a
well-trained phrase-based statistical MT baseline.
Apart from the need for considering first the func-
tions of pronouns and then their antecedents, if any
(Guillou, 2016), one of the reasons that limit per-
formance is the large number of errors made by
co-reference or anaphora resolution systems.

In this paper, we attempt to model the uncer-
tainty of an off-the-shelf coreference resolution
system (Lee et al.’s (2011) Stanford system) with
respect to its impact on MT. We propose to learn
from parallel data the correlations between tar-
get side pronouns and the gender/number of their
(uncertain) antecedents, as hypothesized by the
coreference resolution system. These correlations
are represented as an additional translation model,
which we baptize ‘coreference model’ or CM. We
use this model as an additional translation table
in the Moses phrase-based statistical MT system
(Koehn et al., 2007) along with a standard phrase-
based translation table. While decoding, the an-
tecedents are obtained from the Stanford system
as well, and their target-side features are obtained
through alignment and POS analysis. Through ex-
periments based on the DiscoMT 2015 data (tran-
scripts of TED talks), and automatic and human
evaluation metrics, we show that our solution out-
performs a deterministic pronoun post-editing sys-
tem, as well as the DiscoMT 2015 statistical MT
baseline.

Below, we first review previous work (Sec-
tion 2) before explaining how the coreference
model is constructed (Section 3). The integration
of the model into the Moses SMT decoder is pre-
sented in Section 4. We report and discuss the re-
sults of our experiments in Section 5.

2 Related Work

Following considerable achievements during the
early 1990s, many rule-based and statistical
anaphora resolution systems have been designed
in the past two decades (Mitkov, 2002; Ng, 2010).
However, only recently were they exploited as a
knowledge source for improving pronoun trans-
lation. Using rule-based or statistical methods
for anaphora resolution, several studies have at-
tempted to integrate anaphora resolution with sta-
tistical MT, as reviewed by Hardmeier (2014, Sec-

tion 2.3.1). Le Nagard and Koehn (2010) trained
an English-French translation model on an anno-
tated corpus in which each occurrence of the En-
glish pronouns it and they was annotated with the
gender of its antecedent on the target side. Their
system correctly translated 40 pronouns out of the
59 that they examined, but was not able to outper-
form a baseline that was not aware of coreference,
which correctly translated 41 pronouns. These
results were likely due to the insufficient perfor-
mance of anaphora resolution.

Integrating anaphora resolution with statis-
tical MT, Guillou (2012) deployed pronoun-
focused translation in English-Czech SMT, study-
ing the imperfect coreference and alignment re-
sults. Hardmeier and Federico (2010) proposed to
integrate a word dependency model into the SMT
decoder as an additional feature function, which
kept track of pairs of source words acting respec-
tively as antecedent and anaphor in a coreference
link. This model helped to improve slightly the
English-German SMT performance (F-score cus-
tomized for pronouns) on the WMT News Com-
mentary 2008 and 2009 test sets, with relative
gains of 0.9% and 0.7% respectively.

Following the same strategy, in a previous
study (Luong et al., 2015), we combined lin-
early the score obtained from a coreference reso-
lution system with the score from the search graph
of the Moses decoder, to determine whether an
English-French SMT pronoun translation should
be changed into the opposite gender (e.g. il →
elle). Our system thus combines knowledge from
the coreference links and the MT search graph
with several post-editing rules. Although our sys-
tem performed best among the six participants in
the pronoun-focused shared task at the 2015 Dis-
coMT workshop (Hardmeier et al., 2015), it still
remained below the SMT baseline.

Several other studies attempted to automati-
cally correct (post-edit) pronouns in SMT out-
put, including as features the baseline translation
of each pronoun. A considerable set of coref-
erence features, used in a deep neural network
architecture, was presented by Hardmeier (2014,
Chapters 7–9), who observed significant improve-
ments on TED talks and News Commentaries. Al-
ternatively, to avoid extracting features from an
anaphora resolution system, Callin et al. (2015)
developed a classifier based on a feed-forward
neural network, which considered as features the
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preceding nouns and determiners along with their
parts-of-speech. Their predictor worked particu-
larly well, with over 80% of F-score, on the ce
and ils target pronouns for English-French MT.
The predictor reached an overall macro F-score of
55.3% for all classes, thus outperforming the Dis-
coMT 2015 shared task systems and baseline after
the submissions were closed.

Similarly to the approach proposed by Le Na-
gard and Koehn (2010), we employ the gender
and number of the hypothesized antecedents to
help with pronoun translation. However, instead
of training an SMT system on the gender-marked
datasets and then testing it on an annotated test
set, in which coreference predictions are always
used with absolute confidence, we model the prob-
abilistic connection between a given pronoun and
a given gender/number on a large-scale dataset,
and integrate it into SMT decoder. This enables
us to exploit the probabilistic scores of the transla-
tion and language models, and of the coreference
model at the time of decoding, which leads to an
improvement in the translation of pronouns.

3 Modeling Coreference Uncertainty
from Parallel Data

The translation model used by an SMT decoder
indicates how likely a source word or phrase is to
be translated into a target one. However, in the
phrase-based MT models, but also in hierarchical
ones, the phrase table cannot constrain the gener-
ation of a target pronoun based on features of its
antecedent. Moreover, such features cannot be re-
liably obtained from anaphora resolution systems,
as they are quite error prone.

We propose to model the uncertainty of
anaphora resolution and the acceptable variability
of pronoun EN/FR translation by estimating the
likelihood of observing a target language pronoun
depending on the gender and number of its an-
tecedent (noted respectively as ‘G’ and ‘N’), as
hypothesized by the Stanford coreference resolu-
tion system (Lee et al., 2011).

The construction of the model is represented in
Figure 2, and explained in detail in the remainder
of this section. In a nutshell, we extract pairs of
pronouns and their antecedents from the source-
side of a large bilingual corpus. Then, we obtain
the gender and number of the translation of the an-
tecedent through target-side POS tagging. Finally,
we estimate the co-occurrence probability of each

target-side (pronoun, G/N) pair from these obser-
vations.

We build the model over transcripts and transla-
tions of TED talks from the IWSLT training data
(Cettolo et al., 2012) with about 180,000 English-
French sentence pairs, as presented in more detail
in Section 5.1.

3.1 Extraction of Coreference Links

To build the coreference-aware translation model,
we perform coreference resolution on the source
side. From the available off-the-shelf coreference
resolution systems, we examined the Stanford sys-
tem (Lee et al., 2011) and BART (Versley et al.,
2008). We conducted a manual evaluation on 202
instances of it and they extracted from the TED
talks. The Stanford system correctly detected the
antecedents of 121 of them (60% accuracy), while
BART only solved correctly 93 (46%), a markedly
lower score. We thus selected Stanford system,
and used it to identify, on the source side, the an-
tecedents of all instances of it and they.

We then project the noun phrase antecedents of
it and they to the target side thanks to the align-
ment information.1 If the target counterpart of
the source antecedent contains multiple words, we
keep only the first noun or pronoun that is de-
tected, which is likely the headword. We deter-
mine the gender and number (G/N) of the an-
tecedent through French part-of-speech analysis
with Morfette (Chrupala et al., 2008). If the
coreference system proposes a pronoun as the an-
tecedent, we also use its G/N value. The an-
tecedent identification is considered unsuccessful
if the system generates no antecedent, or if either
the source headword or the aligned target phrase
are not nouns or pronouns; in such cases, the cor-
responding pairs are not retained.

If the co-reference resolution system could out-
put a probability distribution over several poten-
tial antecedents for a given pronoun, which is cur-
rently not the case of the freely available Stanford
system, then this could be added as a confidence
score to each (pronoun, G/N) pair. Another possi-
bility would be to estimate the confidence of each
link as the average accuracy p of the system, com-
puted over a set with ground-truth links. Here,

1For training, one could also, more directly, perform
anaphora resolution on the target side of the parallel corpus.
However, this cannot be done during decoding, since the cor-
rectness of the target pronoun, which is precisely the problem
we address, is a key feature for anaphora resolution.
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Figure 2: Data and processing steps for the construction of the EN/FR Coreference Model.

however, we assign a confidence score of 1 to the
antecedent hypothesized by the Stanford system
and implicitly a zero value to all other links to the
pronouns. For instance, in the following French
text: “J’aime cette maison. Elle est jolie.”, if the
anaphora resolver detects maison (a French fem-
inine singular noun) as the referent of the target
pronoun elle, then we extract the corresponding
link: (elle, feminine/singular, 1.0) assign a zero
value to the other three possibilities: (elle, mas-
culine/singular, 0.0), (elle, masculine/plural, 0.0)
and (elle, feminine/plural, 0.0). With a suitable
coreference resolver, however, these values could
be different from 0 and 1.

This stage results in a list of all extracted French
pronouns, translations of it and they, along with
the G/N features of their antecedents, and an
associated score. Theoretically, if source-side
anaphora resolution and source-target alignment
were perfect, these features would be the ones pre-
dicted by the dictionaries: masculine/singular for
il, feminine/singular for elle, and so on. However,
the point of counting these pairs is to model the
uncertainty of the anaphora resolution system over
large corpora. In other words, we aim to learn, for
instance, in which contexts a source-side it, with a
target-side antecedent identified as masculine sin-
gular, is translated by il or could be translated by
another pronoun, if other features from the trans-
lation model increase the likelihood of this trans-
lation, assuming in this case that the anaphora res-
olution system was mistaken. Our model thus also
allows other possible translations of it such as cela
or ce, which are less directly constrained by the
gender of the antecedent.

3.2 Assignment of Co-occurrence Scores

Once a list containing all observed triples (pro-
noun, G/N, confidence score) is generated from
the training corpus, we compute the co-occurrence

probability between each pronoun and G/N fea-
tures. This value is obtained by summing up all
the confidence scores of triples where the pronoun
and this G/N value appear together, then normal-
izing by the sum of the scores of those containing
this G/N value:

P (pronoun|G/N) =
∑

score(G/N, pronoun)∑
score(G/N)

The new triples including G/N values, pro-
nouns and their co-occurrence scores constitute
our Coreference Model (CM). To simplify the
model and avoid noise, all triples with a probabil-
ity lower than 10−5 are removed, leading to a final
model with 4,878 triples. This rather large number
with respect to the number of French pronouns and
possible G/N values is due to the alignment stage,
as a source pronoun might be mapped to multiple
target words, e.g. they→ ils ont, or it→ qu’ il, or
it→ coupez-le. This generates a large number of
spurious triples, but their co-occurrence scores, as
defined above, remain quite low.

The Coreference Model does not simply con-
vey the likelihood of translating a source pronoun
into a specific target one, given the antecedent’s
G/N value, but, more importantly, it models the
likelihood of translation options under uncertain
co-reference hypotheses, as well as the legitimate
variations of pronouns (e.g. il/ce or ils/on). As we
will show, the CM provides helpful information
to the SMT decoder, to improve pronoun choice
when several translation options are available.

4 Coreference-Aware Decoder

The Moses phrase-based statistical MT decoder
(Koehn et al., 2007) searches among hypotheses
stored in the search graph for a candidate t∗ that
maximizes its objective function given the input s:

t∗ = argmax
t

nF∑

k=1

λkfk(t, s)
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[mapping]
0 T 0 # Translation options from Table 0
1 T 1 # Additional options from Table 1
[feature]
PhraseDictionaryMemory path=path to table
[decoding-graph-backoff]
0 #first table used for everything
1 #second table used for unknown single word
[weight]
TranslationModel0= 0.2 0.2 0.2 0.2 #default
TranslationModel1= 0.8 #weight of CM table

Figure 3: Options in ‘moses.ini’ for adding the
CM backoff table to the translation models con-
sidered by Moses.

where fk(t, s) is one of the nF feature functions,
coming from various models (e.g. the language
model, the translation model, the re-ordering
model or the word penalty model) and λk is the
weight of the function. Here, we add to the Moses
decoder an additional back-off translation table,
based directly on the Coreference Model. The
goal is to use the Moses default phrase table for
any source word other than it or they, and use the
CM table for these pronouns. In order to pro-
cess all occurrences of it and they with the back-
off CM table, we turn them into unknown words
for the default table, simply by substituting them
by the G/N value of their antecedent, as hypothe-
sized by the coreference system, as explained be-
low. This decoder is called coreference-aware de-
coder (CAD), and finds the best translation as the
one that maximizes the objective function above,
with an additional term: the CM feature function
fCM(t, s) corresponding to the CM table, with a
weight λCM.

In implementation terms, in the Moses envi-
ronment, we declare the new table in the [fea-
ture] section of the ‘moses.ini’ configuration file,
and specify its role as a back-off table in the
[decoding-graph-backoff] and [mapping] sections.
The weight λCM of the added table is declared in
the [weight] section, as shown in Figure 3. In our
experiments, we assign a default weight of 0.8 to
the CM model, which is identical to the sum of the
four feature functions related to the default table.
The optimization of this weight will be studied in
future work.

Before using the Coreference-Aware Decoder,
the document to be translated is pre-processed by

the anaphora resolution system, thus marking all
coreference links from either it or they back to
their most likely antecedent noun phrases.2 We
distinguish the following two possibilities.

If the coreference link is inter-sentential, i.e.
if the antecedent belongs to the preceding sen-
tence, then we use the translation of this preced-
ing sentence, and pass the extracted G/N value on
to the current one. For instance, with the source
text: “I like this house. It has a nice view.”, the
first sentence is translated into: “J’aime cette mai-
son.”, then the G/N value of the hypothesized an-
tecedent maison (feminine/singular) is used to re-
place the pronoun it in the second sentence as fol-
lows: “feminine/singular has a nice view”.

If the coreference link is intra-sentential, i.e. if
the antecedent and pronoun are in the same sen-
tence, then we first translate the sentence to ob-
tain the antecedent’s G/N value, and afterward we
replace the pronoun with this value and translate
the sentence a second time. Therefore, unlike the
first case, the cost of translation is doubled as a
second pass is needed. Processing intra-sentential
anaphora in one pass remains to be studied in the
future.

5 Experiments and Results

5.1 Data and Evaluation Metrics
We built the phrase table on the following parallel
datasets: aligned TED talks from the WIT3 cor-
pus (Cettolo et al., 2012), Europarl v. 7 (Koehn,
2005), News Commentary v. 9 and other news
data from WMT 2007–2013 (Bojar et al., 2014).
The language model was trained on the target side
(French) of all above datasets. Then, the system
was tuned on a development set of 887 sentences
from IWSLT 2010 provided for the shared task on
pronoun translation of the DiscoMT 2015 work-
shop (Hardmeier et al., 2015). The test set was
also the one from the DiscoMT 2015 shared task,
with 2,093 English sentences along with French
gold-standard translations, extracted from 12 re-
cent TED talks. The test set contains 809 occur-
rences of it and 307 of they.

We processed each talk separately, translating
its sentences in order. As explained above, after
translating each sentence, the G/N values of any
target antecedents, if any, are passed to the current
or following sentence containing the anaphoric

2Forward or cataphoric links have never been observed
with this coreference resolution system.
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pronoun. If the antecedent is unidentified or not
nominal (due to errors of anaphora resolution or
alignment), we let these pronouns be translated by
the default phrase table. As a result, only 367 oc-
currences of it and 196 of they (i.e. 563 instances
or about 50% of the total) are processed by the
Coreference-Aware Decoder, and have the poten-
tial to improve over the SMT baseline. The ac-
curacy of the new decoder will be therefore eval-
uated only over the pronouns that have actually
been processed.

5.2 Results using Automatic Metrics
We report the performance first by automatically
computing the following four scores, inspired
by the ACT metric for evaluating the translation
of discourse connectives (Hajlaoui and Popescu-
Belis, 2013). These scores rely on the compari-
son of the system’s pronouns (candidates) with the
ones in the reference translation.

• C1: Number of candidate pronouns which are
identical to the reference ones.

• C2: Number of candidate pronouns which are
“similar” to the reference ones. Similarity al-
lows for two equivalence classes of French
pronouns, accounting for the variants of “ce”
and “ça” with or without apostrophe, and for
two different symbols used for the apostro-
phe: {ce, c', c’} and {ça, ca, ç', ç’}.

• C3: Number of candidate pronouns which are
not identical or similar to the reference.

• C4: Number of source pronouns which are
untranslated in the candidate translation.

Although these scores, even taken together, are
only an imperfect reflection of translation correct-
ness, it is likely that increasing the first two scores
(C1 and C2) indicates improved quality, as we will
verify here using human metrics.3 Below, we will
also consider the number of “correct” translations,
C1 + C2, as an indicator of quality.

We compare the performance obtained by our
coreference-aware decoder (noted CM) against the
two following systems:

3In theory, the target pronoun does not need to be identi-
cal to the reference one to be correct: it must only point to the
same antecedent. Some variation is in reality acceptable such
as among expletive pronouns (it → ce / cela / il), or due to
different translations of an antecedent in the candidate and the
reference, but this variation will not be tolerated by our met-
ric. However, in the hundreds of sentences we rated for this
study, we never observed such a variation of the antecedent’s
gender or number.

Sys. C1 C2 C3 C4 C1+C2 Acc.
BL 194 38 284 47 232 .41
PE 185 38 292 48 223 .40
CM 210 43 241 69 253 .45

Table 1: Detailed scores of the three systems: BL,
PE and CM. The accuracy is the proportion of
good translations (C1 + C2) over the total num-
ber of pronouns (563). CM outperforms both PE
and BL on all scores.

• BL: the baseline MT system provided by
the DiscoMT 2015 workshop organizers for
the pronoun-focused translation shared task,
built using the Moses toolkit. This system
was trained on the same datasets as CM, but
was tuned on IWSLT 2010 development data
and IWSLT 2011 test data (1,705 sentences).

• PE: our post-editing system for the transla-
tions of it and they generated by a baseline
SMT system (Luong et al., 2015), which was
the highest scoring system at the DiscoMT
2015 shared task on pronoun-focused trans-
lation. It was trained on the DiscoMT 2015
data and tuned on the IWSLT 2010 develop-
ment data.

We translated the test set using the three sys-
tems, and computed the C1, . . . , C4 scores over
the 563 pronouns. The results, shown in Table 1,
reveal that CM outperforms both BL and PE, with
gains in the numbers of exact translations (C1) of
16 and 25 pronouns respectively. In terms of the
number of correct translations (C1 + C2), CM is
also the best-performing one, with 21 instances
above BL and 30 above PE.

For the sake of completeness, we also compare
the performance of three above mentioned systems
in overall Precision, Recall and F-score for pro-
nouns, as proposed by Hardmeier and Federico
(2010) and used in DiscoMT 2015 among other
metrics. We also compute the BLEU score to in-
vestigate the impact of pronoun improvement on
the global translation quality. The results in Ta-
ble 2 show that CM surpasses BL and PE by 0.022
and 0.025 in terms of F-score, which is very simi-
lar to the above C1+C2 score. In terms of BLEU,
CM outperforms BL and PE by respectively 0.35
and 0.06 BLEU points. The small magnitude of
these differences is due to the sparseness of pro-
nouns in the evaluated texts, but they tend to con-
firm the improvements brought by the CM.
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Sys. Prec. Rec. F-score BLEU
BL .337 .348 .342 35.81
PE .334 .343 .339 35.52
CM .414 .324 .364 35.87

Table 2: Overall precision, recall, F-score and
BLEU score of BL, PE and CM.

Significance tests were conducted for CM vs.
BL and CM vs. PE using McNemar’s test, which
compares binary pairwise data (correct or incor-
rect pronouns in our case) between two systems.
We calculate the p-values for the two pairs of sys-
tems either when considering only exact matches
(C1) as positive results, or when allowing similar
pronouns as well (C1 + C2). For CM vs. BL, the
p-values are respectively 0.049 and 0.046, while
for CM vs. PE they are respectively 0.007 and
0.012. As these values are all below 0.05, the
improvements brought by CM over each of the
two other systems are statistically significant at the
95% level.

5.3 Human Evaluation

The automatic metrics have demonstrated that the
system using the Coreference Model is closer to
the reference, in terms of pronouns, than the Base-
line and the Post-editing systems. Our automatic
metric is particularly strict in requiring identity
to the reference, with only minimal variation ac-
cepted on the forms of “ce” and “ça”. However,
in French, some variations of pronouns are accept-
able. For instance, the indefinite pronoun “on”
may replace the third person plural pronouns “ils”
or “elles”; the pronouns “il” and “ce” may be
substituted in some cases (e.g. as in il est impor-
tant ≈ c’est important); and idiomatic translations
are frequent (e.g. on discute de ça ≈ on en dis-
cute).

Therefore, in addition to automatic metrics, we
performed a human evaluation of the translated
pronouns. Two annotators with good knowledge
of French and English evaluated the 329 sentences
of the test set, containing 563 instances of it and
they. For each sentence, the annotators were
shown the English source sentence and the preced-
ing one, followed by the outputs of the three sys-
tems for the source sentence, as well as the refer-
ence translation of this sentence and the preceding
one, as exemplified in Table 3 on the next page.
The positions in the source sentence of all pro-

System Correct Incorrect Accuracy
Evaluation 1: two evaluators (adjudicated)

BL 53 20 .73
PE 52 21 .71
CM 57 16 .78

Evaluation 2: one evaluator
BL 360 203 .64
PE 344 219 .61
CM 370 193 .66

Table 4: Number of correctly vs. incorrectly trans-
lated pronouns by the three systems BL, PE and
CM. In Evaluation 1, they are rated on 40 blocks
by two human annotators after deliberation. In
Evaluation 2, they are rated on the full set (329
blocks) by one annotator.

nouns to be evaluated were specified. The order of
the three systems was randomly assigned in each
such evaluation block and was hence unknown to
annotators.

The annotators were instructed to judge pro-
nouns according to their subjective impression of
correction, based mainly on compatibility with the
antecedent, and not on the identity to the refer-
ence translation, which was shown only to make
sure that the source was correctly understood. The
score of an evaluated pronoun is 1 if correct and
0 if not, and the system’s score is the sum of the
scores over all source pronouns.

Due to time limitations, one annotator com-
pleted the entire evaluation (329 blocks with 563
pronouns), whereas the other one completed 40
blocks which contained 73 occurrences of it and
they in the source. Of the total of 73 × 3 = 219
instances of the 40 blocks rated by the two anno-
tators, the annotators agreed on the rating (correct
or incorrect) of 188 instances and disagreed on 31,
corresponding to a Kappa score of 0.645, i.e. a
moderate agreement. The annotators deliberated
to analyze their differences and reached consensus
over 26 additional instances, leading to an adjudi-
cated Kappa score of 0.939.

The accuracy of the three systems computed
against the adjudicated annotations of 73 source
pronouns is shown in Table 4, as Evaluation 1,
while accuracy over the full set of 563 source pro-
nouns rated by only one annotator (hence with a
smaller confidence) is shown as Evaluation 2. The
results from Evaluation 1 indicate that CM is the
best performing system among the three, with rel-
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SRC–1 when he was born , he was diagnosed with diastrophic dwarfism , a very disabling condition , [. . .]

SRC and it was suggested to them that they leave him at the hospital so that he could die there quietly .

SYS1 et il a suggéré qu’ ils le laisser à l’ hôpital pour qu’ il puisse y mourir paisiblement . it(1)= ||| they(7)= |||
SYS2 et il a suggéré qu’ ils le laisser à l’ hôpital pour qu’ il puisse y mourir paisiblement . it(1)= ||| they(7)= |||
SYS3 et il a suggéré qu’ elles le laisser à l’ hôpital pour qu’ il puisse y mourir paisiblement . it(1)= ||| they(7)= |||
REF on leur a suggéré de le laisser à l’ hôpital pour qu’ il puisse y mourir en paix .

REF–1 lorsqu’ il est né , on lui a diagnostiqué un nanisme diastrophique , une maladie très handicapante , [. . .]

Table 3: Example of a block for human evaluation: source sentence SRC (and the preceding one SRC–
1) followed by the three system translations in random order, the reference translation REF and the
preceding sentence.

ative improvements of 5.5% and 6.9% over BL
and PE respectively. Although less reliable, results
from Evaluation 2 show that CM outperforms BL
by 10 correct translations (ca. 1.8%), and PE by 26
correct translations (ca. 4.6%). These proportions
are in the same order as those from Evaluation 1.

The results of Evaluation 2 show a considerable
increase of the accuracy of all systems compared
to the scores from the automatic metrics, with rel-
ative gains slightly above 20%. As expected, in all
three systems, a large number of pronouns judged
as incorrect by the automated metric because they
differed from the reference (C3) have been judged
as correct by the human evaluators. However, al-
though they are higher, human scores are strongly
correlated with automatic ones: Pearson’s correla-
tion coefficient between C1 + C2 and scores from
Evaluation 1 is 0.994, while for Evaluation 2 it is
0.936.

Example 1
SRC: But it takes time , it takes money .
CM: Mais ça prend du temps , ça prend de l’ argent .
REF: Mais ça prend du temps et [none] de l’ argent .

Example 2
SRC: [. . .] we know what it is : it ’s the wikipedia .
CM: [. . .] nous savons ce que c’ est : wikipédia .
REF: [. . .] nous la connaissons maintenant : wikipedia .

Figure 4: Examples of pronouns that are consid-
ered as correct by human judges, although differ-
ent from the reference.

Figure 4 shows two examples in which candi-
date pronouns were judged as correct by both an-
notators, although they differ from the reference.
In Example 1, the second it in the source sen-
tence was translated into ça by CM, but was not
translated in the reference, as the human transla-
tor combined two identical source pronouns into a
unique target one. Similarly, in Example 2, CM
translated the first it into a French subject pronoun

(c’), while the reference used a third person object
pronoun (la). A more flexible assessment than the
strict automatic one thus increases the scores of
the systems.

6 Conclusion and Perspectives

This paper proposed a Coreference Model, con-
structed from the gender and number information
of each pronoun antecedent, to model the uncer-
tainty of anaphora resolution for integration with
SMT and improve pronoun translation from En-
glish to French. The proposed Coreference-Aware
Decoder outperformed the phrase-based baseline
SMT system, as well as one that uses anaphora
information for post-editing without modeling its
uncertainty, on the test set from the DiscoMT 2015
shared task. These significant improvements show
that appropriate modeling of co-reference uncer-
tainty is helpful, and will remain so as long as
anaphora resolution is imperfect.

In the future, this work can be extended in sev-
eral ways. Firstly, we intend to obtain probabilities
of anaphor-antecedent links from a different coref-
erence resolver, which would be better adapted to
our needs than the ones we examined. Secondly,
we will optimize the weight of our Coreference
Model on a held-out development set. Thirdly, we
will enrich the model with more types of features
in addition to gender and number, for instance hu-
manness, formality, or abstractness, which help to
distinguish effectively between several translation
options of it and they, and are also relevant to other
language pairs. Finally, the complexity of pro-
noun translation evaluation, reflected in the differ-
ences between human and automatic assessments,
requires further research as well.
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Abstract

German verbal inflection is frequently
wrong in standard statistical machine
translation approaches. German verbs
agree with subjects in person and num-
ber, and they bear information about mood
and tense. For subject–verb agreement,
we parse German MT output to iden-
tify subject–verb pairs and ensure that the
verb agrees with the subject. We show
that this approach improves subject-verb
agreement. We model tense/mood transla-
tion from English to German by means of
a statistical classification model. Although
our model shows good results on well-
formed data, it does not systematically
improve tense and mood in MT output.
Reasons include the need for discourse
knowledge, dependency on the domain,
and stylistic variety in how tense/mood is
translated. We present a thorough analysis
of these problems.

1 Introduction

Statistical machine translation of English into Ger-
man faces two main problems involving verbs: (i)
correct placement of the verbs, and (ii) generation
of the appropriate inflection for the verb.

The position of verbs in German and English
differs greatly and often large-range reorderings
are needed to place the German verbs in the cor-
rect positions. Gojun and Fraser (2012) showed
that the preordering approach applied on English–
to–German SMT overcomes large problems with
both missing and misplaced verbs.

Fraser et al. (2012) proposed an approach for
handling inflectional problems in English to Ger-
man SMT, focusing on the problems of sparsity
caused by nominal inflection. However, they do

not handle the verbs, ensuring neither that verbs
appear in the correct position (which is a problem
due to the highly divergent word order of English
and German), nor that verbs are correctly inflected
(problematic due to the richer system of verbal in-
flection in German). In many cases, verbs do not
match their subjects (in person and number) which
makes understanding of translations difficult. In
addition to person and number, the German verbal
inflection also includes information about tense
and mood. If these are wrong (i.e. do not cor-
respond to the tense/mood in the source), very
important information, such as point of time and
modality of an action/state expressed by the verb,
is incorrect. This can lead to false understanding
of the overall sentence.

In this paper, we reimplement the nominal in-
flection modeling for translation to German pre-
sented by Fraser et al. (2012) and combine it
with the reordering of the source data (Gojun and
Fraser, 2012). In a novel extension, we present a
method for correction of the agreement errors, and
an approach for modeling the translation of tense
and mood from English into German. While the
subject-verb agreement problems are dealt with
successfully, modeling of tense/mood translation
is problematic due to many reasons which we will
analyze in detail.

In Section 2, we give an overview of the pro-
cessing pipeline for handling verbal inflection.
The method for handling subject–verb agreement
errors is described in Section 3, while modeling of
tense/mood translation is presented in Section 4.
The impact of the proposed methods for modeling
verbal inflection on the quality of the MT output is
shown in Section 5. An extensive discussion of the
problems related to modeling tense/mood is given
in Section 6. Finally, future work is presented in
Section 7.
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2 Overall architecture

2.1 Ensuring correct German verb
placement

Different positions of verbs in English and Ger-
man often require word movements over a large
distance. This leads to two problems in German
translations generated by SMT systems concern-
ing the verbs: either the verbs are not generated at
all, or they are placed incorrectly.

To ensure that our MT output contains the maxi-
mum number of (correctly placed) finite verbs, we
reorder English prior to training and translation us-
ing a small set of reordering rules originally de-
scribed by Gojun and Fraser (2012). The verbs in
the English part of the training, tuning and testing
data are moved to the positions typical for German
which increases the syntactic similarity of English
and German sentences. We train an SMT system
on the reordered English and apply it to the re-
ordered English test set.

This approach has good results in terms of the
position of the verbs in German translations. How-
ever, the problem of incorrect verbal inflection
is unresolved. In fact, the reordering makes the
agreement problems even worse due to move-
ments of verbs away from their subjects (cf. Sec-
tion 3.1).

2.2 Inflection of the German SMT output
Fraser et al. (2012) proposed a method for han-
dling nominal inflection for English to German
SMT. They work with a stemmed representation of
the German words in which certain morphological
features such as case, number, etc. are omitted.
After the translation step, for nominal stemmed
words in the MT output, morphological features
are predicted using a set of pre-trained classifiers
and finally surface forms are generated resulting
in fully-inflected German MT output.

In their approach, the verbs are neither stemmed
nor inflected, but instead handled as normal words.
Thus, in the translation step, the decoder (in inter-
action with the German language model) decides
on the inflected verb forms in the final MT output.

2.3 Adding verbal inflection modeling
As a baseline SMT system, we use a system
trained on the reordered English sentences (cf.
Section 2.1) and stemmed German data with nom-
inal inflection modeling as a post-processing step
(cf. Section 2.2). In our system, we extend the

Tense/Mood
− derive features
− predict tense/mood with CRF

        + DE inflection generation
MT: reordered EN + stemmed DE

new drugs might lung , ovarian cancer slow

neue Medikamante Lungen− und Eierstockkrebs verlangsamenkonnte

Generate

− SMOR
− stem + morph features

könnten

  − parse

  − find SV pairs

Agreement

  − map subject morph to verb
Medikamente + können

3.Pl Past.Subj

können + 3.Pl.Past.Subj

Figure 1: Processing pipeline. The verbal inflec-
tion modeling consists of two components: (i) a
component for deriving agreement features person
and number, and (ii) a component for predicting
tense and mood. The inflected verbs are generated
with SMOR (Schmid et al., 2004), a morphology
generation tool for German.

baseline by identifying finite verbs in the baseline
MT output, predicting their morphological fea-
tures and finally producing the correct inflected
output (see Figure 1).

Verbal morphological features include informa-
tion about person/number, as well as tense and
mood. Particularly the modeling of tense/mood
translation is interesting: in this paper, we present
a method to model the translation of English tense
and mood into German considering all German
tenses/moods in a single model. In addition,
we present a detailed discussion which is, to our
knowledge, the first deep analysis of this topic.

The processing pipeline is given in Figure 1.
After translation of the reordered English input to
a German stem-like representation, the nominal
feature prediction is performed followed by our
novel verbal feature prediction. Finally, the entire
German MT output is inflected by combining the
stems and the predicted features to produce sur-
face forms (normal words).

3 Correction of the subject–verb
agreement

3.1 Problem description

In many languages, the subject is located near the
corresponding finite verb. However, in languages
such as German, the subject might be very far from
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Data avg dist in words >5 words
News 3.9 24%
Europarl 3.7 22%
Crawled 2.9 15%

Table 1: Subject–verb distances in German texts.

the verb. We extracted subject–verb pairs from
German corpora and computed their distances.
The results are summarized in Table 1.

News and Europarl are composed of more com-
plex sentences than the corpus crawled from the
internet. While in the crawled data, there are
more sentences with smaller subject–verb dis-
tances, News and Europarl expose larger distances
between subjects and finite verbs.

Although the average distance in words is rather
small, there is a fair amount of subject–verb pairs
with distance larger than 5 words (in Europarl
22%, in News 25%) which are problematic for
training the translation system. Even for small
distances, it is not guaranteed that the agreement
is generated correctly due to the missing appro-
priate translation phrases. Moreover, the German
language model trained on the same data would
probably have problems to extract n-grams which
ensure the correct subject–verb agreement for all
possible subject–verb combinations.

Translating reordered English (cf. section 2.1)
dramatically improves the problems of misplaced
and missing verbs, but at the same time makes the
extraction of translation phrases with subject–verb
agreement even harder. Particularly problematic
are movements of the verbs in subordinate clauses
where the entire German VP is placed at the clause
end, while the subject is normally placed in the
2nd position (after the complementizer). In our
training data, 20% of the clauses are reordered in a
way that the distance between the reordered finite
verb and the subject is more than 5 words.

An example of a reordered English subordinate
clause is given in Figure 2: the English verb said
is ambiguous with respect to person and number.
Translated independently from its subject, it is not
guaranteed that the German translation will con-
tain the correctly inflected finite verb since the
German language model is very unlikely to have
the exact 6-gram which could ensure the agree-
ment between the subject ich/I and the inflected
verb habe/have.

that I1.Sg. that yesterday to you said1.Sg.

dass ich1.Sg. dir das gestern gesagt habe1.Sg.

Figure 2: Example of a subject–verb distance
caused by the reordering of the English clause
’that I said that yesterday to you’.

3.2 Parsing for detection of subject–verb
pairs

Agreement correction depends on correct identifi-
cation of subject–verb pairs. Although we work
with English parses where the subjects can be cor-
rectly identified in many cases, this information
source seems not to be sufficient. Problematic are
syntactic divergences where the English subject
does not correspond to the German subject.

Initially, we aimed at predicting agreement fea-
tures. However, we were not able to build a clas-
sifier with satisfying results due to the problems
mentioned above. We thus applied a method im-
plemented in Depfix (Rosa et al., 2012). They
parse the MT output, extract subject–verb pairs
from the trees and copy the agreement information
of the subject to the corresponding verb. Although
the idea of parsing MT output may not sound very
promising, the results are surprisingly good.

We implement the agreement correction for
English–German SMT as an automatic post-
editing step applied on the fully inflected MT
output. The MT output is first annotated with
morphological information (Müller et al., 2013)
and subsequently parsed (Björkelund and Nivre,
2015). The person and number of the subjects are
then mapped from the subject to the finite verbs.

To generate the appropriate inflected verb, we
use SMOR (Schmid et al., 2004), a morphology
generation tool for German. Based on the stem
of the verb, as well as its morphological features
person, number, tense and mood (cf. section 4),
the inflected verb form is generated. In case the
tool produces multiple surface form possibilities
(which is very rare for verbs) we use the frequency
of the alternatives (derived from a large German
corpus) as a filter: the most frequent alternative is
chosen.
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4 Modeling tense and mood

We define the modeling of tense and mood as
a classification problem. In the following, we
present the problem in more detail, motivate the
machine learning features that we use and give a
detailed evaluation of the classification model.1

4.1 Problem description

We distinguish between tense/mood of the finite
verbs and tense/mood of the clauses. The Ger-
man finite verbs can be present or past. As for
the mood, they can be indicative, subjunctive and
imperative.2

4.1.1 Tense
The tense of the finite verb does not necessar-
ily match the clausal tense. For example, given
the clausal tense perfect, the finite auxiliary is in
present tense, while the main verb is a past partici-
ple: [habePres.Ind/have gesagtppart/said]perfect.

We model the translation of clausal tenses from
English to German and than map the clausal tense
to the corresponding tense of the finite verb.

German has six indicative clausal tenses (cf. Ta-
ble 3). While in some languages, the use of tense
underlies strict rules, the use of tenses in German
often follows from the register (spoken vs. writ-
ten) or even from the author’s stylistic preferences
(e.g. (Sammon, 2002), (Collins and Hollo, 2010)).

4.1.2 Mood
In addition to six indicative German tenses, we
also distinguish two further tense/mood combina-
tions: Konjunktiv I (present subjunctive) and Kon-
junktiv II (past subjunctive). While Konjunktiv II
corresponds to English conditionals, Konjunktiv I
is used in the context of indirect speech.

The use of subjunctives in German is not only
quite complex, but also largely user- and register-
dependent. For example, while Konjunktiv I oc-
curs in Europarl and News, it is almost never used
in the web-crawled corpus, as we will see in the
following sections.

1Note that aspect is not encoded in the German verbal
morphology. For expressing progressive aspect, adverbials
(e.g. gerade/at the moment) or prepositional phrases (e.g.
Ich/I bin/am am/at Arbeiten/work ’I am working’) are used
(cf. e.g. (Heinold, 2015)). In this work, we do not explicitly
model aspect.

2In this work, we ignore imperatives. Imperatives do not
bear morphological information about tense and mood: they
solely distinguish the person (singular/plural). We simply re-
tain imperatives generated by the baseline system.

Info type Example
STEMS habenV AFIN sagenV V PP

POS VAFIN, VVPP
RFTagger 1.Sg.Past.Subj
RULE if VP consists of an auxiliary (VAFIN)

and a participle (VVPP) and if the finite
verb is Past.Subj
⇒ konjunktivII (past subjunctive)’

Table 2: Information used to derive tense for the
VP hätte/would-have gesagt/said.

4.2 Tense/mood prediction model

4.2.1 Model
For the classifier training, we use the toolkit Wapiti
(Lavergne et al., 2010) which supports both multi-
label maximum entropy classification and bigram
linear-chain CRF classification.

We train a maximum entropy model, as well as a
bigram linear-chain CRF model. The latter model
captures intra-sentence tense/mood dependencies,
i.e. between verbs within clauses of a single sen-
tence: the prediction of tense/mood for the current
clause considers the prediction made for the pre-
ceding clause.

Inter-sentence dependencies are however not
modeled. The prediction for the first clause of the
sentence under consideration does not take the last
prediction made for the previous sentence into ac-
count.

4.2.2 Data
The training instances are extracted from Eu-
roparl, News Commentary and Crawled corpus.
The English part of the corpus is parsed with
the constituent parser of (Charniak and Johnson,
2005), while the German data is stemmed (cf. Sec-
tion 2.2). We use the automatically computed
word alignment (Och and Ney, 2003) in order to
identify verb pairs in a given sentence pair.

We work with a set of 8 labels which includes
six German tenses and the two subjunctive moods
(see Table 3). In the training data, the labels are
annotated by rule-based mapping of the German
VPs. We use information about the verbs, their
POS tags, as well as the morphological analysis
of the finite verb to derive labels for each German
VP (see Table 2 for an example mapping). The
distribution of the labels in the corpora we use is
given in Table 3.

For each finite verb, a training instance with
features from English and German parallel sen-
tence is extracted. Finite verbs of a sentence build
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tense/mood news europarl crawl news+
euro+
crawl

present 54 63 71 62
perfect 11 14 12 12
imperfect 19 6 9 11
pluperfect 3 2 3 2.6
future I 1 3 1 1.6
future II 0.5 0.1 1 0.5
konjunktiv I 1 0.9 0.7 0.8
konjunktiv II 8 7 2 5.8

Table 3: Distribution of the tense/mood labels in
the German corpora (given in percentage).

a sequence which allows for taking into account
the tense/mood dependency between finite verbs
within a sentence.

For the classifier training, we only use instances
where the German verb is aligned with at least one
English word. Furthermore, if the mapping of a
VP to tense in one of the languages fails, the train-
ing instance is omitted as well. In total, we extract
5.2 million training instances.

4.2.3 Feature set
Each German finite verb gets features assigned
from both English and German. The English fea-
tures are extracted on the basis of the clauses.
Given the alignment between the German finite
verb and a specific word in English, the features
are used which are extracted from the clause the
English word is placed in. Since in the training,
finite German verbs may be aligned with arbitrary
English words (i.e. not only verbs), the clause-
wide features allow to extract features also for
these verbs.

Lexical features Lexical features give informa-
tion about lexical choice of the verbs. To avoid
sparsity problems, we abstract the English VP to a
certain extent: we use information about (i) main
(meaning-bearing) verbs, (ii) a sequence of auxil-
iaries without the main verb since the auxiliaries
in English are used to form different tense/moods.
By having access to the main verbs from both
the current clause, as well as from the preceding
clause, we account for the fact that the verbs (or
their sequences) influence the use of tense/mood.

Contextual features Words preceding the Ger-
man finite verb are useful for some specific con-
texts in which Konjunktiv is used.

Semantics/discourse The combination of
clauses, i.e. clause types, has impact on the choice

Feature English German
finite verb said haben
finite verb align – said
VP said –
VP correct yes –
main verb said sagen
prev. clause main verb – denken
auxiliaries VBD –
main suffix id –
sentence main verb think –
word-1 – gesagt
word-2 – gestern
clause type SBAR –
preceding clause type S-MAIN –
following clause type END –
syntactical tense past –
logical tense past –
conditional context no –
composed sent yes –

Table 4: Full feature set for modeling tense/mood
translation. The values are derived for the German
finite verb haben/have from the clause pair given
in Figure 2 assuming that the full English sentence
is ’I think that I said that yesterday to you.’

of tense/mood. Moreover, we use the information
whether the sentence is composed (i.e. consists
of more than one clause) to account for the fact
that some tense/moods, e.g. Konjunktiv, are
rarely used in simple sentences. The conditional
context is derived by a simple check whether the
conjunction in the subordinate clause is if.

The features are summarized in Table 4. Our
model does not only use these features, but also
a number of their combinations to strengthen
contexts for specific tense/moods.

4.2.4 Classifier evaluation
Although both maximum entropy, as well as CRF
models trained on the same data using the same
feature set perform equally well, CRF performs
better for certain labels as shown in Table 5.

We further evaluate the CRF model on test sets
from different domains (cf. Table 6). Note that the
test sets are well-formed sentences taken from the
corpora we work with. We contrast evaluation re-
sults gained on well-formed test data to those ob-
tained for noisy MT output. The evaluation on the
well-formed data is given in F1-scores while the
MT output is evaluated with BLEU.

The row mostFreqTense is considered to be a
baseline: the verbs are annotated with tense which
is the most frequent German tense given a specific
English tense (cf. Figure 3). It is interesting that
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tense/mood F1CRF F1me

present 0.92 0.92
perfect 0.81 0.81
imperfect 0.85 0.85
pluperfect 0.74 0.73
future I 0.84 0.83
future II 0.50 0.50
konjunktiv I 0.27 0.17
konjunktiv II 0.83 0.83
overall 0.87 0.87

Table 5: Performance of a CRF vs. maximum
entropy classifier gained for a test set containing
5,000 sentence from the news corpus.

the baseline performs equally well when applied
on news and crawl, it however leads to lower F1

for the europarl test set. This indicates that the
tense usage in europarl deviates from that in news
and crawled corpora.

Our model is considerably better than the base-
line. It leads to better results on both well-formed
test sets, as well as on the MT output.

tense/mood F1CRF BLEU
news europarl crawl MT-news

mostFreqTense 0.70 0.64 0.70 21.79
our model 0.87 0.90 0.88 21.95

Table 6: Classifier evaluation using different fea-
tures and different test sets. Each of the clean data
test sets contain 5,000 sentences. Clean data sets
are evaluated in terms of F1 scores, while the MT
output is evaluated with BLEU.

The difference in performance gained on test
sets from different domains (although small) raises
the question whether the classifier is solely to be
trained on in-domain data. Since we work with
MT output of the news test set, we would have
to train the classifier only on the news data. Due
to the corpus size (272k sentences), we get into
sparsity problems since many lexical features are
used. A further reason for using additional (out-
of-domain) training data are low-frequent labels
which then get more training instances.

In summary, the evaluation indicates that a sin-
gle classifier leads to different results when ap-
plied on data from different domains. Further-
more, the initial experiments showed that having
better results on the clean data does not necessar-
ily lead to better results for the noisy MT output.

5 Verbal morphology in MT output

5.1 Baseline system

Our baseline system is trained on reordered En-
glish sentences (cf. Section 2.1) and stemmed
German data (cf. Section 2.2). It is trained on a
corpus consisting of 4.5 M sentences from news,
Europarl and crawled texts. It uses a 5-gram lan-
guage model trained on 1.5 billion German words.

The baseline system translates reordered En-
glish into stemmed German in which the verbs are
surface forms and enriched with POS tags.

5.2 Evaluation of the verbs in MT output

The baseline SMT system is applied on a news test
set from WMT 2015.3

The baseline MT output we aim at correcting
is surprisingly good. The stem- and surface-based
comparison of the verbs in the baseline with the
reference revealed that 82% of the verbs in the
baseline are already correctly inflected. This quite
high number though takes only 21% of the verbs
in the baseline into account: nearly 80% of the
verbs in the baseline do not match the reference,
i.e. the lexical choice (the lemma) of the verbs
differs from the reference.

Our verbal inflection correcting system changes
242 (6%) of the verbs output by the baseline SMT
system. Given the strong baseline we work with,
we would in fact do worse if we changed more (i.e.
already correctly inflected) verbs.

Considering the fact that most of the finite verbs
do not match the reference and are thus not con-
sidered with automatic metrics such es BLEU (cf.
Section 5.2.1), we also carried out a human evalu-
ation which is presented in Section 5.2.2.

5.2.1 Automatic evaluation
In Table 7, the BLEU scores (Papineni et al., 2002)
of the MT output with predicted verbal inflection
are presented.

BLEUci

Surface 21.59
Baseline 22.00
Verbal inflection 22.05
Agreement 22.08
Tense/mood 21.95

Table 7: BLEU scores of MT outputs with cor-
rected verbal inflection.

3http://www.statmt.org/wmt15/
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Verbal inflection denotes MT output for which
all verbal features are derived/predicted and then
used to generate the inflected verb forms. The
translation quality does not increase (in terms of
BLEU) significantly. Most of the improvement
comes from the agreement correction (given in
row Agreement) while the tense/mood prediction
(row Tense/mood) lowers the BLEU score.

5.2.2 Manual evaluation of MT

70 sentence pairs consisting of the baseline MT
output and MT output with corrected verbal inflec-
tion with respect to tense and mood were evaluated
by four human evaluators. The evaluators anno-
tated the better translation alternative with 1, the
worse one with 2. For each of the translations, the
majority vote (most frequent annotation) was com-
puted. The counts of the human votes are given in
Table 8.

Grade
MT 1 2 3 nA
Baseline 29 19 4 19
Verbal inflection 17 31 4 19

Table 8: Results of human evaluation. 1 = better,
2 = worse, 3 = don’t know, nA = no majority vote.

Human evaluators prefer the choice of tense
(expressed in verbal inflection) made by the base-
line. Only a third of the alternatives with verbal
inflection handling are considered to be better than
the baseline. An interesting fact is that the anno-
tator agreement in terms of Kappa was only 0.33
which means that the annotators often disagreed
which translation alternative was better.

In Table 9, a few example MT outputs are
shown in which the verbal inflection is correct,
while the baseline is incorrect. The VI transla-
tion of SRC1 shows corrected agreement between
the plural subject Kläger/claimants and the finite
verb legten/presented. The translations of SCR2
and SRC3 show the corrected tense. In SRC2, the
English verb in past tense is in VI also translated
as past tense. In SRC3, the German translation of
the subordinate clause should be past subjunctive
as generated by VI.

SRC1 the claimants presented proof of extortion
BL *legte3.Sg die Kläger Beweise von Erpres-

sung
VI legten3.P l die Kläger Beweise von Erpres-

sung
SRC2 then he put his finger on it
BL dann *legtPres.Ind er seinen Finger auf sie
VI dann legtePast.Ind er seinen Finger auf sie
SRC3 I fear I may need more surgery
BL ich fürchte, ich *kannPres.Ind eine Opera-

tion nötig

V
Ic

or
re

ct

VI ich fürchte, ich könntePast.Subj eine Op-
eration nötig

SRC4 Maybe his father intended to be cruel
BL vielleicht sollPres.Ind seine Vater grausam

zu sein
VI vielleicht *solltePast.Subj seine Vater

grausam zu sein
SRC5 ” i have rung mr piffl and suggested that we

get together ”
BL ”ich habePres.Ind geklingelt Herr piffl und

schlug vor, dass wir gemeinsam”
VI ”ich *hattePast.Ind geklingelt Herr piffl

und schlug vor, dass wir gemeinsam”
SRC6 no word could get beyond the soundproof-

ing
BL kein Wort konnte üer die Schalldämmung

V
Ii

nc
or

re
ct

VI kein Wort *könte über die Schalldämmung

Table 9: Example of MT outputs with improved
(upper part) and incorrect verbal inflection (lower
part). SRC denotes the source sentences, the base-
line translations are indicated with BL, while the
translations with verbal inflection handling are in-
dicated with VI.

The VI translation of intended in SRC4 retains
the tense in the source sentences. The human eval-
uators, however, prefer the baseline translation,
which switches to present tense. German has two
past tenses: the baseline translation of have rung
in SRC5 is perfect (habe geklingelt), while the VI
translation is pluperfect (hatte geklingelt). Even
for a human, it is hard to decide which of the trans-
lations is better. The translation of SRC6 shows a
problem with English modal verbs such as could
which expose functional ambiguity. As subjunc-
tive, could almost always translates into subjunc-
tive German modal könnte. Thus the model al-
ways predicts konjunktiv II given English modals
for which the past indicative form equals to the
subjunctive form.

6 Discussion

6.1 Subject–verb agreement
Correction of the subject–verb agreement pro-
posed by Rosa et al. (2012) and adapted in this
work for English–German SMT, relies on how ac-
curate the identification of the subject–verb rela-
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Figure 3: Distribution of tense translations derived from the training corpora (news, europarl, crawl).
English tense/mood values are given on the x-axis, while the percentage of the German tense/moods for
the corresponding EN tense/mood is given on the y-axis.

tions in noisy MT output is. The better the transla-
tion, the higher the probability of acquiring correct
subject–verb pairs from the parse trees. However,
the quality of the translations varies greatly, even
within a single test set. Rosa et al. (2012) reported
on different results achieved for different test sets.
Another possibility is to use a classification model
which predicts agreement features of the verbs us-
ing various contextual information as successfully
applied on English–Spanish (Gispert and Mariño,
2008).

Our attempt to build such a model for German,
led to disappointing results: on the one hand, a
more accurate identification of the subjects in the
English constituent parse trees is required: the use
of the dependency trees combined with pronoun
resolution (similar to a simple pronoun resolution
described in (Avramidis and Koehn, 2008)) might
reduce this problem. More correct subject identi-
fication in the source language is however not suf-
ficient: due to syntactic divergences, the German
subject may match other constituents in the source
language (e.g. object or preposition phrase). A
prediction model having access to information ex-
tracted from both English dependency trees, as

well as German MT parses (in combination with
clues on the reliability of the extracted informa-
tion) might give good results regarding the predic-
tion of agreement features for German finite verbs.

6.2 Tense and mood

Register/domain Looking at Figure 3, it be-
comes obvious that a single English tense can
translate into different German tenses. Always
choosing the most frequent German tense for a
given English tense does not lead to satisfying re-
sults (cf. Table 6). On the other hand, Schiehlen
(1998), who presented one of the first studies on
learning the tense translation from bilingual cor-
pora, stated that this simple tense mapping already
achieved the accuracy of 95%. We achieve 70%.
This is probably due to register and domain dif-
ference: while Schiehlen (1998) worked with cor-
pora related to appointment scheduling (spoken
language), we work with news data (written lan-
guage) which has important differences with re-
spect to tense translation.

Tense usage The correct choice of tense in both
human and automatic translation depends on fac-
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tors which are beyond the scope of our approach
(we model the lexical choice of the verbs and syn-
tax). This is true even though some languages
have strict tense usage rules. One factor may sim-
ply be a rule such as the one found in the EC
guidelines for translation from English to Ger-
man4: “Protokolle oder Berichte von Sitzungen
werden in der deutschsprachigen Fassung stets im
Präsens verfasst...” / “It is required to use present
tense in the translation of protocols and reports, re-
gardless of the tense in the source language.” Such
a rule does not apply to the translation of news ar-
ticles. However, in news articles tense/moods are
used, in particular subjunctive mood, in which the
reporter does not present his own assessment of
a situation, but what someone else said (Csipak,
2015), which are almost never used in texts found
on the internet (see konjunktiv I + II in Table 3).

Language–pair specific features Ye et al.
(2006) presented thoughts about the knowledge
that human translators use. The aim was to use this
knowledge to model tense translation for Chinese–
English. For this specific language pair (and pos-
sibly for the corpus used), the knowledge about
temporal ordering of the actions was the key in-
formation. On the other hand, for English–French,
Meyer et al. (2013) found that a narrativity feature
helps to translate the English past tense into one of
the possible French tenses.

Tense switch We observed sentence pairs in
which the English is written in past tense, while
in German, present tense is used. Obviously,
there are contexts in which tense switches are al-
lowed. We assume that these sentences are head-
lines which allow for this kind of tense variation.

Tense interchangeability It seems that in nu-
merous contexts, tense translation can sometimes
even be a matter of taste. Sammon (2002) states
that in German the imperfect and perfect are in-
terchangeable in many contexts, the difference be-
tween the two tenses being largely stylistic. A sim-
ilar example is reported speech where Konjunk-
tiv I, Konjunktiv II and indicative tenses are often
used interchangeably (Csipak, 2015).

Sequential problem It is also not very clear
whether the tense/mood is to be dealt with as a

4Guidelines for translations into German used by the
European Commission: http://ec.europa.eu/
translation/german/guidelines/documents/
german_style_guide_en.pdf
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Figure 4: Percentage of sentences from different
corpora containing different number of clauses.

sequential problem or not. On the one hand, in the
monolingual context of correcting English tense,
Tajiri et al. (2012) argues for a sequential tense
model. On the other hand Ye et al. (2006) ob-
served that sequential dependence of the tenses is
not as strong as expected. In the bilingual con-
text, there seems to be a strong dependence on the
tense in the source language. Statistics about the
number of clauses in the sentences shown in Fig-
ure 4, shows that our data mostly consists of sim-
ple sentences containing only one clause (i.e. one
finite verb). In other words, for most of the sen-
tences, an intra-sentence tense sequence is sim-
ply not given. Inter-sentence tense modeling, i.e.,
across sentence boundaries, could be more rea-
sonable, as for example, presented by Gong et al.
(2012) for Chinese to English SMT.

Evaluation of the verbs The final question we
raise is how to evaluate translations with respect
to information related to discourse such as tense
and modality (or negation as discussed by Fan-
cellu and Webber (2014)). Automatic evaluation
such as BLEU is not appropriate since it com-
pares the translation with the reference mainly on
the lexical level. What about human evaluation?
Our evaluators have a Kappa score of 0.33 which
is rather low. The humans thus allow for a cer-
tain variance in tense/mood translation which met-
rics like BLEU cannot capture given only one ref-
erence translation. Ideally, we would have mul-
tiple references in which all possible tenses are
given. Creating such an evaluation test set could
be done by gap-filling method proposed by Hard-
meier (2014) for evaluation of pronoun translation.
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Summary For modeling mood translation, fea-
tures such as reported speech, conditional context,
polite form, etc. would more clearly describe the
contexts in which a specific mood occurs. The
information about tense ordering proposed by Ye
et al. (2006) for Chinese–English would proba-
bly be helpful also for English–to–German trans-
lation. However, the extraction of such features is
more complicated than simply using surface fea-
tures such as words, POS tags, etc.

7 Future work

The verbal inflection handling that we present in
this paper is implemented as a post-processing
step to the translation. We use the words, i.e.
verbs, generated by the SMT system and change
them according to our inflection models. An
interesting approach would, however, be to use
a more abstract representation of German VPs
which would allow for generation of all of the
words in a VP as specified by the inflection model.
For example, we could handle inserting/deleting
verbs (auxiliaries), reflexives or even negation.

As for the modeling of tense and mood, we are
going to explore possibilities to include discourse
knowledge (which was discussed in the previous
section) into the classification model. Such a
model could also be used within the translation
step, for example, to rerank translation alterna-
tives.
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Abstract

We address the problem of mistranslated
predicate-argument structures in syntax-
based machine translation. This paper ex-
plores whether knowledge about semantic
affinities between the target predicates and
their argument fillers is useful for translat-
ing ambiguous predicates and arguments.
We propose a selectional preference fea-
ture based on the selectional association
measure of Resnik (1996) and integrate it
in a string-to-tree decoder. The feature
models selectional preferences of verbs for
their core and prepositional arguments as
well as selectional preferences of nouns
for their prepositional arguments.

We compare our features with a variant of
the neural relational dependency language
model (RDLM) (Sennrich, 2015) and find
that neither of the features improves au-
tomatic evaluation metrics. We conclude
that mistranslated verbs, errors in the tar-
get syntactic trees produced by the de-
coder and underspecified syntactic rela-
tions are negatively impacting these fea-
tures.

1 Introduction

Syntax-based machine translation systems have
had some success when applied to language pairs
with major structural differences such as German-
English or Chinese-English. Modeling the target
side syntactic structure is important in order to
produce grammatical, fluent translations and could
be an intermediate step on which to build a se-
mantic representation of the target sentence. How-
ever these systems still suffer from errors such
as scrambled or mis-translated predicate-argument

structures. We give a few examples of such er-
rors in Table 1. In example a) the baseline system
MT1 mistranslates the verb besichtigt as viewed.
The system MT2 which uses information about the
semantic affinity between the verb and its argu-
ment produces the correct translation visited. The
semantic affinity score , shown on the right, for
the verb viewed and argument trip in the syntac-
tic relation prep on is indicating a stronger affinity
than for the baseline translation. In example b)
the baseline system MT1 mistranslates the noun
Aufnahmen as recordings while the system MT2
produces the correct translation images which is
a better fit for the prepositional modifier from the
telescope.

Syntax-based MT systems handle long distance
reordering with synchronous translation rules such
as:

root→ 〈RB∼0V BZ∼1sich nsubj∼2prep∼3,

RB∼0nsubj∼2V BZ∼1prep∼3〉
This rule is useful for reordering the verb and

its arguments according to the target side word or-
der. However the rule does not contain the lexical
head for the verb, the subject and the prepositional
modifier. Therefore the entire predicate argument
structure is translated by subsequent independent
rules. The language model context will capture
at most the verb and one main argument. Due to
the lack of a larger source or target context the re-
sulting predicate-argument structures are often not
semantically coherent.

This paper explores whether knowledge about
semantic affinities between the target predicates
and their argument fillers is useful for translating
ambiguous predicates and arguments. We propose
a selectional preference feature for string-to-tree
statistical machine translation based on the infor-
mation theoretic measure of Resnik (1996). The
feature models selectional preferences of verbs for
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(relation, predicate, argument) Affinity

a)

SRC Bei nur einer Reise können nicht alle davon besichtigt werden.
REF You won’t be able to visit all of them on one trip .
MT1 Not all of them can be viewed on only one trip. (prep on, viewed, trip) -0.154
MT2 Not all of them can be visited on only one trip. (prep on, visited, trip) 1.042

b)

SRC Eine der schärfsten Aufnahmen des Hubble-Teleskops
REF One of the sharpest pictures from the Hubble telescope
MT1 One of the strongest recordings of the Hubble telescope (prep of, recordings, telescope) -0.0004
MT2 One of the strongest images from the Hubble telescope (prep from, images, telescope) 0.3917

Table 1: Examples of errors in the predicate-argument structure produced by a syntax-based MT system.
a) mistranslated verb b) mistranslated noun. Semantic affinity scores are shown on the right. Higher
scores indicate a stronger affinity. Negative scores indicate a lack of affinity.

their core and prepositional arguments as well as
selectional preferences of nouns for their preposi-
tional arguments.

Previous work has addressed the selectional
preferences of prepositions for noun classes
(Weller et al., 2014) but not the semantic affini-
ties between a predicate and its argument class.
Another line of research on improving translation
of predicate-argument structures includes model-
ing reordering and deletion of semantic roles (Wu
and Fung, 2009; Liu and Gildea, 2010; Li et al.,
2013). These models however do not encode in-
formation about the lexical semantic affinities be-
tween target predicates and their arguments. Sen-
nrich (2015) proposes a relational dependency lan-
guage model (RDLM) for string-to-tree machine
translation. One component of RDLM predicts
the head word of a dependent conditioned on a
wide syntactic context. Our feature is different
as it quantifies the amount of information that the
predicate carries about the argument class filling a
particular syntactic function.

For one variant of the proposed feature we
found a slight improvement in automatic evalua-
tion metrics when translating short sentences as
well as an increase in precision for verb transla-
tion. However the features generally did not im-
prove automatic evaluation metrics. We conclude
that mistranslated verbs, errors in the target syn-
tactic trees produced by the decoder and under-
specified syntactic relations are negatively impact-
ing these features.

The paper is structured as follows. Section 2
describes related work on improving translation
of predicate-argument structures. Section 3 intro-
duces the selectional preference feature. Section
4 describes the experimental setup and Section 5

presents the results of automatic evaluation as well
as a qualitative analysis of the machine translated
output.

2 Related work

From a syntactic perspective, a correct
predicate-argument structure will have the
sub-categorization frame of the predicate filled
in. Weller et al. (2013) use sub-categorization
information to improve case-prediction for noun
phrases when translating into German. Case
prediction for noun phrases is important in the
German language as it indicates the grammat-
ical function. Their approach however did not
produce strong improvements over the baseline.
From a large corpus annotated with dependency
relations, they extract verb-noun tuples and their
associated syntactic functions: direct object,
indirect object, subject. They also extract triples
of verb-preposition-noun in order to predict
the case of noun-phrases within prepositional-
phrases. The probabilities of such tuples and
triples are computed using relative frequencies
and then used as a feature for a CRF classifier that
predicts the case of noun-phrases. Weller et al.
(2013) apply the CRF classifier to the output of
a word-to-stem phrased-based translation system
as a post-processing step. In contrast, our model
is used directly as a feature in the decoder. While
Weller et al. (2013) identify the arguments of the
verb and their grammatical function by projecting
the information from the source sentence we use
the dependency tree produced by the string-to-tree
decoder. We also consider prepositional modifiers
of nouns.

Weller et al. (2014) propose using noun class
information to model selectional preferences of

33



prepositions in a string-to-tree translation system.
They use the noun class information to annotate
PP translation rules in order to restrict their appli-
cability to specific semantic classes. In our work
we don’t impose hard constraints on the transla-
tion rules, but rather soft constraints using our
model as a feature in the decoder. While we
use word embeddings to cluster arguments, Weller
et al. (2014) experiment with a lexical seman-
tic taxonomy and clustering words based on co-
occurrences within a window or syntactic features
extracted from dependency-parsed data.

Modeling reordering and deletion of semantic
roles (Wu and Fung, 2009; Liu and Gildea, 2010;
Li et al., 2013) has been another line of research on
improving translation of predicate-argument struc-
tures. Liu and Gildea (2010) propose modeling
reordering of a complete semantic frame while Li
et al. (2013) propose finer grained features that
distinguish between predicate-argument reorder-
ing and argument-argument reordering. Gao and
Vogel (2011) and Bazrafshan and Gildea (2013)
annotate target non-terminals with the semantic
roles they cover in order to extract synchronous
grammar rules that cover the entire predicate argu-
ment structure. These models however do not en-
code information about the lexical semantic affini-
ties between target predicates and their arguments.

In this work we focus on using selectional pref-
erence over predicate and arguments in the tar-
get as this is a simple way of leveraging external
knowledge in the translation framework.

3 Selectional Preference Feature

3.1 Learning Selectional Preferences

Selectional preferences describe the semantic
affinities between predicates and their argument
fillers. For example, the verb ”drinks” has a strong
preference for arguments in the conceptual class of
”liquids”. Therefore the word ”wine” can be dis-
ambiguated when it appears in relation to the verb
”drinks”. A corpus driven approach to modeling
selectional preferences usually involves extracting
triples of (syntactic relation, predicate, argument)
and computing co-occurrence statistics. The pred-
icate and argument are represented by their head
words and the triples are extracted from automati-
cally parsed data. Another typical step is general-
izing over seen arguments. Approaches to gener-
alization include using an ontology such as Word-
Net (Resnik, 1996), using distributional semantics

similarity (Erk et al., 2010; Séaghdha, 2010; Ritter
et al., 2010), clustering (Sun and Korhonen, 2009),
multi-modal datasets (Shutova et al., 2015), and
neural networks (Cruys, 2014).

Our feature is based on the measure proposed
by Resnik (1996). It uses unsupervised clusters
to generalize over seen arguments. Resnik (1996)
uses selectional preferences of predicates for word
sense disambiguation. The information theoretic
measure for selectional preference proposed by
Resnik quantifies the difference between the pos-
terior distribution of an argument class given the
verb and the prior distribution of the class. For
instance, ”person” has a higher prior probability
than ”insect” to appear in the subject relation, but,
knowing the verb is ”fly”, the posterior probability
becomes higher for ”insect”.

Resnik’s model defines selectional preference
strength of a predicate as:

SelPref(p, r) = KL(P (c|p, r) ‖ P (c|r))

=
∑

c

P (c|p, r)logP (c|p, r)
P (c|r)

(1)

where KL is the Kullback - Leibler divergence,
r is the relation type, p is the predicate and c
is the conceptual class of the argument. Resnik
uses WordNet to obtain the conceptual classes of
arguments, therefore generalizing over seen ar-
guments. The selectional association or seman-
tic affinity between a predicate and an argument
class is quantified as the relative contribution of
the class towards the overall selectional strength
of the predicate:

SelAssoc(p, r, c) =
P (c|p, r)logP (c|p,r)

P (c|r)
SelStr(p, r)

(2)

We give examples of the selectional preference
strength and selectional association scores for dif-
ferent verbs and their arguments in Table 2. The
verb see takes on many arguments as direct ob-
jects and therefore has a lower selectional prefer-
ence strength for this syntactic relation. In contrast
the predicate hereditary takes on fewer arguments
for which it has a stronger selectional preference.

Several selectional preference models have
been used as features in discriminative syntac-
tic parsing systems. Cohen et al. (2012) observe
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Verb Relation SelPref Argument SelAssoc
see dobj 0.56 PRN 0.123

movie 0.022
episode 0.001

is–hereditary nsubj 1.69 disease 0.267
monarchy 0.148
title 0.082

drink dobj 3.90 water 0.144
wine 0.061
glass 0.027

Table 2: Example of selectional preference (SelPref) and selectional association (SelAssoc) scores for
different verbs. PRN is the class of pronouns.

that when parsing out-of-domain data many at-
tachment errors occur for the following syntactic
configurations: head (V or N) – prep – obj and
head (N) – adj. The authors proposed a class-
based measure of selectional preferences for these
syntactic configurations and learn the argument
classes using Latent Dirichlet Allocation (LDA).
Kiperwasser and Goldberg (2015) compare differ-
ent measures of lexical association between head
word and modifier word for improving depen-
dency parsing. Their results show that the associa-
tion measure based on pointwise mutual informa-
tion (PMI) has similar generalization capabilities
as a measure of distributional similarity between
word embeddings. van Noord (2007) has shown
that bilexical association scores computed using
PMI for all types of dependency relations are a
useful feature for improving dependency parsing
in Dutch.

3.2 Adaptation of Selectional Preference
Models for Syntax-Based Machine
Translation.

We are interested in modeling selectional pref-
erences of verbs for their core and prepositional
arguments as well as selectional preferences of
nouns for their prepositional arguments. We iden-
tify the relation between a predicate and its mod-
ifier from the dependency tree produced by a
string-to-tree machine translation system. Since
we are interested in using the feature during de-
coding, we need the model to be fast to query and
have broad coverage.

Our selectional preference feature is a variant
of the information theoretic measure of Resnik
(1996) defined in Eq 2. While Resnik uses the
WordNet classes of the arguments, this is not ap-

propriate for a machine translation task where the
vocabulary has millions of words and English is
not the only targeted language. Therefore we
adapt Resnik’s selectional association measure in
two ways.

In the first model SelAssoc L we compute the
co-occurrence statistics defined in Eq 2 over lem-
mas of the predicate and argument head words.

In the second model SelAssoc C we replace the
WordNet classes in Eq 2 with word clusters1 . We
obtain the word clusters by applying the k-means
algorithm to the glovec word embeddings (Pen-
nington et al., 2014).

Prepositional phrase attachment remains a fre-
quent and challenging error for syntactic parsers
(Kummerfeld et al., 2012) and translation of
prepositions is a challenge for SMT (Weller et al.,
2014). Therefore we decide to use two separate
features: one for main arguments (nsubj, nsubj-
pass, dobj, iobj) and one for prepositional argu-
ments.

3.3 Comparison with a Neural Relational
Dependency Language Model.

Sennrich (2015) proposes a relational dependency
language model (RDLM) for string-to-tree ma-
chine translation, which he trains using a feed-
forward neural network. For a sentence S
with symbols w1, w2, ...wn and dependency labels
l1, l2, ...ln with li the label of the incoming arc at
position i, RDLM is defined as:

1We have not done experiments with WordNet classes.
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Figure 1: Example of a translation and its dependency tree in constituency representation produced by
the string-to-tree SMT system. Triples extracted during decoding are shown on the right.

P (S,D) ≈
n∏

i=1

Pl(i)× Pw(i)

Pl(i) = P (li | hs(i)q1, ls(i)q1, ha(i)r1, la(i)r1)
Pw(i) = P (wi | hs(i)q1, ls(i)q1, ha(i)r1, la(i)r1, li)

(3)

where for each of q siblings and r ancestors of
wi, hs and ha are their head words and ls and la
their dependency labels. The Pw(i) distribution
models similar information as our proposed fea-
ture SelAssoc. However we use ha(i)1, li as con-
text and consider only a subset of dependency la-
bels: nsubj, nsubjpass, dobj, iobj, prep. The re-
duced context alleviates problems of data sparsity
and is more reliably extracted at decoding time.
The subset of dependency relations identify argu-
ments for which predicates might exhibit selec-
tional preferences. Our feature is different from
RDLM −Pw as it quantifies the amount of infor-
mation that the predicate carries about the argu-
ment class filling a particular syntactic function.
We hypothesize that such information is useful
when translating arguments that appear less fre-
quently in the training data but are prototypical for
certain predicates. For example the triples (bus,
drive, dobj) and (van, drive, dobj) have the fol-
lowing log posterior probabilities and SelAssoc
scores: log P(bus | drive, dobj) = -5.44, log P(van |
drive, dobj)= -5.58 and SelAssoc(bus, drive, dobj)
= 0.0079, SelAssoc(van, drive, dobj) = 0.0103.

4 Experimental setup

Our baseline system for translating German into
English is the Moses string-to-tree toolkit imple-

menting GHKM rule extraction (Galley et al.,
2004, 2006; Williams and Koehn, 2012). The
string-to-tree translation model is based on a syn-
chronous context-free grammar (SCFG) that is
extracted from word-aligned parallel data with
target-side syntactic annotation. The system was
trained on all available data provided at WMT15
2 (Bojar et al., 2015). The number of sentences in
the training, tuning and test sets are shown in Ta-
ble 3. We use the following rule extraction param-
eters: Rule Depth = 5, Node Count = 20, Rule Size
= 5. At decoding time we give a high penalty to
glue rules and allow non-terminals to span a max-
imum of 50 words. We train a 5-gram language
model on all available monolingual data 3 using
the SRILM toolkit (Stolcke, 2002) with modi-
fied Kneser-Ney smoothing (Chen and Goodman,
1998) for training and KenLM (Heafield, 2011) for
language model scoring during decoding.

Train Tune Test
4,472,694 2000 8172

Table 3: Number of sentences in the training, tun-
ing and test sets. The test set consists of the WMT
newstest2013, 2014 and 2015.

The English side of the parallel corpus is anno-
tated with dependency relations using the Stanford
dependency parser (Chen and Manning, 2014).
The dependency structure is then converted to a
constituency representation which is needed to run
the GHKM rule extraction. We use the conversion

2http://www.statmt.org/wmt15/translation-task.html
3target side of the parallel corpus, the monolingual En-

glish News Crawl, Gigaword and news-commentary
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algorithm and the head word extraction method
described in Sennrich (2015).

For training the selectional preference features
we extract triples of (dependency relation, predi-
cate, argument ) from parsed data, where the pred-
icate and argument are identified by their head
word. We use the english side of the parallel data
and the Gigaword v.5 corpus parsed with Stanford
typed dependencies (Napoles et al., 2012). We
use Stanford dependencies in the collapsed ver-
sion which resolves coordination 4 and collapses
the prepositions. Figure 1 shows an example of a
translated sentence, its dependency tree produced
by the string-to-tree system and the triples ex-
tracted at decoding time. We consider the fol-
lowing main arguments: nsubj, nsubjpass, dobj,
iobj and prep arguments attached to both verbs
and nouns. Table 4 shows the number of extracted
triples.

Type of relation Number of triples
main 540,109,283
prep 810,118,653
nsubj 315,852,775
nsubjpass 32,111,962
dobj 188,412,178
iobj 3,732,368

Table 4: Number of relation triples extracted from
parsed data. The data consists of the English side
of the parallel data and Gigaword. main arguments
include: nsubj, nsubjpass, dobj, iobj.

We integrate the feature in a bottom-up chart de-
coder. The feature has several scores:

• A counter for the dependency triples covered
by the current hypothesis.

• A selectional association score aggregated
over all main arguments: nsubj, nsubjpass,
dobj, iobj.

• A selectional association score aggregated
over all prepositional arguments with no dis-
tinction between noun and verb modifiers.

For both tuning and evaluation of all machine
translation systems we use a combination of the
cased BLEU score and head-word chain metric
(HWCM ) (Liu and Gildea, 2005). The HWCM met-
ric implemented in the Moses toolkit computes

4Coordination is not resolved at decoding time.

the harmonic mean of precision and recall over
head-word chains of length 1 to 4. The head-word
chains are extracted directly from the dependency
tree produced by the string-to-tree decoder and
from the parsed reference. Tuning is performed
using batch MIRA (Cherry and Foster, 2012) on
1000-best lists. We report evaluation scores av-
eraged over the newstest2013, newstest2014 and
newstest2015 data sets provided by WMT15.

5 Evaluation

5.1 Error analysis

We wanted to get an idea about how often the verb
and its arguments are mistranslated. For this pur-
pose we manually annotated errors in sentences
with more than 5 words and at most 15 words.
With this criterion we avoided translations with
scrambled predicate-argument structures. Each
sentence had roughly one main verb.

To have a more reliable error annotation we first
post-edited 100 translations from the baseline sys-
tem. We then compared the translations with their
post-editions and annotated error categories using
the BLAST tool (Stymne, 2011). We considered
a sense error category when there was a wrong
lexical choice for the head of a main argument, a
prepositional modifier or the main verb. We also
annotated mistranslated prepositions.

Error Category Error Count Total
Preposition 18 143
Sense 53 388

Main argument 18 145
Prep modifier 9 143
Main verb 26 100

Table 5: Number of mistranslated words in 100
sentences manually annotated with error cate-
gories.

In Table 5 we can see that 26 percent of the
verbs are mistranslated and about 10 percent of
the arguments. Mistranslated verbs are problem-
atic since the feature produces the selectional as-
sociation scores for the wrong verb. Although the
semantic affinity is mutual, the formulation of the
score conditions on the verb. In the cases when
both the verb and the argument are mistranslated
the association score might be high although the
translation is not faithful to the source.
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5.2 Evaluation of the Selectional Preference
Feature

First, we determine the effectiveness of our selec-
tional association features. We compare the two
different selectional association features described
in section 3.2: SelAssoc L and SelAssoc C . We re-
port the results of automatic evaluation in Table 6.

Neither of the features improved the automatic
evaluation scores. The SelAssoc L suffers from
data sparsity while the SelAssoc C feature is over-
generalizing due to noisy clustering. Adding both
features compensates for these issues, however we
only see a slight improvement in BLEU scores
for shorter sentences5: 25.59 compared to 25.40
for the baseline system. We further investigate
whether sparse features are more informative.

System BLEU -c HWCM

Baseline 26.45 24.47
+ SelAssoc L 26.41−.04 24.52+.05

+ SelAssoc C 26.48+.03 24.54+.07

+ SelAssoc L
+ SelAssoc C 26.48+.03 24.47+.00

+ Bin (SelAssoc L
+ SelAssoc C) 26.37−.08 24.53+.06

+ RDLM–Pw (1, 0, 0) 26.35−.10 24.75+.28

+ RDLM–Pw (2, 1, 1) 26.38−.07 24.83+.36

Table 6: Results for string-to-tree systems with Se-
lAssoc and RDLM–Pw features. The number of
clusters used with SelAssoc C is 500. The triples
in parenthesis indicate the context size for ances-
tors, left siblings and right siblings respectively.
The RDLM–Pw configuration (1, 0, 0) captures
similar syntactic context as the selectional prefer-
ence features.

We changed the format of the features in or-
der to experiment with sparse features. By us-
ing sparse features we let the tuning algorithm dis-
criminate between low and high values of the Se-
lAssoc score. For each of the SelAssoc features
we normalized the scores to have zero mean and
standard deviation one and mapped them to their
corresponding percentile. A sparse feature was
created for each percentile, below and above the
mean 6 resulting in a total of 20 sparse features.
However this formulation of the feature also did

52701 sentences with more than 5 words and at most 15
words

6Up to two standard deviations below the mean and three
standard deviations above the mean.

not improve the evaluation scores as shown in the
fifth row of Table 6.

The lack of variance in automatic evaluation
scores can be explained by: a) the feature touches
only a few words in the translation and b) the rela-
tion between a predicate and its argument is iden-
tified at later stages of the bottom-up chart-based
decoding when many lexical choices have already
been pruned out. The SelAssoc scores, similar to
mutual information scores, are sensitive to outlier
events with low frequencies in the training data. In
the next section we investigate whether a more ro-
bust model would mitigate some of these issues
and experiment with a neural relational depen-
dency language model (RDLM) (Sennrich, 2015).

5.3 Comparison with a Relational
Dependency LM

The RDLM (Sennrich, 2015) is a feed-forward
neural network which learns two probability dis-
tributions conditioned on a large syntactic context
described in Eq 3: Pw predicts the head word of
the dependent and Pl the dependency relation. We
compare our feature with RDLM–Pw.

For training the RDLM–Pw we use the parame-
ters for the feed-forward neural network described
in Sennrich (2015): 150 dimensions for input
layer, 750 dimensions for the hidden layer, a vo-
cabulary of 500 000 words and 100 noise samples.
We train the RDLM–Pw on the target side of the
parallel data. Although we use less data than for
training the SelAssoc features, the neural network
is inherently good at learning generalizations and
selecting the appropriate conditioning context.

We experiment with different configurations for
RDLM–Pw by varying the number of ancestors as
well as left and right siblings:

• ancestors = 1, left = 0, right = 0

• ancestors = 2, left = 1, right = 1

The first configuration captures similar syntac-
tic context as the SelAssoc features. The only ex-
ception is the prep relation for which the head of
pobj, the actual preposition, is a sibling of the ar-
gument. The results are shown in the last two lines
of Table 6 and the configuration is marked be-
tween parentheses for the ancestors, left siblings
and right siblings respectively.

The RDLM–Pw performs slightly better than
the selectional preference feature in terms of the
HWCM scores. An increase in HWCM is to be
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Figure 2: Frequency and translation precision of triples with respect to the distance between the predicate
and its arguments. Frequency is computed for triples extracted from the reference sentences of the tests
sets. Translation precision is computed over triples extracted from the output of the two translation
systems: baseline system and the system with SelAssoc L and SelAssoc C features.

expected since the RDLM–Pw models all depen-
dency relations. However there is not a significant
contribution from having a larger syntactic con-
text.

5.4 Analysis

In this section we investigate possible reasons for
the low impact of our selectional preference fea-
tures. We look at how frequently our features are
triggered, and how precision is influenced by the
distance between predicates and arguments.

Firstly we are interested in how often the fea-
ture triggers and how it influences the overall se-
lectional association score of the test set. On av-
erage, 4.85 triples can be extracted per sentence
produced by our system. Out of these, 4.35 triples
get scored by the SelAssoc C feature and 3.56 by
the SelAssoc L feature. The selectional associa-
tion scores are higher on average for our system
than for the baseline as shown in Table 7. The Se-
lAssoc C feature seems to overgeneralize for the
prep relations as the scores are on average higher
than for the reference triples. We therefore con-
clude that our feature is having an impact on the
translation system.

Secondly we want to understand the interaction
between the SelAssoc features and the language
model. For this purpose we compute the frequency
and translation precision of triples with respect to

SelAssoc L SelAssoc C
System main prep main prep
Baseline 0.067 0.039 0.164 0.147
+ SelAssoc L
+ SelAssoc C 0.074 0.041 0.175 0.305

Reference 0.077 0.043 0.186 0.163

Table 7: Average selectional association scores for
the test sets. Scores are aggregated over the main
and prep argument types. main arguments include:
nsubj, nsubjpass, dobj, iobj.

the distance between the predicate and its argu-
ments. Figure 2 shows the frequency of triples
extracted from the reference sentence as well as
the translation precision of triples extracted from
the output of the translation systems. For more
reliable precision scores we lemmatized all pred-
icates and arguments. Most arguments are within
a 5 word window from the predicate. Therefore
most triples are also scored by the language model.
For these triples we see only a slight increase in
precision for our system. This result indicates that
for predicates and arguments that are close to each
other, the feature is not adding much information.
As the distance increases the precision decreases
drastically for both systems. A longer distance
between predicates and arguments also implies a

39



Source Das 16-jährige Mädchen und der 19-jährige Mann brachen kurz nach Sonntagmittag in Govetts Leap in Blackheath zu ihrer Tour auf.
Reference The 16-year old girl and the 19-year old man went on their tour shortly after Sunday lunch at Govetts Leap in Blackheath.
Baseline The 16-year old girl and the 19-year old man broke shortly after Sunday lunch in Govetts Leap in Blackheath on their tour.

Figure 3: Examples of a complex sentence with multiple prepositional modifiers. Information about
semantic roles is needed to identify the relevant prepositional modifier.

more complex syntactic structure which will neg-
atively impact the quality of extracted triples and
the selectional association scores.

5.5 Discussion

One reason for the small impact of both SelAssoc
and RDLM–Pw features could be the poor qual-
ity of the syntactic trees produced by the decoder
for longer sentences. In the cases where the rela-
tion between predicate and argument can be reli-
ably extracted, such as the example in Fig 1, the
features are not adding more information than is
already covered by the language model.

In more complex sentences there are cases
where the features score modifiers that are not im-
portant for disambiguating the verb. The exam-
ple in Figure 3 has several prepositional modifiers
but only on tour could help disambiguate the verb
brachen (went). In such cases identifying the se-
mantic roles of the modifiers in the source and pro-
jecting them on the target might be useful for bet-
ter estimation of semantic affinities.

The error analysis on short sentences showed
that translation of verbs is problematic for syntax-
based systems. This is confirmed by the low pre-
cision scores7 for verb translation shown in Table
8. Although there is a slight improvement in pre-
cision, generally mistranslated verbs impact our
features as the semantic affinity is scored for the
wrong verb. A solution would be to add the source
verbs in the conditioning context.

System Precision
baseline 46.10
+ SelAssoc L + SelAssoc C 46.26+.16

+ RDLM–Pw (2, 1, 1) 46.31+.21

Table 8: Evaluation of verb translation in the test
set. Precision scores are computed over verb lem-
mas against the reference translations.

7The precision scores were computed over verb lemmas
extracted automatically from the test sets. In total 21633
source verbs were evaluated.

6 Conclusions

This paper explores whether knowledge about se-
mantic affinities between the target predicates and
their argument fillers is useful for translating am-
biguous predicates and arguments. We propose
three variants of a selectional preference feature
for string-to-tree statistical machine translation
based on the selectional association measure of
Resnik (1996). We compare our features with a
variant of the neural relational dependency lan-
guage model (RDLM) (Sennrich, 2015) and find
that neither of the features improves automatic
evaluation metrics. We conclude that mistrans-
lated verbs, errors in the target syntactic trees pro-
duced by the decoder and underspecified syntactic
relations are negatively impacting these features.
We propose to address these issues in future work
by augmenting the feature with source side infor-
mation such as the source verb and the semantic
roles of its arguments.
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Abstract

We explore two approaches to model com-
plement types (NPs and PPs) in an English-
to-German SMT system: A simple abstract
representation inserts pseudo-prepositions
that mark the beginning of noun phrases,
to improve the symmetry of source and tar-
get complement types, and to provide a
flat structural information on phrase bound-
aries. An extension of this representation
generates context-aware synthetic phrase-
table entries conditioned on the source side,
to model complement types in terms of
grammatical case and preposition choice.
Both the simple preposition-informed sys-
tem and the context-aware system signifi-
cantly improve over the baseline; and the
context-aware system is slightly better than
the system without context information.

1 Introduction

SMT output is often incomprehensible because it
confuses complement types (noun phrases/NPs vs.
prepositional phrases/PPs) by generating a wrong
grammatical case, by choosing an incorrect prepo-
sition, or by arranging the complements in a mean-
ingless way. However, the choice of complement
types in a translation represents important infor-
mation at the syntax-semantics interface: The case
of an NP determines its syntactic function and its
semantic role; similarly, the choice of preposition
in a PP sets the semantic role of the prepositional
phrase.

While the lexical content of a target-language
phrase is defined by the source sentence, the exact
choice of preposition and case strongly depends
on the target context, and most specifically on the
target verb. For example, the English verb phrase
to call for sth. can be translated into German by etw.

erfordern (subcategorizing a direct-object NP but
no preposition) or by (nach) etw. verlangen (subcat-
egorizing either a direct-object NP or a PP headed
by the preposition nach). Differences in grammat-
ical case and syntactic functions between source
and target side include phenomena like subject-
object shifting: [I]SUBJ like [the book]OBJ vs. [das
Buch]SUBJ gefällt [mir]OBJ. Here, the English ob-
ject corresponds to a German subject, whereas the
English subject corresponds to the indirect object
in the German sentence.

Selecting the wrong complement type or an in-
correct preposition obviously has a major effect on
the fluency of SMT output, and also has a strong im-
pact on the perception of semantic roles. Consider
the sentence John looks for his book. When the
preposition for is translated literally by the prepo-
sition für, the meaning of the translated sentence
John sucht für sein Buch shifts, such that the book
is no longer the object that is searched, but rather
a recipient of the search. To preserve the source
meaning, the prepositional phrase headed by for
must be translated as a direct object of the verb
suchen, or as a PP headed by the preposition nach.

Since prepositions tend to be highly ambiguous,
the choice of a preposition depends on various fac-
tors. Often, there is a predominant translation, such
as for → für, which is appropriate in many con-
texts, but unsuitable in other contexts. Such trans-
lation options are often difficult to override, even
when there are clues that the translation is wrong.
Furthermore, even though prepositions are highly
frequent words, there can be coverage problems if
a preposition is not aligned with the specific prepo-
sition required by the context, due to structural
mismatches.

This paper presents two novel approaches to im-
prove the modeling of complement types. A sim-
ple approach introduces an abstract representation
of “placeholder prepositions” at the beginning of
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noun phrases on the source and target sides. The
insertion of these placeholder prepositions leads
to a more symmetric structure and consequently
to a better coverage of prepositions, as all NPs
are effectively transformed into PPs, and preposi-
tions in one language without a direct equivalent
in the other language can be aligned. Furthermore,
the placeholder prepositions function as explicit
phrase boundaries and are annotated with grammat-
ical case, so they provide flat structural information
about the syntactic function of the phrase. The
placeholder representation leads to a significant
improvement over a baseline system without prepo-
sitional placeholders.

Our second approach enhances the abstract
placeholder representation, and integrates source-
side context into the phrase table of the SMT sys-
tem to model different complement types. This
is done by generating synthetic phrase-table en-
tries containing contextually predicted prepositions.
With this process, we aim to (i) improve the prepo-
sition choice conditioned on the source sentence,
and to (ii) manipulate the scores in the generated
entries to favour context-appropriate translations.
Generating phrase-table entries allows to create
prepositions in contexts not observed in the paral-
lel training data. The resulting phrase-table entries
are unique for each context and provide the best
selection of translation options in terms of comple-
ment realization on token-level. This variant sig-
nificantly outperforms the baseline, and is slightly
better than the system with inserted placeholder
prepositions.

2 Related Work

Our work is related to three research areas: using
source-side information, previous approaches to
model case and prepositions and the synthesis of
phrase-table entries.

Source-side information has been applied to
SMT before, often for the purpose of word
sense disambiguation and improving lexical choice
(Carpuat and Wu, 2007; Gimpel and Smith, 2008;
Jeong et al., 2010; Tamchyna et al., 2014), but
without a focus on synthesis or syntactic-semantic
aspects such as subcategorization.

Prepositions are difficult to translate and respon-
sible for many errors, as has been shown in many
evaluations of machine translation. For example,
Williams et al. (2015) presented a detailed error
analysis of their shared task submissions, listing

the number of missing/wrong content and function
words. For the language pair English–German, the
combined number of missing/wrong/added prepo-
sitions is one of the most observed error types.
Agirre et al. (2009) were among the first to use rich
linguistic information to model prepositions and
grammatical case in Basque within a rule-based sys-
tem, leading to an improved translation quality for
prepositions. Their work is extended by Shilon et
al. (2012) with a statistical component for ranking
translations. Weller et al. (2013) use a combination
of source-side and target-side features to predict
grammatical case on the SMT output, but without
taking into account different complement types (NP
vs. PP). Weller et al. (2015) predict prepositions
as a post-processing step to a translation system
in which prepositions are reduced to placeholders.
They find, however, that the reduced representation
leads to a general loss in translation quality. Exper-
iments with annotating abstract information to the
placeholders indicated that grammatical case plays
an important role during translation. We build on
their observations, but in contrast with generating
prepositions in a post-processing step, prepositions
in our work are accessible to the system during de-
coding, and the phrase-table entries are optimized
with regard to the source-sentence. Finnish is a
highly inflective language with a very complex case
and preposition system. Tiedemann et al. (2015)
experimented with pseudo-tokens added to Finnish
data to account for the fact that Finnish morpholog-
ical markers (case) often correspond to a separate
English word (typically a preposition). Due to the
complexity of Finnish, only a subset of markers
is considered. The pseudo-tokens are applied to a
Finnish–English translation system, but a manual
evaluation remains inconclusive about the effective-
ness of their method. For the preposition-informed
representation in our work, we adapt both source
and target language to obtain more isomorphic par-
allel data. Also, we translate into the morphologi-
cally rich language, which requires morphological
modeling with regard to, e.g., grammatical case and
portmanteau prepositions (cf. section 3) to ensure
morphologically correct output.

Synthetic phrases have been implemented by
Chahuneau et al. (2013) to translate into morpho-
logically rich languages. They use a discriminative
model based on source-side features (dependency
information and word clusters) to predict inflected
target words based on which phrase-table entries
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metals

emptyprep

gold

to

make

Figure 1: Example for preposition-informed repre-
sentation with empty placeholders heading NPs.

are generated. They report an improvement in trans-
lation quality for several language pairs. In con-
trast, our approach concentrates on the generation
of closed-class function words to obtain the most
appropriate complement type given the source sen-
tence. This includes generating word sequences not
observed in the training data, i.e. adding/changing
prepositions for a (different) PP or removing prepo-
sitions to form an NP. A task related to synthesizing
prepositions is that of generating determiners, the
translation of which is problematic when translat-
ing from a language like Russian that does not have
definiteness morphemes. Tsvetkov et al. (2013)
create synthetic translation options to augment the
phrase-table. They use a classifier trained on local
contextual features to predict whether to add or re-
move determiners for the target-side of translation
rules. In contrast with determiners, which are local
to their context, we model and generate function
words with semantic content which are subject to
complex interactions with verbs and other subcate-
gorized elements throughout the sentence.

3 Inflection Prediction System

We work with an inflection prediction system
which first translates into a stemmed representation
with a component for inflecting the SMT output in a
post-processing step. The stemmed representation
contains markup (POS-tags and number/gender on
nouns and case on prepositions, as can be seen in
figure 1) which is used as input to the inflection
component. Inflected forms are generated based
on the morphological features number, case, gen-
der and strong/weak, which are predicted on the
SMT output using a sequence model and a morpho-
logical tool (cf. section 6.1). Modeling morphol-
ogy is necessary when modifying German prepo-
sitions, as they determine grammatical case and
changing a preposition might require to adapt the

inflection of the respective phrase, too. Portman-
teau prepositions (contracted forms of preposition
and determiner) are split during the synthesizing
and translation process, and are merged after the
inflection step. For more details about modeling
complex morphology, see for example Toutanova
et al. (2008), Fraser et al. (2012) or Chahuneau et
al. (2013).

4 Preposition-Informed Representation

Our first approach introduces a simple abstract rep-
resentation that inserts pseudo-preposition markers
to indicate the beginning of noun phrases. This
representation serves two purposes: to adjust the
source and target sides for structural mismatches
of different complement types, and to provide in-
formation about syntactic functions and semantic
roles via the annotation of grammatical case.

Placeholders for empty prepositions are inserted
at the beginning of noun phrases in both the source
and target language. Figure 1 provides an example
of the training data with two structural mismatches:
the PP on the source side into gold corresponds to
the NP Gold<Sg>[NN] on the target side, and the
NP on the source side (base metals) corresponds
to the PP aus unedel Metall on the target side.
Without the placeholders at the beginning of noun
phrases, the word alignment for these phrases con-
tains either unaligned overt prepositions1, or impre-
cise one-to-many alignments containing preposi-
tions such as “into gold→ Gold<Sg>[NN]”, which
are wrong in many contexts.

The placeholder prepositions lead to a cleaner
word alignment: the inserted empty preposition on
the source side (in nullprp base metals) is aligned
to the overt preposition aus on the target side,
whereas the overt source preposition in into gold
can be aligned to an empty preposition on the tar-
get side. As a consequence of the improved word
alignment, the resulting system has a better cover-
age of individual prepositions, and the amount of
prepositions being lumped together with an adja-
cent word via alignment is reduced. In addition, the
placeholder between Metall and Gold provides an
explicit phrase boundary between a PP and a direct
object NP. The annotation with grammatical case
provides information about the syntactic function
of a phrase, such as a subject (EMPTY-Nom) or a
direct object (EMPTY-Acc). For PPs, the case repre-

1We use the term overt prepositions for actually present
prepositions, as opposed to “empty” prepositions.
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sentence 1: nullprp beginners look for weapons in different ways .

sentence 2: nullprp screenshot of the site that accepts nullprp orders for weapons .

1 2 3 4 5 6 7 8 9 10 11
NP/PP tag word func head head parent parV parV parN parN best-5
src src src src src trg src src trg src trg predicted

se
nt

en
ce

1 PP IN for prep weapon Waffe V look – – – nach-Dat 0.349
empty-Acc 0.224
empty-Nom 0.206
von-Dat 0.067
für-Acc 0.064

se
nt

en
ce

2 PP IN for prep weapon Waffe N – – order – für-Acc 0.559
empty-Nom 0.184
von-Dat 0.087
nach-Dat 0.078
empty-Acc 0.053

Table 1: Source and target side features for the prediction of placeholders in the phrase for weapons→
PREP Waffe<Pl>[NN] in two sentences, using the top-5 five predictions; appropriate prepositions are bold.
The prediction model corresponds to model (2) in table 7.

sents an indicator whether a preposition is part of a
directional (accusative) or a locational (dative) PP.

5 Synthetic Phrase-Table Entries

Our second, extended approach generates synthetic
phrases from intermediate generic placeholders.
We combine source-side and target-side features to
synthesize phrase-table entries that are unique for
the respective source-side context.

5.1 Motivation and Example
The preposition-informed representation presents a
straightforward solution to handle different struc-
tures on the source and target side. However, there
are two remaining issues: first, the distribution
of translation probabilities might favour a comple-
ment realization that is invalid for the respective
context; and second, the required preposition might
not even occur in the parallel training data as a
translation of the source phrase. As a solution to
these problems, we explore the idea of synthesizing
phrase-table entries, in order to adjust the transla-
tion options to token-level requirements in a way
that allows to take into account relevant informa-
tion from the entire source sentence.

As a basis for the prediction of synthetic phrase-
table entries, all empty and overt prepositions are
replaced with a generic placeholder PREP. In the
prediction step, generic placeholders are trans-
formed into an overt or an empty preposition. Ev-
ery phrase can thus be inflected as either PP or NP,
depending on the sentence context. The format
of the synthesized phrases corresponds to that of
the preposition-informed system, with one major
difference: for each source phrase, a unique set of

target-phrases (possibly with new word sequences)
is generated to provide an optimal set of translation
options on token level.

Table 1 illustrates the first step of the process:
the two sentences above the table both contain
the phrase for weapons, which occur in different
contexts. The predominant literal translation of
for is für, which is however only correct in the
second sentence, modifying the noun order. In
the context of the verb look, the preposition nach
or the empty preposition are correct. Thus, for
the underlying target phrase PREP Waffe<Pl>[NN],
different prepositions need to be available for
different contexts: for the first sentence, the in-
termediate placeholder entry should yield nach

Waffe<Pl>[NN] and EMPTY-Acc Waffe<Pl>[NN];
for the second sentence, it should yield für

Waffe<Pl>[NN] (bold in table 1). In particular, it
is possible to generate target entries that have not
been observed in the training data in combination
with the source phrase. This is, for example, the
case for EMPTY-Acc Waffe<Pl>[NN] which does
not occur as a possible translation option of for
weapons in the preposition-informed system.

5.2 Prediction Features

Table 1 shows the set of source-side and target-side
features used to train a maximum entropy classifier
for the prediction task. As phrase-table entries are
often short, we rely heavily on source-side features
centered around the placeholder preposition. Via
dependency parses (Choi and Palmer, 2012), rele-
vant information is gathered in the source sentence.
Source information comes from the entire sentence,
and may go beyond the phrase boundary, whereas
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Target p(e|f)
Pr

ep
-I

nf
or

m
ed für[Acc]Waffe<Fem><Pl>[NN] 0.333

nach[Dat] Waffe<Fem><Pl>[NN] 0.148
für[Acc] nuklear<Pos>[ADJA] 0.037
für[Acc] militärisch<Pos>[ADJA] 0.037
für[Acc] die<+ART>[ART] 0.037

Sy
nt

he
tic

Ph
ra

se
s

se
nt

en
ce

1

nach[Dat] Waffe<Fem><Pl>[NN] 0.192 3
empty[Acc] Waffe<Fem><Pl>[NN] 0.131 3
empty[Nom] Waffe<Fem><Pl>[NN] 0.121
für[Acc] Waffe<Fem><Pl>[NN] 0.094
von[Dat] Waffe<Fem><Pl>[NN] 0.038

se
nt

en
ce

2 für[Acc] Waffe<Fem><Pl>[NN] 0.336 3
empty[Nom] Waffe<Fem><Pl>[NN] 0.101
von[Dat] Waffe<Fem><Pl>[NN] 0.045
nach[Dat] Waffe<Fem><Pl>[NN] 0.041
die<+ART>[ART] Waffe<Fem><Pl>[NN] 0.037

Table 2: The top-5 synthetic phrases according
to p(e|f) for the phrase for weapons based on the
predictions from table 1. Phrases marked with 3are
correct in the respective context.

the target-side context is restricted to the phrase.
The source-side features comprise the type of

the aligned phrase (1), the tag (2) and the word
(3), as well as the syntactic function of that phrase
in the source sentence (4: subj, obj, prep), and
the governed noun (5: weapon). Furthermore, the
word (verb (8) or noun (10)) governing the aligned
preposition is identified and used as a feature along-
side with its tag information (7: V/N). The content
words from the source side, head-src (5) and parent-
V/N (9,11) are then projected to the target side, if
present in the phrase. In addition, up to three words
to the left or right of the placeholder provide target-
side context, depending on the length of the target
phrase. From these features, information about the
verb and the syntactic role in the source sentence
are probably most important. While the content
of an NP (e.g., to order weapons/cake/etc.) is not
necessarily relevant to determine the realization of
a placeholder2, the training also relies on feature
n-grams such as noun-verb tuples or preposition-
noun-verb triples, which contain important infor-
mation about subcategorizational preferences.

As training data for this model, we use all ex-
tracted source/target/alignment triples containing a
relevant preposition from the preposition-informed
system; the preposition with case annotation is
used as the label. We record which sentence was
used to extract each phrase in order to obtain the
token-level source-side context. For the prediction

2Our experiments indicated that using features (5) and (6)
as individual features tends to be harmful, whereas in combi-
nation with other features they provide useful information.

task, the model is applied to phrase-table entries ob-
tained on the placeholder representation: For each
n-gram in the source sentence, the relevant phrase-
table entries are identified and the respective fea-
tures are extracted from the source sentence. Based
on the top-5 predictions, along with the prediction
scores, context-dependent phrase-table entries are
generated. Since the complement realization also
depends on lexical decisions in the target sentence
(such as the verb), there are often several valid op-
tions and there is no possibility to decide for one
particular realization without the actual target sen-
tence context during the prediction step. We thus
work with the set of n-best predictions to provide a
selection of probable phrase-table entries given the
source-sentence.

In this model, each preposition to be predicted
is treated as one instance; this means that each
preposition is predicted independently. In the case
of several prepositions occurring in a single phrase,
we consider all permutations of the respective n-
best predictions.

5.3 Building the Phrase Table
To build the phrase-table with synthesized target
phrases, we start by building a phrase table on
data with generic placeholders, using the word
alignments from the preposition-informed system.
The entries are then separated into two groups: en-
tries with and without placeholders. Entries with-
out placeholders do not need any further process-
ing, and are kept for the final phrase table, includ-
ing translation probabilities and lexical weights.
Phrase-table entries whose target side contains a
placeholder are then selected to undergo the predic-
tion step.

A prediction for all phrases is not feasible, so we
restrict the table to the top-20 entries according to
p(e|f). This filtering is applied to the phrase table
of the preposition-informed system; the phrase-
table entries containing generic placeholders are
then selected accordingly. With this process of
phrase selection, the synthetic-phrase system and
the preposition-informed system rely on the same
set of underlying phrase-table entries.

5.4 Scores in Phrase and Reordering Table
A phrase table typically contains the translation
probabilities p(f |e) and p(e|f), as well as the lex-
ical probabilities lex(f |e) and lex(e|f). For the
newly generated entries, new scores have to be
computed: the lexical weight of a phrase can be
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calculated based on the lexical weights of the in-
dividual words. In contrast, the translation proba-
bility of a newly generated phrase cannot be cal-
culated. We consider the translation probability
from the placeholder representation table as an ap-
proximate translation probability independent of
the actual preposition; the classifier (ME) score
indicates how well a particular preposition fits into
the target-phrase. We present three variants to esti-
mate the translation probabilities and then explore
several ways to use the scores as features to be
optimized by MERT training.

SCORE-VARIANT 1: The placeholder translation
probability and the ME scores are used as sepa-
rate features. An indicator feature counts the pre-
dicted prepositions. Non-synthesized phrases get a
pseudo ME-score of 1, and exp(0) for the indicator
feature. In the case of n > 1 prepositions, the ME
scores are multiplied, and the indicator feature is
set to exp(n).

SCORE-VARIANT 2: Variant 1 is extended with the
product of the placeholder translation probabilities
and the ME score, to account for cases where lex-
ically bad translation options received a high ME
score and thus are boosted erroneously.

SCORE-VARIANT 3A: We consider the placeholder
translation probability as the probability of a
phrase to contain some preposition and use it as the
basis to calculate a score for the phrase to contain
the predicted preposition, using the ME score.
Note, however, that the prediction score does
not provide the probability of the target phrase
representing a translation of the source phrase, but
only how well the predicted preposition fits into
the target phrase; this leads to potentially high
ME scores for bad translation options. For this
reason, we “dampen” the prediction score with the
lexical probability as an indicator for the quality of
the source-target pair, resulting in the following
formula:
Pprep(e|f) = PPlaceHolder(e|f) * (ME + lex(e|f))

where ME is the prediction score and PPlaceHolder

is the translation probability based on the place-
holder representation. lex is the lexical probability
based on the phrase containing the generated prepo-
sitions. In a variant (3b), the resulting translation
probability scores are then normalized such that
they sum to 1 with the entries without prepositions,
whose probability mass remains unchanged and
corresponds to that in the preposition-informed sys-

tem. This aims at obtaining a “real” probability dis-
tribution with context-dependent scores for phrases
containing prepositions that is as close as possible
to that in the preposition-informed system: proba-
bilities of phrases without prepositions remain the
same, whereas the scores for the generated phrases
are normalized to share the remaining probability
mass given a source phrase.

In variants 1 and 2, the ME-based scores are
used as additional features to the lexical and place-
holder translation probabilities, whereas in variant
3, new phrase-translation probabilities are com-
puted based on the placeholder probabilities and
the prediction scores to replace the placeholder
probabilities. Table 2 shows the generated entries
and the scores for p(e|f) according to score variant
3b for the predictions from table 1; suitable trans-
lation options are marked with 3. For sentence 1,
the two possible variants nach and empty are top-
ranked, whereas the top entry from the preposition-
informed system, für, is unlikely to be selected in
this context. For sentence 2, the top-ranked preposi-
tion für is even more likely than in the preposition-
informed system. The entries for both sentence
1 and sentence 2 show that the previous two top-
ranked candidates (für Waffe<Pl>[NN] and nach

Waffe<Pl>[NN]) are now expanded and take up the
top-5 positions for sentence 1 and the top-4 posi-
tions for sentence 2. As a result, the lexically in-
valid options on positions 3-5 from the preposition-
informed system are disfavoured.

For the reordering table, we use the statistics
from the placeholder representation. We assume
that no changes in the reordering are caused by
modifying the complement type or modifying
prepositions; this assumption was verified experi-
mentally (details are omitted).

6 Experiments and Results

We compare the preposition-informed system with
the synthetic-phrases system where we explore dif-
ferent ways to integrate the synthetic phrases.

6.1 Experimental Setup

All systems were built using the Moses phrase-
based framework. We used 4.592.139 parallel sen-
tences aligned with GIZA++ for translation model
training, and 45M sentences (News14+parallel
data) to build a 5-gram language model. We used
NewsTest13 (3000 sentences) for development and
NewsTest14 (3003 sentences) as test set. These
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System BLEU
baseline-1 Surface forms 19.17
baseline-2 Stemmed 19.35
prep-informed Stemmed + ∅-CASE 19.76system (P-1)
prep-informed Stemmed + ∅-CASE-top-20 19.73system (P-2)

Table 3: Scores for baselines and preposition-
informed system.

System Features used for MERT tuning BLEU
SP-1 SCORE-VARIANT-1 19.76
SP-2 SCORE-VARIANT-2 19.83
SP-3a SCORE-VARIANT-3 19.80
SP-3b SCORE-VARIANT-3, norm. Pprep(e|f) 19.86*

Table 4: Variants of the synthetic-phrases system.
* marks significant improvement over system P-2
(with pair-wise bootstrap resampling with sample
size 1,000 and a p-value of 0.05)

datasets are from the WMT2015 shared task.
To predict the four morphological features num-

ber, gender, case and strong/weak for inflecting the
stemmed output, we trained 4 CRF sequence mod-
els on the target-side of the parallel data. These
features are predicted as a sequence of labels (i.e.
case/number/etc of consecutive words in an NP/PP)
at sentence level. For the prediction of the place-
holder prepositions, we trained a maximum entropy
model on the parallel training data. In contrast to
the morphological features, each preposition in a
phrase is predicted independently. For all models,
we used the toolkit Wapiti (Lavergne et al., 2010).
The German data was parsed with BitPar (Schmid,
2004) and German inflected forms were generated
with the morphological resource SMOR (Schmid
et al., 2004).

6.2 Baselines

We consider two baselines:
BASELINE-1: a standard phrase-based translation
system trained on surface forms without any form
of morphological modeling.
BASELINE-2: a system with morphological model-
ing, as described in section 3. Portmanteau prepo-
sitions are split into preposition and article prior to
translation and merged in a post-processing step.
Otherwise, prepositions are not modeled.

6.3 Results

The preposition-informed system contains overt
prepositions and empty prepositions annotated with
grammatical case at the beginning of noun phrases,

as described in section 4. Empty prepositions are
simply deleted from the SMT output after trans-
lation before generating inflected forms. The in-
troduction of empty prepositions into the training
data leads to statistically significant improvements
in BLEU over both the surface system (baseline-1)
and the inflection prediction system (baseline-2),
cf. Table 3. Furthermore, restricting the phrase-
table to the top-20 entries according to p(e|f) (sys-
tem P-2) does not decrease performance.

Table 4 shows the results for the variants of the
synthetic-phrases systems, which all significantly
outperform baseline-2. Even though the difference
is small, the best system (SP-3b) is significantly
better than system P-2, the preposition-informed
system using the top-20 translation table entries.
It is, however, not significantly better than system
P-1, which uses all phrase-table entries. This is rea-
sonable considering that SP-3b is built from place-
holder entries based on the same phrase inventory
as system P-2.

The system with the lowest score (SP-1) uses
lexical and placeholder phrase probabilities com-
bined with the ME prediction scores and the count
feature. System SP-2, extended with the product
of the phrase translation probability and the ME
score, yields a slightly better result. For system
SP-3, in which new phrase-translation probabilities
replace the placeholder probabilities, we compare a
version with and without normalized p(e|f) scores:
the normalization leads to a best overall score; all
synthetic-phrases systems score in a similar range,
however.

7 Discussion

In this section, we summarize the results and in par-
ticular, discuss the use of newly generated phrases.
We also attempt to analyze potential side-effects on
the phrase table and present additional experiments
to better handle these effects.

7.1 Summary of Results

The insertion of placeholder prepositions leads to
an improvement over both baselines due to the
cleaner alignment enabled by the more similar
source and target sides. Furthermore, the empty
prepositions can function as phrase boundaries and
provide “flat structural” information in the form of
annotated grammatical case.

The synthetic-phrases approach aims at generat-
ing a context-sensitive variant of the preposition-
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SP-1 SP-2 SP-3a SP-3b
new 1489 1507 1391 1398
regular 38132 34541 35101 33571

Table 5: Number of newly generated and regular
phrase-table entries used to translate the test set
(3003 sentences).

informed system that is able to generate new entries
if needed. We explored different score settings,
either as separate features (variants 1/2) or com-
bined into a translation probability score in (variant
3). While all variants perform similarly, the best
system is significantly better than the preposition-
informed system built on the top-20 phrase-table
entries. This shows that the proposed method of
synthetic phrases indeed improves translation qual-
ity. However, the difference is very small and only
applies to one pair of system variants, which makes
it difficult to draw a solid conclusion.

7.2 Use of Newly Generated Phrases

An important property in the presented method
is the ability to generate new phrases. Table 5
shows the distribution of phrases used to translate
the test set. For the 3003 sentences, roughly 1500
new phrases have been applied; on average, this
corresponds to about one new phrase in one out of
two sentences. Given that function words usually
are thought to be well-covered in NLP training data,
this number is substantial.

The following example illustrates how newly
generated translation options can improve trans-
lations by closing coverage gaps. Table 6 shows
the translations for an input sentence (EN) of the
preposition-informed system P-2 and the synthetic-
phrases system SP-2. The two outputs are identical
and both correct, except for the wrong preposition
zur in system P-2. To translate the sentence with
the synthetic-phrases system, these new translation
options3 have been used:

the deutsche bahn→ die ∅-Nom deutsche Bahn
to improve ∅ the → auf-Acc eine Verbesserung ∅-Gen der
railway line in → Eisenbahnlinie in-Dat

In particular, the phrase pair “to improve ∅ the→
auf-Acc eine Verbesserung ∅-Gen der” enables a
translation with the correct preposition. Due to
the segmentation of the sentence, the English verb
hope is translated as part of another phrase, which
excludes a translation as one unit such as hope

3Shown in inflected format for better readability.

EN nullprp the deutsche bahn hopes to improve nullprp
the kinzigtal railway line in the coming year.

P-2 die deutsche Bahn hofft zur Verbesserung
der kinzigtal Eisenbahnlinie im kommenden Jahr.

SP-2 die deutsche Bahn hofft auf eine Verbesserung
der kinzigtal Eisenbahnlinie im kommenden Jahr.

Table 6: Improved translation output by applying a
newly generated translation option.

to → hoffen auf. Furthermore, there is a struc-
tural shift between the source side phrase “hope to
improveVERB”, and the German sentence with the
structure “hofft PREP VerbesserungNOUN”. The incor-
rect zu in the preposition-informed system would
be a valid connection to a following verb, but can-
not be used to introduce a PP in this context.

7.3 Side-Effects on the Phrase-Table

A recurring problem in the synthetic-phrases sys-
tem are lexically wrong translations that are
boosted due to unreasonably high ME scores in
comparison to lexically more correct options. In
particular, this is the case when infrequent words
occur within a lexically wrong translation, which
also happens to have lexical and phrase translation
probabilities in a similar range as better transla-
tion candidates. When predicting prepositions for
such phrases, the ME model is often overly con-
fident and outputs comparatively high prediction
scores based on an insufficient amount of training
examples4.

Consider as an example the English phrase for
bags and two of its translation options: “PREP
Taschen” (’bags’) and “PREP Müllsäcke” (’garbage
bags’), which have similar translation and lexical
probabilities. In the ME training data, there are
only very few occurrences of PREP Müllsäcke. As
a result, the ME very confidently reproduces the
seen training instances with a score around 0.9 for
the top-ranked preposition. In comparison, the pre-
dictions for PREP Taschen are more balanced due
to more occurrences of this word, with a score of
around 0.55 for the top-ranked preposition. Thus,
the incorrect für Müllsäcke option is boosted by its
prediction score and consequently gets chosen by
the synthetic-phrases system.

Lexical features, e.g., in verb-noun tuples, are
important for the prediction power of our ME
model. However, the example above illustrates how
infrequent words can be harmful. We addressed

4Note that the model must be trained on parallel data only
as it makes use of source-side features.
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SP-1 SP-2 SP-3a SP-3b
(1) no infreq nouns 19.59 19.85 19.71 19.94*
(2) reduced data 19.82 19.58 19.73 19.64

Table 7: Results when filtering out infrequent
nouns in the ME training data (1) or reducing the
amount of source-target-alignment triples used for
ME training (2). * marks significant improvement
over system P-2.

this problem by weighting down the prediction
scores using lexical and/or phrase translation prob-
abilities. In addition, we also experimented with
replacing infrequent words with dummy tokens to
still benefit from lexical information while exclud-
ing insufficiently represented words. The first line
in table 7 shows the results for prediction models
trained on data where infrequent nouns (freq <
25) occurring in the NP/PP (features 5 and 6 in
table 1) are omitted when training the prediction
ME. The general outcome is similar to the experi-
ments reported in table 4, with variants SP-2 and
SP-3b being slightly better. The result for system
SP-3b is the overall best result. This suggests that
a careful representation of infrequent lexical items
in training data benefits the prediction quality.

In an attempt to reduce the training data to
relevant entries, we restricted the source-target-
alignment triples used to train the prediction ME to
those occurring in the top-20 filtered table. Thus,
all entries in the phrase-table are covered by the
model, while infrequent and non-relevant training
instances are mostly omitted. The results are listed
in the second line in table 7; however, this model
leads to generally worse results than the previous
ones. We assume that removing a subset of training
triples leads to a somewhat unbalanced training set.

7.4 Distribution in Phrase Table

Another, potentially negative, effect on the phrase
distribution in the phrase table stems from integrat-
ing the n-best predictions per place-holder entry:
an already dominant translation option can be fur-
ther reinforced if it does not only represent the
top-most translation option (as in the preposition-
informed or place-holder table), but can be ex-
panded to several entries. An equally valid, but
less probable translation option is then less acces-
sible if its prediction scores are in the same range,
as this translation is then dispreferred by its trans-
lation scores and has to compete with several en-
tries stemming from the original top translation

prep-informed synth-phrases
missing wrong missing wrong

verbs 32 11 23 10
nouns 2 15 2 17
prepositions 6 6 3 8
gram. case – 4 – 3

Table 8: Manual error analysis of 50 randomly
selected sentences.

option. Consider the example of the phrase “ex-
pand nullprp their”: in the preposition-informed
system, the lexically correct translation erweitern
EMPTY-Acc ihre is ranked third according to p(e|f),
with two meaningless translations (only determiner
or only preposition) as the two top-ranked transla-
tions, which is already a bad starting point for trans-
lation of the verb. In the synthetic-phrases system,
“descendants” of the previously top-2 meaningless
translations now are expanded and fill the positions
1-5, resulting in the correct translation option being
ranked 6th.

This effect can also be positive by promoting
lexically correct translation options (in cases where
the leading translation is correct, but is closely fol-
lowed by a less suited translation). For example,
it can be seen in the example in table 2 where the
lexically incorrect phrases are moved to lower po-
sitions. However, it might also happen that literal
translations are preferred over less common senses
in cases of word sense ambiguities. A small manual
evaluation (cf. next section) showed that slightly
more verbs are translated with the synthetic phrases
system. Verbs in English-to-German translation are
often omitted during translation; the effect of en-
hancing literal translations might be responsible for
the observed tendency to translate more verbs.

The different score variants explored in the previ-
ous section aim to find a combination that considers
these factors, but the results show that it is a diffi-
cult task to account for all possible interactions.

7.5 Manual Evaluation

We carried out a small manual evaluation for 50 sen-
tences (length 10-20 words) randomly chosen from
system SP-3b in table 7, the best overall system, in
comparison to the preposition-informed system P-
2. Two native speakers annotated errors concerning
missing or incorrect verbs, nouns and prepositions,
as well as incorrect grammatical case. Table 8 de-
picts the outcome: The number of errors found in
the categories preposition and grammatical case
are similar for both systems. A slight improvement
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EN this is mainly due to the higher contribution
from the administrative budget ...

P-2 das ist hauptsächlich auf die höheren Beiträge
aus dem Verwaltungshaushalt ...

SP-3b das ist vor allem wegen den höheren Beiträgen
aus dem Verwaltungshaushalt ...

Table 9: Example for unclear error categories.

is found, however, for the number of translated
verbs, which are known to be generally difficult
for the language pair English-to-German. We as-
sume that this is due to a tendency to strengthen
literal translations, from which verbs might benefit
as they are generally less well represented in the
phrase-table.

Note, however, that there are other relevant fac-
tors that this manual evaluation does not take into
account, such as, e.g., the overall structure of the
sentence. Furthermore, the evaluation of verbs
and its subcategorized elements is often difficult as
there might be several valid options for annotation,
which is illustrated by the example in table 9. The
translations of the two systems are nearly identi-
cal, except for the prepositions heading the trans-
lation for due to the higher contribution (and con-
sequently the realization of grammatical case in
the respective phrases, which is correct given the
respective preposition). The sentence produced by
the synthetic-phrases system is correct, preserving
the structure of the English sentence by translating
due to as wegen+Dative (wegen+Genitive would
be correct, too.). Thus, replacing the preposition
auf and adjusting the grammatical case in the sen-
tence produced by the preposition-informed system
would lead to the same, valid, translation. However,
the preposition auf strongly triggers the reader to
expect the verb zurückführen (auf) (’to attribute
(to)’) which also would lead to a valid translation.
Such cases make the evaluation of prepositions and
complement types difficult, as the error category
(missing verb or wrong preposition) is not always
clear.

8 Conclusion and Future Work

We compared two approaches for modeling com-
plement types in English-to-German SMT. Our ex-
periments showed that explicit information about
different complement types (insertion of empty
placeholders) leads to improved SMT quality. The
results of the synthetic-phrases system are slightly
better than those of the preposition-informed sys-
tem, with two variants being significantly better.

As the differences are rather small and apply only
to some system pairs, it is difficult to draw a
clear conclusion concerning the effectiveness of the
synthetic-phrases method. Our analysis showed,
however, that newly generated phrases are indeed
used within the systems and help to improve trans-
lation quality. We consider this a confirmation that
the generation of synthetic phrases for handling
subcategorization is a sound approach.

In future work, we plan to explore models that
predict the complete target phrase given the source
phrase and subcategorization-relevant features in-
stead of predicting the preposition in a target
phrase.
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Aleš Tamchyna, Fabienne Braune, Alexander Fraser,
Marine Carpuat, Hal Daumé III, and Chris Quirk.
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Abstract

Neural machine translation (NMT) has
emerged recently as a promising statis-
tical machine translation approach. In
NMT, neural networks (NN) are directly
used to produce translations, without re-
lying on a pre-existing translation frame-
work. In this work, we take a step to-
wards bridging the gap between conven-
tional word alignment models and NMT.
We follow the hidden Markov model
(HMM) approach that separates the align-
ment and lexical models. We propose
a neural alignment model and combine
it with a lexical neural model in a log-
linear framework. The models are used
in a standalone word-based decoder that
explicitly hypothesizes alignments during
search. We demonstrate that our system
outperforms attention-based NMT on two
tasks: IWSLT 2013 German→English and
BOLT Chinese→English. We also show
promising results for re-aligning the train-
ing data using neural models.

1 Introduction

Neural networks have been gaining a lot of at-
tention recently in areas like speech recognition,
image recognition and natural language process-
ing. In machine translation, NNs are applied in
two main ways: In N -best rescoring, the neural
model is used to score the first-pass decoding out-
put, limiting the model to a fixed set of hypotheses
(Le et al., 2012; Sundermeyer et al., 2014a; Hu et
al., 2014; Guta et al., 2015). The second approach
integrates the NN into decoding, potentially allow-
ing it to directly determine the search space.

There are two approaches to use neural mod-
els in decoding. The first integrates the mod-

els into phrase-based decoding, where the mod-
els are used to score phrasal candidates hypothe-
sized by the decoder (Vaswani et al., 2013; Devlin
et al., 2014; Alkhouli et al., 2015). The second
approach is referred to as neural machine trans-
lation, where neural models are used to hypoth-
esize translations, word by word, without relying
on a pre-existing framework. In comparison to the
former approach, NMT does not restrict NNs to
predetermined translation candidates, and it does
not depend on word alignment concepts that have
been part of building state-of-the-art phrase-based
systems. In such systems, the HMM and the IBM
models developed more than two decades ago are
used to produce Viterbi word alignments, which
are used to build standard phrase-based systems.
Existing NMT systems either disregard the no-
tion of word alignments entirely (Sutskever et al.,
2014), or rely on a probabilistic notion of align-
ments (Bahdanau et al., 2015) independent of the
conventional alignment models.

Most recently, Cohn et al. (2016) designed neu-
ral models that incorporate concepts like fertility
and Markov conditioning into their structure. In
this work, we also focus on the question whether
conventional word alignment concepts can be used
for NMT. In particular, (1) We follow the HMM
approach to separate the alignment and translation
models, and use neural networks to model align-
ments and translation. (2) We introduce a lexical-
ized alignment model to capture source reorder-
ing information. (3) We bootstrap the NN training
using Viterbi word alignments obtained from the
HMM and IBM model training, and use the trained
neural models to generate new alignments. The
new alignments are then used to re-train the neural
networks. (4) We design an alignment-based de-
coder that hypothesizes the alignment path along
with the associated translation. We show com-
petitive results in comparison to attention-based
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models on the IWSLT 2013 German→English and
BOLT Chinese→English task.

1.1 Motivation

Attention-based NMT computes the translation
probability depending on an intermediate compu-
tation of an alignment distribution. The alignment
distribution is used to choose the positions in the
source sentence that the decoder attends to dur-
ing translation. Therefore, the alignment model
can be considered as an implicit part of the trans-
lation model. On the other hand, separating the
alignment model from the lexical model has its
own advantages: First, this leads to more flexi-
bility in modeling and training: not only can the
models be trained separately, but they can also
have different model types, e.g. neural models,
count-based models, etc. Second, the separation
avoids propagating errors from one model to the
other. In attention-based systems, the translation
score is based on the alignment distribution, which
risks propagating errors from the alignment part to
the translation part. Third, using separate models
makes it possible to assign them different weights.
We exploit this and use a log-linear framework
to combine them. We still retain the possibility
of joint training, which can be performed flexibly
by alternating between model training and align-
ment generation. The latter can be performed us-
ing forced-decoding.

In contrast to the count-based models used in
HMMs, we use neural models, which allow cov-
ering long context without having to explicitly ad-
dress the smoothing problem that arises in count-
based models.

2 Related Work

Most recently, NNs have been trained on large
amounts of data, and applied to translate indepen-
dent of the phrase-based framework. Sutskever et
al. (2014) introduced the pure encoder-decoder ap-
proach, which avoids the concept of word align-
ments. Bahdanau et al. (2015) introduced an atten-
tion mechanism to the encoder-decoder approach,
allowing the decoder to attend to certain source
words. This method was refined in (Luong et al.,
2015) to allow for local attention, which makes the
decoder attend to representations of source words
residing within a window. These translation mod-
els have shown competitive results, outperforming
phrase-based systems when using ensembles on

tasks like IWSLT English→German 2015 (Luong
and Manning, 2015).

In this work, we follow the same standalone
neural translation approach. However, we have
a different treatment of alignments. While the
attention-based soft-alignment model computes
an alignment distribution as an intermediate step
within the neural model, we follow the hard align-
ment concept used in phrase extraction. We sepa-
rate the alignment model from the lexical model,
and train them independently. At translation time,
the decoder hypothesizes and scores the alignment
path in addition to the translation.

Cohn et al. (2016) introduce several modifi-
cations to the attention-based model inspired by
traditional word alignment concepts. They mod-
ify the network architecture, adding a first-order
dependence by making the attention vector com-
puted for a target position directly dependent on
that of the previous position. Our alignment model
has a first-order dependence that takes place at the
input and output of the model, rather than an ar-
chitectural modification of the neural network.

Yang et al. (2013) use NN-based lexical and
alignment models, but they give up the probabilis-
tic interpretation and produce unnormalized scores
instead. Furthermore, they model alignments us-
ing a simple distortion model that has no depen-
dence on lexical context. The models are used to
produce new alignments which are in turn used
to train phrase systems. This leads to no sig-
nificant difference in terms of translation perfor-
mance. Tamura et al. (2014) propose a lexicalized
RNN alignment model. The model still produces
non-probabilistic scores, and is used to generate
word alignments used to train phrase-based sys-
tems. In this work, we develop a feed-forward
neural alignment model that computes probabilis-
tic scores, and use it directly in standalone de-
coding, without constraining it to the phrase-based
framework. In addition, we use the neural models
to produce alignments that are used to re-train the
same neural models.

Schwenk (2012) proposed a feed-forward net-
work that computes phrase scores offline, and the
scores were added to the phrase table of a phrase-
based system. Offline phrase scoring was also
done in (Alkhouli et al., 2014) using semantic
phrase features obtained using simple neural net-
works. In comparison, our work does not rely on
the phrase-based system, rather, the neural net-
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works are used to hypothesize translation candi-
dates directly, and the scores are computed online
during decoding.

We use the feed-forward joint model introduced
in (Devlin et al., 2014) as a lexical model, and in-
troduce a lexicalized alignment model based on
it. In addition, we modify the bidirectional joint
model presented in (Sundermeyer et al., 2014a)
and compare it to the feed-forward variant. These
lexical models were applied in phrase-based sys-
tems. In this work, we apply them in a standalone
NMT framework.

Forced alignment was applied to train phrase ta-
bles in (Wuebker et al., 2010; Peitz et al., 2012).
We generate forced alignments using a neural de-
coder, and use them to re-train neural models.

Tackling the costly normalization of the out-
put layer during decoding has been the focus of
several papers (Vaswani et al., 2013; Devlin et
al., 2014; Jean et al., 2015). We propose a sim-
ple method to speed up decoding using a class-
factored output layer with almost no loss in trans-
lation quality.

3 Statistical Machine Translation

In statistical machine translation, the target word
sequence eI1 = e1, ..., eI of length I is assigned
a probability conditioned on the source word se-
quence fJ1 = f1, ..., fJ of length J . By introduc-
ing word alignments as hidden variables, the pos-
terior probability p(eI1|fJ1 ) can be computed using
a lexical and an alignment model as follows.

p(eI1|fJ1 )

=
∑

bI1

p(eI1, b
I
1|fJ1 )

=
∑

bI1

I∏

i=1

p(ei, bi|bi−1
1 , ei−1

1 , fJ1 )

=
∑

bI1

I∏

i=1

p(ei|bi1, ei−1
1 , fJ1 )︸ ︷︷ ︸

lexical model

· p(bi|bi−1
1 , ei−1

1 , fJ1 )︸ ︷︷ ︸
alignment model

where bI1 = b1, ..., bI denotes the alignment path,
such that bi aligns the target word ei to the source
word fbi . In this general formulation, the lexi-
cal model predicts the target word ei conditioned
on the source sentence, the target history, and the
alignment history. The alignment model is lexical-
ized using the source and target context as well.
The sum over alignment paths is replaced by the
maximum during decoding (cf. Section 5).

4 Neural Network Models

There are two common network architectures used
in machine translation: feed-forward NNs (FFNN)
and recurrent NNs (RNN). In this section we will
discuss alignment-based feed-forward and recur-
rent neural networks. These networks are condi-
tioned on the word alignment, in addition to the
source and target words.

4.1 Feed-forward Joint Model

We adopt the feed-forward joint model (FFJM)
proposed in (Devlin et al., 2014) as the lexical
model. The authors demonstrate the model has
a strong performance when applied in a phrase-
based framework. In this work we explore its
performance in standalone NMT. The model was
introduced along with heuristics to resolve un-
aligned and multiply aligned words. We denote
the heuristic-based source alignment point corre-
sponding to the target position i by b̂i. The model
is defined as

p(ei|bi1, ei−1
1 , fJ1 ) = p(ei|ei−1

i−n, f
b̂i+m

b̂i−m
) (1)

and it computes the probability of a target word
ei at position i given the n-gram target history
ei−1
i−n = ei−n, ..., ei−1, and a window of 2m + 1

source words f b̂i+m
b̂i−m

= fb̂i−m, ..., fb̂i+m
centered

around the word fb̂i .
As the heuristics have implications on our

alignment-based decoder, we explain them by the
examples shown in Figure 1. We mark the source
and target context by rectangles on the x- and y-
axis, respectively. The left figure shows a sin-
gle source word ‘Jungen’ aligned to a single tar-
get word ‘offspring’, in which case, the original
source position is used, i.e., b̂i = bi. If the tar-
get word is aligned to multiple source words, as
it is the case with the words ‘Mutter Tiere’ and
‘Mothers’ in the middle figure, then b̂i is set to
the middle alignment point. In this example, the
left alignment point associated with ‘Mutter’ is se-
lected. The right figure shows the case of the un-
aligned target word ‘of’. b̂i is set to the source
position associated with the closest aligned tar-
get word ‘full’, preferring right to left. Note that
this model does not have special handling of un-
aligned source words. While these words can be
covered indirectly by source windows associated
with aligned source words, the model does not ex-
plicitly score them.
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Figure 1: Examples on resolving word alignments to obtain word affiliations.

Computing normalized probabilities is done us-
ing the softmax function, which requires comput-
ing the full output layer first, and then comput-
ing the normalization factor by summing over the
output scores of the full vocabulary. This is very
costly for large vocabularies. To overcome this,
we adopt the class-factored output layer consisting
of a class layer and a word layer (Goodman, 2001;
Morin and Bengio, 2005). The model in this case
is defined as

p(ei|ei−1
i−n, f

b̂i+m

b̂i−m
) =

p(ei|c(ei), ei−1
i−n, f

b̂i+m

b̂i−m
) · p(c(ei)|ei−1

i−n, f
b̂i+m

b̂i−m
)

where c denotes a word mapping that assigns each
target word to a single class, where the number
of classes is chosen to be much smaller than the
vocabulary size |C| << |V |. Even though the
full class layer needs to be computed, only a sub-
set of the significantly-larger word layer has to be
considered, namely the words that share the same
class c(ei) with the target word ei. This helps
speeding up training on large-vocabulary tasks.

4.2 Bidirectional Joint Model
The bidirectional RNN joint model (BJM) pre-
sented in (Sundermeyer et al., 2014a) is another
lexical model. The BJM uses the full source sen-
tence and the full target history for prediction, and
it is computed by reordering the source sentence
following the target order. This requires the com-
plete alignment information to compute the model
scores. Here, we introduce a variant of the model
that is conditioned on the alignment history in-
stead of the full alignment path. This is achieved
by computing forward and backward representa-
tions of the source sentence in its original order,
as done in (Bahdanau et al., 2015). The model is
given by

p(ei|bi1, ei−1
1 , fJ1 ) = p(ei|b̂i1, ei−1

1 , fJ1 )

Note that we also use the same alignment heuris-
tics presented in Section 4.1. As this variant does
not require future alignment information, it can be
applied in decoding. However, in this work we
apply this model in rescoring and leave decoder
integration to future work.

4.3 Feed-forward Alignment Model

We propose a neural alignment model to score
alignment paths. Instead of predicting the abso-
lute positions in the source sentence, we model
the jumps from one source position to the next po-
sition to be translated. The jump at target posi-
tion i is defined as ∆i = b̂i − b̂i−1, which cap-
tures the jump from the source position b̂i−1 to b̂i.
We modify the FFNN lexical model to obtain a
feed-forward alignment model. The feed-forward
alignment model (FFAM) is given by

p(bi|bi−1
1 , ei−1

1 , fJ1 ) = p(∆i|ei−1
i−n, f

b̂i−1+m

b̂i−1−m
) (2)

This is a lexicalized alignment model condi-
tioned on the n-gram target history and the
(2m+ 1)-gram source window. Note that, dif-
ferent from the FFJM, the source window of this
model is centered around the source position b̂i−1.
This is because the model needs to predict the
jump to the next source position b̂i to be translated.
The alignment model architecture is shown in Fig-
ure 2.

In contrast to the lexical model, the output vo-
cabulary of the alignment model is much smaller,
and therefore we use a regular softmax output
layer for this model without class-factorization.

4.4 Feed-forward vs. Recurrent Models

RNNs have been shown to outperform feed-
forward variants in language and translation mod-
eling. Nevertheless, feed-forward networks have
their own advantages: First, they are typically
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f
b̂i−1+2

b̂i−1−2
ei−1
i−3

p(∆i|ei−1
i−3, f

b̂i−1+2

b̂i−1−2
)

Figure 2: A feed-forward alignment NN, with 3
target history words, 5-gram source window, a
projection layer, 2 hidden layers, and a small out-
put layer to predict jumps.

faster to train due to their simple architecture,
and second, they are more flexible to integrate
into beam search decoders. This is because feed-
forward networks only depend on a limited con-
text. RNNs, on the other hand, are conditioned on
an unbounded context. This means that the com-
plete hypotheses during decoding have to be main-
tained without any state recombination. Since
feed-forward networks allow the use of state re-
combination, they are potentially capable of ex-
ploring more candidates during beam search.

5 Alignment-based Decoder

In this section we present the alignment-based de-
coder. This is a beam-search word-based decoder
that predicts one target word at a time. As the
models we use are alignment-based, the decoder
hypothesizes the alignment path. This is different
from the NMT approaches present in the literature,
which are based on models that either ignore word
alignments or compute alignments as part of the
attention-based model.

In the general case, a word can be aligned to
a single word, multiple words, or it can be un-
aligned. However, we do not use the general word
alignment notion, rather, the models are based on
alignments derived using the heuristics discussed
in Section 4. These heuristics simplify the task
of the decoder, as they induce equivalence classes
over the alignment paths, reducing the number of
possible alignments the decoder has to hypothe-
size significantly. As a result of using these heuris-
tics, the task of hypothesizing alignments is re-

Algorithm 1 Alignment-based Decoder
1: procedure TRANSLATE(fJ

1 , beamSize)
2: hyps← initHyp .previous set of partial hypotheses
3: newHyps← ∅ .current set of partial hypotheses
4: while GETBEST(hyps) not terminated do
5: .compute alignment distribution in batch mode
6: alignDists←ALIGNMENTDISTRIBUTION(hyps)
7: .hypothesize source alignment points
8: for pos From 1 to J do
9: .compute lexical distributions of all

10: .hypotheses in hyps in batch mode
11: dists← LEXICALDISTRIBUTION(hyps, pos)
12: .expand each of the previous hypotheses
13: for hyp in hyps do
14: jmpCost← SCORE(alignDists, hyp, pos)
15: dist← GETDISTRIBUTION(dists, hyp)
16: dist← PARTIALSORT(dist,beamSize)
17: cnt← 0
18: .hypothesize new target word
19: for word in dist do
20: if cnt > beamSize then
21: break
22: newHyp←EXTEND(hyp,word,pos,jmpCost)
23: newHyps.INSERT(newHyp)
24: cnt← cnt+ 1

25: PRUNE(newHyps, beamSize)
26: hyps← newHyps
27:
28: .return the best scoring hypothesis
29: return GETBEST(hyps)

duced to enumerating all J source positions a tar-
get word can be aligned to. The following is a list
of the possible alignment scenarios and how the
decoder covers them.

• Multiply-aligned target words: the heuris-
tic chooses the middle link as an alignment
point. Therefore, the decoder is able to cover
these cases by hypothesizing J many source
positions for each target word hypothesis.

• Unaligned target words: the heuristic aligns
these words using the nearest aligned target
word in training (cf. Figure 1, right). In de-
coding, these words are handled as aligned
words.

• Multiply-aligned source words: covered by
revisiting a source position that has already
been translated.

• Unaligned source words: result if no target
word is generated using a source window
centered around the source word in question.

The decoder is shown in Algorithm 1. It in-
volves hypothesizing alignments and translation
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words. Alignments are hypothesized in the loop
starting at line 8. Once an alignment point is set to
position pos, the lexical distribution over the full
target vocabulary is computed using this position
in line 11. The distribution is sorted and the best
candidate translations lying within the beam are
used to expand the partial hypotheses.

We batch the NN computations, calling the
alignment and lexical networks for all partial hy-
potheses in a single call to speed up computations
as shown in lines 6 and 11. We also exploit the
beam and apply partial sorting in line 16, instead
of completely sorting the list. Partial sorting has a
linear complexity on average, and it returns a list
whose first beamSize words have better scores
compared to the rest of the list.

We terminate translation if the best scoring par-
tial hypothesis ends with the sentence end symbol.
If a hypothesis terminates but it scores worse than
other hypotheses, it is removed from the beam, but
it still competes with non-terminated hypotheses.
Note that we do not have any explicit coverage
constraints. This means that a source position can
be revisited many times, hence generating one-to-
many alignment cases. This also allows having un-
aligned source words.

In the alignment-based decoder, an alignment
distribution is computed, and word alignments are
hypothesized and scored using this distribution,
leading alignment decisions to become part of
beam search. The search space is composed of
both alignment and translation decisions. In con-
trast, the search space in attention-based decoding
is composed of translation decisions only.

Class-Factored Output Layer in Decoding
The large output layer used in language and trans-
lation modeling is a major bottleneck in evaluating
the network. Several papers discuss how to evalu-
ate it efficiently during decoding using approxima-
tions. In this work, we exploit the class-factored
output layer to speed up training. At decoding
time, the network needs to hypothesize all target
words, which means the full output layer should
be evaluated. In the case of using a class-factored
output layer, this results in an additional compu-
tational overhead from computing the class layer.
In order to speed up decoding, we propose to use
the class layer to choose the top scoring k classes,
then we evaluate the word layer for each of these
classes only. We show this leads to a significant
speed up with minimal loss in translation quality.

Model Combination
We embed the models in a log-linear framework,
which is commonly used in phrase-based systems.
The goal of the decoder is to find the best scoring
hypothesis as follows.

êÎ1 = arg max
I,eI1

{
max
b̂I1

M∑

m=1

λmhm(fJ1 , e
I
1, b̂

I
1)

}

where λm is the model weight associated with the
model hm, and M is the total number of models.
The model weights are automatically tuned using
minimum error rate training (MERT) (Och, 2003).
Our main system includes a lexical neural model,
an alignment neural model, and a word penalty,
which is the count of target words. The word
penalty becomes important at the end of transla-
tion, where hypotheses in the beam might have
different final lengths.

6 Forced-Alignment Training

Since the models we use require alignments for
training, we initially use word alignments pro-
duced using HMM/IBM models using GIZA++ as
initial alignments. At first, the FFJM and the
FFAM are trained separately until convergence,
then the models are used to generate new word
alignments by force-decoding the training data as
follows.

b̃I1(fJ1 , e
I
1) = argmax

bI1

I∏

i=1

pλ1(∆i|ei−1
i−n, f

bi−1+m
bi−1−m )

· pλ2(ei|ei−1
i−n, f

bi+m
bi−m )

where λ1 and λ2 are the model weights. We mod-
ify the decoder to only compute the probabilities
of the target words in the reference sentence. The
for loop in line 19 of Algorithm 1 collapses to a
single iteration. We use both the the feed-forward
joint model (FFJM) and the feed-forward align-
ment model (FFAM) to perform force-decoding,
and the new alignments are used to retrain the
models, replacing the initial GIZA++ alignments.

Retraining the neural models using the forced-
alignments has two benefits. First, since the align-
ments are produced using both of the lexical and
alignment models, this can be viewed as joint
training of the two models. Second, since the neu-
ral decoder generates these alignments, training
neural models based on them yields models that
are more consistent with the neural decoder. We
verify this claim in the experiments section.
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IWSLT BOLT
De En Zh En

Sentences 4.32M 4.08M
Run. Words 108M 109M 78M 86M
Vocab. 836K 792K 384K 817K

FFNN/BJM Vocab. 173K 149K 169K 128K
Attention Vocab. 30K 30K 30K 30K

FFJM params 177M 159M
BJM params 170M 153M
FFAM params 101M 94M
Attention params 84M 84M

Table 1: Corpora and NN statistics.

7 Experiments

We carry out experiments on two tasks: the
IWSLT 2013 German→English shared transla-
tion task,1 and the BOLT Chinese→English task.
The corpora statistics are shown in Table 1. The
IWSLT phrase-based baseline system is trained on
all available bilingual data, and uses a 4-gram LM
with modified Kneser-Ney smoothing (Kneser and
Ney, 1995; Chen and Goodman, 1998), trained
with the SRILM toolkit (Stolcke, 2002). As ad-
ditional data sources for the LM, we selected parts
of the Shuffled News and LDC English Giga-
word corpora based on the cross-entropy differ-
ence (Moore and Lewis, 2010), resulting in a to-
tal of 1.7 billion running words for LM training.
The phrase-based baseline is a standard phrase-
based SMT system (Koehn et al., 2003) tuned with
MERT (Och, 2003) and contains a hierarchical re-
ordering model (Galley and Manning, 2008). The
in-domain data consists of 137K sentences.

The BOLT Chinese→English task is evaluated
on the “discussion forum” domain. We use a 5-
gram LM trained on 2.9 billion running words in
total. The in-domain data consists of a subset of
67.8K sentences. We used a set of 1845 sentences
as a tune set. The evaluation set test1 contains
1844 and test2 contains 1124 sentences.

We use the FFNN architecture for the lexical
and alignment models. Both models use a win-
dow of 9 source words, and 5 target history words.
Both models use two hidden layers, the first has
1000 units and the second has 500 units. The lex-
ical model uses a class-factored output layer, with
1000 singleton classes dedicated to the most fre-
quent words, and 1000 classes shared among the
rest of the words. The classes are trained using a
separate tool to optimize the maximum likelihood

1http://www.iwslt2013.org

training criterion with the bigram assumption. The
alignment model uses a small output layer of 201
nodes, determined by a maximum jump length of
100 (forward and backward). 300 nodes are used
for word embeddings. Each of the FFNN models
is trained on CPUs using 12 threads, which takes
up to 3 days until convergence. We train with
stochastic gradient descent using a batch size of
128. The learning rate is halved when the devel-
opment perplexity increases.

Each BJM has 4 LSTM layers: two for the for-
ward and backward states, one for the target state,
and one after merging the source and target states.
The size of the word embeddings and hidden lay-
ers is 350 nodes. The output layers are identical to
those of the FFJM models.

We compare our system to an attention-based
baseline similar to the networks described in (Bah-
danau et al., 2015). All such systems use single
models, rather than ensembles. The word embed-
ding dimension is 620, each direction of the en-
coder and the decoder has a layer of 1000 gated
recurrent units (Cho et al., 2014). Unknowns and
numbers are carried out from the source side to the
target side based on the largest attention weight.

To speed up decoding of long sentences, the
decoder hypothesizes 21 and 41 source positions
around the diagonal, for the IWSLT and the BOLT
tasks, respectively. We choose these numbers
such that the translation quality does not degrade.
The beam size is set to 16 in all experiments.
Larger beam sizes did not lead to improvements.
We apply part-of-speech-based long-range verb
reordering rules to the German side in a pre-
processing step for all German→English systems
(Popović and Ney, 2006), including the baselines.
The Chinese→English systems use no such pre-
ordering. We use the GIZA++ word alignments
to train the models. The networks are fine-tuned
by training additional epochs on the in-domain
data only (Luong and Manning, 2015). The LMs
are only used in the phrase-based systems in both
tasks, but not in the NMT systems.

All translation experiments are performed with
the Jane toolkit (Vilar et al., 2010; Wuebker et al.,
2012). The alignment-based NNs are trained using
an extension of the rwthlm toolkit (Sundermeyer et
al., 2014b). We use an implementation based on
Blocks (van Merriënboer et al., 2015) and Theano
(Bergstra et al., 2010; Bastien et al., 2012) for the
attention-based experiments. All results are mea-

60



test 2010 eval 2011
# system BLEU TER BLEU TER

1 phrase-based system 28.9 51.0 32.9 46.3
2 + monolingual data 30.4 49.5 35.4 44.2

3 attention-based RNN 27.9 51.4 31.8 46.5
4 +fine-tuning 29.8 48.9 32.9 45.1

5 FFJM+dp+wp 21.6 56.9 24.7 53.8
6 FFJM+FFAM+wp 26.1 53..1 29.9 49.4
7 +fine-tuning 29.3 50.5 33.2 46.5
8 +BJM Rescoring 30.0 48.7 33.8 44.8
9 BJM+FFAM+wp+fine-tuning 29.8 49.5 33.7 45.8

Table 2: IWSLT 2013 German→English results in
BLEU [%] and TER [%].

sured in case-insensitive BLEU [%] (Papineni et
al., 2002) and TER [%] (Snover et al., 2006) on
a single reference. We used the multeval toolkit
(Clark et al., 2011) for evaluation.

7.1 IWSLT 2013 German→English

Table 2 shows the IWSLT German→English re-
sults. FFJM refers to feed-forward lexical model.
We compare against the phrase-based system with
an LM trained on the target side of the bilin-
gual data (row #1), the phrase-based system with
an LM trained on additional monolingual data
(row #2), the attention-based system (row #3),
and the attention-based system after fine-tuning
towards the in-domain data (row #4). First, we ex-
periment with a system using the FFJM as a lex-
ical model and a linear distortion penalty (dp) to
encourage monotone translation as the alignment
model. We also include a word penalty (wp). This
system is shown in row #5. In comparison, if the
distortion penalty is replaced by the feed-forward
alignment model (FFAM), we observe large im-
provements of 4.5% to 5.2% BLEU (row #5 vs.
#6). This highlights the significant role of the
alignment model in our system. Moreover, it in-
dicates that the FFAM is able to model alignments
beyond the simple monotone alignments preferred
by the distortion penalty.

Fine-tuning the neural networks towards in-
domain data improves the system by up to 3.3%
BLEU and 2.9% TER (row #6 vs #7). The gain
from fine-tuning is larger than the one observed
for the attention-based system. This is likely due
to the fact that our system has two neural models,
and each of them is fine-tuned.

We apply the BJM in 1000-best list rescoring
(row #8). Which gives another boost, leading our
system to outperform the attention-based system
by 0.9% BLEU on eval 2011, while a compa-

rable performance is achieved on test 2010.
In order to highlight the difference between us-
ing the FFJM and the BJM, we replace the FFJM
scores after obtaining the N -best lists with the
BJM scores and apply rescoring (row #9). In com-
parison to row #7, we observe up to 0.5% BLEU

and 1.0% TER improvement. This is expected
as the BJM captures unbounded source and tar-
get context in comparison to the limited context of
the FFJM. This calls for a direct integration of the
BJM into decoding, which we intend to do in fu-
ture work. Our best system (row #8) outperforms
the phrase-based system (row #1) by up to 1.1%
BLEU and 2.3% TER. While the phrase-based
system can benefit from training the LM on addi-
tional monolingual data (row #1 vs. #2), exploit-
ing monolingual data in NMT systems is still an
open research question.

7.2 BOLT Chinese→English

The BOLT Chinese→English experiments are
shown in Table 3. Again, we observe large im-
provements when including the FFAM in compar-
ison to the distortion penalty (row #5 vs #6), and
fine-tuning improves the results considerably. In-
cluding the BJM in rescoring improves the system
by up to 0.4% BLEU. Our best system (row #8)
outperforms the attention-based model by up to
0.4% BLEU and 2.8% TER. We observe that the
length ratio of our system’s output to the reference
is 93.3-94.9%, while it is 99.1-102.6% for the
attention-based system. In light of the BLEU and
TER scores, the attention-based model does not
benefit from matching the reference length. Our
system (row #8) still lags behind the phrase-based
system (row #1). Note, however, that in the WMT
2016 evaluation campaign,2 it was demonstrated
that NMT can outperform phrase-based systems
on several tasks including German→English and
English→German. Including monolingual data
(Sennrich et al., 2016) in training neural transla-
tion models can boost performance, and this can
be applied to our system.

7.3 Neural Alignments

Next, we experiment with re-aligning the train-
ing data using neural networks as described in
Section 6. We use the fine-tuned FFJM and
FFAM to realign the in-domain data of the IWSLT
German→English task. These models are initially

2http://matrix.statmt.org/
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test1 test2
# system BLEU TER BLEU TER

1 phrase-based system 17.6 68.3 16.9 67.4
2 + monolingual data 17.9 67.9 17.0 67.1

3 attention-based RNN 14.8 76.1 13.6 76.9
4 +fine-tuning 16.1 73.1 15.4 72.3

5 FFJM+dp+wp 10.1 77.2 9.8 75.8
6 FFJM+FFAM+wp 14.4 71.9 13.7 71.3
7 +fine-tuning 15.8 70.3 15.4 69.4
8 +BJM Rescoring 16.0 70.3 15.8 69.5
9 BJM+FFAM+wp+fine-tuning 16.0 70.4 15.7 69.7

Table 3: BOLT Chinese→English results in BLEU
[%] and TER [%].

test 2010 eval 2011
Alignment Source BLEU TER BLEU TER

GIZA++ 25.6 53.6 29.3 49.7
Neural Forced decoding 25.9 52.4 29.5 49.4

Table 4: Re-alignment results in BLEU [%] and
TER [%] on the IWSLT 2013 German→English
in-domain data. Each system includes FFJM,
FFAM and word penalty.

trained using GIZA++ alignments. We train new
models using the re-aligned data and compare the
translation quality before and after re-alignment.
We use 0.7 and 0.3 as model weights for the FFJM
and FFAM, respectively. These values are based
on the model weights obtained using MERT. The
results are shown in Table 4. Note that the base-
line is worse than the one in Table 2 as the models
are only trained on the in-domain data. We ob-
serve that re-aligning the data improves translation
quality by up to 0.3% BLEU and 1.2% TER. The
new alignments are generated using the neural de-
coder, and using them to train the neural networks
results in training that is more consistent with de-
coding. As future work, we intend to re-align the
full bilingual data and use it for neural training.

7.4 Class-Factored Output Layer

Figure 3 shows the trade-off between speed and
performance when evaluating words belonging to
the top classes only. Limiting the evaluation to
words belonging to the top class incurs a perfor-
mance loss of 0.4% BLEU only when compared to
the full evaluation of the output layer. However,
this corresponds to a large speed-up. The system
is about 30 times faster, with a translation speed
of 0.4 words/sec. In conclusion, not only does
the class layer speed up training, but it can also be
used to speed up decoding considerably. We use
the top 3 classes throughout our experiments.
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Figure 3: Decoding speed-up and translation qual-
ity using top scoring classes in a class-factored
output layer. The results are computed for the
IWSLT German→English dev dataset.
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Figure 4: A translation example produced by
our system. The shown German sentence is pre-
ordered.

8 Analysis

We show an example from the German→English
task in Figure 4, along with the alignment path.
The reference translation is ‘and the proposal has
been to build a lot more coal plants .’. Our sys-
tem handles the local reordering of the word ‘was’,
which is produced in the correct target order. An
example on the one-to-many alignments is given
by the correct translation of ‘viele’ to ‘a lot of’.

As an example on handling multiply-aligned
target words, we observe the translation of ‘Nord
Westen’ to ‘northwest’ in our output. This is pos-
sible because the source window allows the FFNN
to translate the word ‘Westen’ in context of the
word ‘Nord’.

Table 5 lists some translation examples pro-
duced by our system and the attention-based sys-
tem, where maximum attention weights are used
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1

source sie würden verhungern nicht , und wissen Sie was ?
reference they wouldn ’t starve , and you know what ?
attention NMT you wouldn ’t interview , and guess what ?
our system they wouldn ’t starve , and you know what ?

2

source denn sie sind diejenigen , die sind auch Experten für Geschmack .
reference because they ’re the ones that are experts in flavor , too .
attention NMT because they ’re the ones who are also experts .
our system because they ’re the ones who are also experts in flavor .

3

source es ist ein Online Spiel , in dem Sie müssen überwinden eine Ölknappheit .
reference this is an online game in which you try to survive an oil shortage .
attention NMT it ’s an online game where you need to get through a UNKOWN .
our system it ’s an online game in which you have to overcome an astrolabe .

4

source es liegt daran , dass gehen nicht Möglichkeiten auf diesem Planeten zurück, sie gehen vorwärts .
reference it ’s because possibilities on this planet , they don ’t go back , they go forward .
attention NMT it ’s because there ’s no way back on this planet , they ’re going to move forward .
our system it ’s because opportunities don ’t go on this planet , they go forward .

Table 5: Sample translations from the IWSLT German→English test set using the attention-based
system (Table 2, row #4) and our system (Table 2, row #7). We highlight the (pre-ordered) source words
and their aligned target words. We underline the source words of interest, italicize correct translations,
and use bold-face for incorrect translations.

as alignment. While we use larger vocabularies
compared to the attention-based system, we ob-
serve incorrect translations of rare words. E.g.,
the German word Ölknappheit in sentence 3 oc-
curs only 7 times in the training data among 108M
words, and therefore it is an unknown word for
the attention system. Our system has the word in
the source vocabulary but fails to predict the right
translation. Another problem occurs in sentence
4, where the German verb “zurückgehen” is split
into “gehen ... zurück”. Since the feed-forward
model uses a source window of size 9, it cannot
include both words when it is centered at any of
them. Such insufficient context might be resolved
when integrating the bidirectional RNN in decod-
ing. Note that the attention-based model also fails
to produce the correct translation here.

9 Conclusion

This work takes a step towards bridging the gap
between conventional word alignment concepts
and NMT. We use an HMM-inspired factoriza-
tion of the lexical and alignment models, and em-
ploy the Viterbi alignments obtained using con-
ventional HMM/IBM models to train neural mod-
els. An alignment-based decoder is introduced
and a log-linear framework is used to combine the
models. We use MERT to tune the model weights.
Our system outperforms the attention-based sys-
tem on the German→English task by up to 0.9%
BLEU, and on Chinese→English by up to 2.8%

TER. We also demonstrate that re-aligning the
training data using the neural decoder yields better
translation quality.

As future work, we aim to integrate alignment-
based RNNs such as the BJM into the alignment-
based decoder. We also plan to develop a bidirec-
tional RNN alignment model to make jump deci-
sions based on unbounded context. In addition, we
want to investigate the use of coverage constraints
in alignment-based NMT. Furthermore, we con-
sider the re-alignment experiment promising and
plan to apply re-alignment on the full bilingual
data of each task.
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Abstract

We present a simple neural network for
word alignment that builds source and tar-
get word window representations to com-
pute alignment scores for sentence pairs.
To enable unsupervised training, we use
an aggregation operation that summarizes
the alignment scores for a given target
word. A soft-margin objective increases
scores for true target words while de-
creasing scores for target words that are
not present. Compared to the popular
Fast Align model, our approach improves
alignment accuracy by 7 AER on English-
Czech, by 6 AER on Romanian-English
and by 1.7 AER on English-French align-
ment.

1 Introduction

Word alignment is the task of finding the cor-
respondence between source and target words in
a pair of sentences that are translations of each
other. Generative models for this task (Brown
et al., 1990; Och and Ney, 2003; Vogel et al., 1996)
still form the basis for many machine translation
systems (Koehn et al., 2003; Chiang, 2007).

Recent neural approaches include Yang et al.
(2013) who introduce a feed-forward network-
based model trained on alignments that were gen-
erated by a traditional generative model. This
treats potentially erroneous alignments as super-
vision. Tamura et al. (2014) sidesteps this issue by
negative sampling to train a recurrent-neural net-
work on unlabeled data. They optimize a global
loss that requires an expensive beam search to ap-
proximate the sum over all alignments.

†This work was conducted while the first author did an
internship at Facebook AI Research.

In this paper we introduce a word alignment
model that is simpler in structure and which re-
lies on a more tractable training procedure. Our
model is a neural network that extracts context in-
formation from source and target sentences and
then computes simple dot products to estimate
alignment links. Our objective function is word-
factored and does not require the expensive com-
putation associated with global loss functions. The
model can be easily trained on unlabeled data via a
novel but simple aggregation operation which has
been successfully applied in the computer vision
literature (Pinheiro and Collobert, 2015). The ag-
gregation combines the scores of all source words
for a particular target word and promotes source
words which are likely to be aligned with a given
target word according to the knowledge the model
has learned so far. At test time, the aggregation op-
eration is removed and source words are aligned to
target words by choosing the highest scoring can-
didates (§2, §3).

We evaluate several forms for our aggregation
operation such as computing the sum, max and
LogSumExp over alignment scores. Results on
English-French, English-Romanian, and Czech-
English alignment show that our model signif-
icantly outperforms Fast Align, a popular log-
linear reparameterization of IBM Model 2 (Dyer
et al., 2013; §4).

2 Aggregation Model

In the following, we consider a target-source sen-
tence pair (e, f), with e = (e1, . . . , e|e|) and
f = (f1, . . . , f|f |). Words are represented by
fj and ei, which are indices in source and target
dictionaries. For simplicity, we assume here that
word indices are the only feature fed to our archi-
tecture. Given a source word fj and a target word
ei, our architecture embeds a window (of size dfwin
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Figure 1: Illustration of the model. The two networks nete and netf compute representations for source
and target words. The score of an alignment link is a simple dot product between those source and target
word representations. The aggregation operation summarizes the alignment scores for each target word.

and dewin, respectively) centered around each of
these words into a demb-dimensional vector space.
The embedding operation is performed with two
distinct neural networks:

nete([e]
dewin
i ) ∈ Rdemb

and
netf ([f ]

dfwin
j ) ∈ Rdemb ,

where we denote the window operator as

[x]di = (xi−d/2, . . . , xi+d/2) .

The matching score between a source word fj and
a target word ei is then given by the dot-product:

s(i, j) = nete([e]
dewin
i ) · netf ([f ]

dfwin
j ) . (1)

If ei is aligned to fai , the score s(i, ai) should be
high, while scores s(i, j) ∀j 6= ai should be low.

2.1 Unsupervised Training
In this paper, we consider an unsupervised setup
where the alignment is not known at training time.
We thus cannot minimize or maximize matching
scores (1) in a direct manner. Instead, given a tar-
get word ei we consider the aggregated matching
scores over the source sentence:

saggr(i, f) =
|f |

Aggr
j=1

s(i, j) , (2)

where Aggr is an aggregation operator (§2.2).
Consider a matching (positive) sentence pair
(e+, f) and a negative sentence pair (e−, f).
Given a word at index i+ in the positive target
sentence, we want to maximize the aggregated
score saggr(i+, f) (1 ≤ i+ ≤ |e+|) because we
know it should be aligned to at least one source
word.1 Conversely, given a word at index i− in
the negative target sentence, we want to minimize
saggr(i

−, f) (1 ≤ i− ≤ |e−|) because it is unlikely
that the source sentence can explain the negative
target word. Following these principles, we con-
sider a simple soft-margin loss:

L(e+, e−, f) =
|e+|∑

i+=1

log(1 + e−saggr(i
+,f))

+

|e−|∑

i−=1

log(1 + e+saggr(i−,f)) .

(3)

Training is achieved by minimizing (3) and by
sampling over triplets (e+, e−, f) from the train-
ing data.

1We discuss how we handle unaligned target words in
§2.3. Also, depending on the decoding algorithm the model
can be used to predict many-to-many alignments.
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2.2 Choosing the Aggregation
The aggregation operation (2) is only present dur-
ing training and acts as a filter which aims to ex-
plain a given target word ei by one or more source
words. If we had the word alignments, then we
would sum over the source words fj aligned with
ei. However, in our setup alignments are not avail-
able at training time, so we must rely on what the
model has learned so far to filter the source words.
We consider the following strategies:

• Sum: ignore the knowledge learned so far,
and assign the same weight to all source
words fj to explain ei.2 In this case, we have

saggr(i, f) =

|f|∑

j=1

s(i, j) .

• Max: encourage the best aligned source
word fj , according to what the model has
learned so far. In this case, the aggregation
is written as:

saggr(i, f) =
|f|

max
j=1

s(i, j) .

• LSE: give similar weights to source words
with similar scores. This can be achieved
with a LogSumExp aggregation operation
(also called LogAdd), and is defined as:

saggr(i, f) =
1

r
log



|f|∑

j=1

er s(i, j)


 , (4)

where r is a positive scalar (to be chosen)
controlling the smoothness of the aggrega-
tion. For small r, the aggregation is equiva-
lent to a sum, and for large r, the aggregation
acts as a max.

2.3 Decoding
At test time, we align each target word ei with
the source word fj for which the matching score
s(i, j) in (1) is highest.3 However, not every target
word is aligned, so we consider only alignments
with a matching score above a threshold:

s(i, j) > µ−(ei) + ασ−(ei) , (5)
2This can be seen by observing that the gradients for all

source words are the same.
3This may result in a source word being aligned to multi-

ple target words.

where α is a tunable hyper-parameter, and

µ−(ei) = E
{ẽk=ei ∈ ẽ, f̃j− ∈ f̃−}

[
s(k, j−)

]

is the expectation over all training sentences ẽ con-
taining the word ei, and all words f̃−j belonging to
a corresponding negative source sentence f̃−, and
σ−(ei) is the respective variance.

3 Neural Network Architecture

Our model consists of two convolutional neural
networks nete and netf as shown in (1). Both of
them take the same form, so we detail only the tar-
get architecture.

3.1 Word embeddings

The discrete features [e]
dewin
i are embedded into

a deemb-dimensional vector space via a lookup-
table operation as first introduced in Bengio et al.
(2000):

xei = LTW e([e]
dewin
i )

= (LTW e(ei−dewin/2
), . . . , LTW e(ei+dewin/2

)) ,

where the lookup-table operation applied at index
k returns the kth column of the parameter matrix
W e:

LTW e(k) =W e
•, k .

The matrix W e is of size |Ve| × deemb, where Ve
is the target vocabulary, and deemb is the word em-
bedding size for the target words.

3.2 Convolutional layers
The word embeddings output by the lookup-table
are concatenated and fed through two successive
1-D convolution layers. The convolutions use a
step size of one and extract context features for
each word. The kernel sizes ke1 and ke2 determine
the size of the window dewin = ke1 + ke2 − 1 over
which features will be extracted by nete. In order
to obtain windows centered around each word, we
add (ke1+k

e
2)/2−1 padding words at the beginning

and at the end of each sentence.
The first layer cnne applies the linear transfor-

mationM e,1 exactly ke2 times to consecutive spans
of size ke1 to the dewin words in a given window:

cnne(xei ) =M e,1




LTW e([e]
ke1
i−a)

...
LTW e([e]

ke1
i+a)


 ,
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where a = bk
e
2
2 c, M e,1 ∈ Rdehu×(deemb k

e
1) is a

matrix of parameters, and dehu is the number of
hidden units (hu). The outputs of the first layer
cnne are concatenated to form a matrix of size
ke2 d

e
hu which is fed to the second layer:

nete(xei ) =M e,2 tanh(cnne(xei )) (6)

where M e,2 ∈ Rdemb×(ke2 dehu) is a matrix of pa-
rameters, and the tanh(·) operation is applied el-
ement wise. The parameters W e, M e,1 and M e,2

are trained by stochastic gradient descent to mini-
mize the loss (3) introduced in §2.1.

3.3 Additional Features
In addition to the raw word indices, we consider
two additional discrete features which were han-
dled in the same way as word features by introduc-
ing an additional lookup-table for each of them.
The output of all lookup-tables was concatenated,
and fed to the two-layer neural network architec-
ture (6).

Distance to the diagonal. This feature can be
computed for a target word ei and a source word
fj :

diag(i, j) =

∣∣∣∣
i

|e| −
j

|f |

∣∣∣∣ ,

This feature allows the model to learn that aligned
sentence pairs use roughly the same word order
and that alignment links remain close to the di-
agonal. We use this feature only for the source
network because it encodes relative position infor-
mation which only needs to be encoded once. If
we would use absolute position instead, then we
would need to encode this information both on the
source and the target side.

Part-of-speech Words pairs that are good transla-
tions of each other are likely to carry the same part
of speech in both languages (Melamed, 1995). We
therefore add the part-of-speech information to the
model.

Char n-gram. We consider unigram character
position features. Let K be the maximum size for
a word in a dictionary. We denote the dictionary
of characters as C. Every character is represented
by its index c (with 1 < c < |C|). We associate
every character c at position k with a vector at po-
sition ((k − 1) ∗ |C|) + c in a lookup-table. For a
given word, we extract all unigram character po-
sition embeddings, and average them to obtain a
character embedding for a given word.

4 Experiments

4.1 Datasets
We use the English-French Hansards corpus as
distributed by the NAACL 2003 shared task (Mi-
halcea and Pedersen, 2003). This dataset con-
tains 1.1M sentence pairs and the test and vali-
dation sets contain 447 and 37 examples respec-
tively. We also evaluate on the Romanian-English
dataset of the ACL 2005 shared task (Martin et al.,
2005) comprising 48K sentence pairs for training,
248 for testing and 17 for validation. For English-
Czech experiments, we use the WMT news com-
mentary corpus for training (150K sentence pairs)
and a set of 515 sentences for testing (Bojar and
Prokopová, 2006).

4.2 Evaluation
Our models are evaluated in terms of precision, re-
call, F-measure and Alignment Error Rate (AER).
We train models in each language direction and
then symmetrize the resulting alignments using
either the intersection or the grow-diag-final-and
heuristic (Och and Ney, 2003; Koehn et al., 2003).
We validated the choice of symmetrization heuris-
tic on each language pair and chose the best one
for each model considering the two aforemen-
tioned types as well as grow-diag-final and grow-
diag.

Additionally, we train phrase-based machine
translation models with our alignments using the
popular Moses toolkit (Koehn et al., 2007). For
English-French, we train on the news commentary
corpus v10, for English-Czech we used news com-
mentary corpus v11, and for Romanian-English
we used the Europarl corpus v8. We tuned our
models on the WMT2015 test set for English-
Czech as well as for Romanian-English; for
English-French we tuned on the WMT2014 test
set. Final results are reported on the WMT2016
test set for English-Czech as well as Romanian-
English, and for English-French we report results
on the WMT2015 test set (as there is no track for
this language-pair in 2016).

We compare our model to Fast Align, a popu-
lar log-linear reparameterization of IBM Model 2
(Dyer et al., 2013).

4.3 Setup
The kernel sizes of the target network nete(·) are
set to ke1 = ke2 = 3 for all language pairs. The
kernel sizes of the source network netf (·) are set
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to kf1 = kf2 = 3 for Romanian-English as well as
English-Czech; and for English-French we used
kf1 = kf2 = 1.

The number of hidden units are dehu = dfhu =
256 and demb is set to 256, The source Vf and tar-
get Ve dictionaries consist of the 30K most com-
mon words for English, French and Romanian,
and 80K for Czech. All other words are mapped to
a unique UNK token. The word embedding sizes
deemb and dfemb, as well as the char-n-gram embed-
ding size is 128. For LSE, we set r = 1 in (4).

We initialize the word embeddings with a sim-
ple PCA computed over the matrix of word co-
occurrence counts (Lebret and Collobert, 2014).
The co-occurrence counts were computed over the
common crawl corpus provided by WMT16. For
part of speech tagging we used the Stanford parser
on English-French data, and MarMoT (Mueller
et al., 2013) for Romanian-English as well as
English-Czech.

We trained 4 systems for the ensembles, each
using a different random seed to vary the weight
initialization as well as the shuffling of the training
set. We averaged the alignment scores predicted
by each system before decoding. The alignment
threshold variables µ−(ei) and σ−(ei) for decod-
ing (§2.3) were estimated on 1000 random training
sentences, using 100 negative sentences for each
of them. Words not appearing in this training sub-
set were assigned µ−(ei) = σ−(ei) = 0.

For systems where dewin > 1 and dfwin > 1, we
saw a tendency of aligning frequent words regard-
less on if they appeared in the center of the context
window or not. For instance, a common mistake
would be to align ”the cat sat”, with ”PADDING
le chat”. To prevent such behavior, we occasion-
ally replaced the center word in a target window
by a random word during training. We do this for
every second training example on average and we
tuned this rate on the validation set.

4.4 Results

We first explore different choices for the aggre-
gation operator (§2.2), followed by an ablation to
investigate the impact of the different additional
features (§3.3). Next we compare to the Fast
Align baseline. Finally, we evaluate our align-
ments within a full translation system for all lan-
guage pairs.

4.4.1 Aggregation operation

Table 1 shows that the LogSumExp (LSE) aggre-
gator performs best on all datasets for every direc-
tion as well as in the symmetrized setting using the
grow-diag-final heuristic. All results are based on
a single model trained with the ’distance to the di-
agonal’ feature detailed above.4 We therefore use
LSE for the remaining experiments.

Max Sum LSE
En-Fr 18.1 23.0 15.1
Fr-En 20.7 26.9 15.8
symmetrized 14.8 24.1 12.8
Ro-En 42.2 42.0 37.6
En-Ro 40.4 40.2 35.7
symmetrized 36.4 35.6 32.2
En-Cz 27.9 35.6 24.5
Cz-En 26.5 33.6 24.5
symmetrized 21.8 32.7 21.0

Table 1: Alignment error rates for different aggre-
gation operations in each language direction and
with grow-diag-final-and symmetrization.

4.4.2 Additional features

Table 2 shows the effect of the different input fea-
tures. Both POS and the distance to the diago-
nal feature significantly improve accuracy. Po-
sition information via the ’distance to the diago-
nal’ feature is helpful for all language pairs, and
POS information is more effective for Romanian-
English and English-Czech which involve mor-
phologically rich languages. We use the POS and
’distance to the diagonal feature’ for the remaining
experiments.

4.4.3 Comparison with the baseline

In the following results we label our model as
NNSA (Neural network score aggregation). On
English-French data (Table 3) our model outper-
forms the baseline (Dyer et al., 2013) in each indi-
vidual language direction as well as for the sym-
metrized setting. With an ensemble of four mod-
els, we outperform the baseline by 1.7 AER (from
11.4 to 9.7), and with an individual model we out-
perform it by 1.2 AER (from 11.4 to 10.2). Note
that the choice of symmetrization heuristic greatly
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English-French Romanian-English English-Czech
En-Fr Fr-En sym Ro-En En-Ro sym En-Cz Cz-En sym

words 22.2 24.2 15.7 47.0 45.5 40.3 36.9 36.3 29.5
+ POS 20.9 23.9 15.3 45.3 42.9 36.9 35.6 33.7 28.2
+ diag 15.1 15.8 12.8 37.6 35.7 32.2 24.8 24.5 21.0
+ POS + diag 13.2 12.1 10.2 33.1 32.2 27.8 24.6 22.9 19.9

Table 2: Alignment error rates using different input features in each language direction and with grow-
diag-final-and symmetrization.

P R F1 AER
English-French

Baseline 49.6 89.8 63.9 16.7
NNSA 64.7 80.7 71.8 13.2
+ ensemble 61.5 85.8 71.6 11.6

French-English
Baseline 52.9 88.4 66.2 16.2
NNSA 61.7 86.3 72.0 12.1
+ ensemble 62.6 86.7 72.7 11.6

symmetrized
Baseline (inter) 69.6 84.0 76.1 11.4
NNSA (gdfa) 60.4 88.5 71.8 10.2
+ ensemble 59.3 89.9 71.4 9.7

Table 3: English-French results on the test set in
terms of precision (P), recall (R), F-score (F1) and
AER; ensemble denotes a combination of four sys-
tems and we use the intersection (inter) and grow-
diag-final-and symmetrization (gdfa) heuristics.

affects accuracy, both for the baseline and NNSA.

On Romanian-English (Table 4) our model out-
performs the baseline in both directions as well.
Adding ensembles further improves accuracy and
leads to a significant improvement of 6 AER over
the best symmetrized baseline result (from 32 to
26).

On English-Czech (Table 5) our model outper-
forms the baseline in both directions as well. We
added the character feature to better deal with the
morphologically rich nature of Czech and the fea-
ture reduced AER by 2.1 in the symmetrized set-
ting. An ensemble improved accuracy further and
led to a 7 AER improvement over the best sym-
metrized baseline result (from 22.8 to 15.8).

4We use kernel sizes ke
1 = ke

2 = 3 and kf
1 = kf

2 = 1 for
all language pairs in this experiment.

P R F1 AER
Romanian-English

Baseline 70.0 61.0 65.2 34.8
NNSA 75.1 65.2 69.8 30.2
+ ensemble 75.8 62.8 68.7 31.3

English-Romanian
Baseline 71.3 60.8 65.6 34.4
NNSA 78.1 61.7 69.0 31.1
+ ensemble 78.4 63.2 70.0 30.0

symmetrized
Baseline (gdfa) 69.5 66.5 68.0 32.0
NNSA (gdfa) 74.1 71.8 73.0 27.0
+ ensemble 73.0 74.5 73.7 26.0

Table 4: Romanian-English results (cf. Table 3).

4.4.4 BLEU evaluation
Table 6 presents the BLEU evaluation of our align-
ments. For each language-pair, we select the best
alignment model reported in Tables 3, 4 and 5, and
align the training data. We use the alignments to
run the standard phrase-based training pipeline us-
ing those alignments. Our BLEU results show the
average BLEU score and standard deviation for
five runs of minimum error rate training (MERT;
Och 2003).

Our alignments achieve slightly better results
for Romanian-English as well as English-Czech
while performing on par with Fast Align on
English-French translation.

5 Analysis

In this section, we analyze the word representa-
tions learned by our model. We first focus on the
source representations: given a source window,
we obtain its distributional representation and then
compute the Euclidean distance to all other source
windows in the training corpus. Table 7 shows
the nearest windows for two source windows; the
closest windows tend to have similar meanings.
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P R F1 AER
English-Czech

Baseline 68.4 73.3 70.7 26.6
NNSA 72.0 74.3 73.1 24.6
+ char n-gram 73.8 75.4 74.6 23.2
+ ensemble 78.8 77.2 78.0 20.0

Czech-English
Baseline 68.6 74.0 71.2 25.7
NNSA 74.1 74.0 74.0 22.9
+ char n-gram 78.1 74.1 76.1 21.4
+ ensemble 79.1 77.7 78.4 18.7

symmetrized
Baseline (inter) 88.1 66.6 76.0 22.8
NNSA (gdfa) 75.7 80.3 76.3 19.9
+ char n-gram 76.9 81.3 79.1 17.8
+ ensemble 78.9 83.2 81.0 15.8

Table 5: Czech-English results (cf. Table 3).

Baseline NNSA
French-English 25.4± 0.1 25.5± 0.1
Romanian-English 21.3± 0.1 21.6± 0.1
Czech-English 17.2± 0.1 17.6± 0.1

Table 6: Average BLEU score and standard devia-
tion for five runs of MERT.

We then analyze the relation between source
and target representations: given a source win-
dow we compute the alignment scores for all tar-
get sentences in the training corpus. Table 8 shows
for two source windows which target words have
the largest alignment scores. The example ”in
working together” is particularly interesting since
the aligned target words collabore, coordonés,
and concertés mean collaborate, coordinated, and
concerted, which all carry the same meaning as
the source window phrase.

6 Conclusion

In this paper, we present a simple neural network
alignment model trained on unlabeled data. Our
model computes alignment scores as dot prod-
ucts between representations of windows around
source and target words. We apply an aggrega-
tion operation borrowed from the computer vi-
sion literature to make unsupervised training pos-
sible. The aggregation operation acts as a filter
over alignment scores and allows us to determine
which source words explain a given target word.

the voting process in working together
the voting area for working together

the voting power with working together
the voting rules from working together

the voting system about working together
the voting patterns by working together
the voting ballots and working together

their voting patterns while working together

Table 7: Analysis of source window represen-
tations. Each column shows a window over the
source sentence followed by several close neigh-
bors in terms of Euclidean distance (among the 30
nearest).

the voting process in working together
vote travaillé

voteraient travailleront
votent collaboration
voter travaillant
votant oeuvrant
scrutin concerts

suffrage coordonés
procédure concert
investiture collabore
élections coopération

Table 8: Analysis of source and target represen-
tations. Each column shows a source window and
the target words which are most aligned according
to our model.

We improve over Fast Align, a popular log-
linear reparameterization of IBM Model 2 (Dyer
et al., 2013) by up to 6 AER on Romanian-
English, 7 AER on English-Czech data and 1.7
AER on English-French alignment. Furthermore,
we evaluated our model as part of a full machine
translation pipeline and showed that our align-
ments are better or on par compared to Fast Align
in terms of BLEU.
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Abstract

Neural network language and translation
models have recently shown their great po-
tentials in improving the performance of
phrase-based machine translation. At the
same time, word representations using dif-
ferent word factors have been translation
quality and are part of many state-of-the-
art machine translation systems. used in
many state-of-the-art machine translation
systems, in order to support better transla-
tion quality.

In this work, we combined these two ideas
by investigating the combination of both
techniques. By representing words in neu-
ral network language models using differ-
ent factors, we were able to improve the
models themselves as well as their impact
on the overall machine translation perfor-
mance. This is especially helpful for mor-
phologically rich languages due to their
large vocabulary size. Furthermore, it is
easy to add additional knowledge, such as
source side information, to the model.

Using this model we improved the trans-
lation quality of a state-of-the-art phrase-
based machine translation system by 0.7
BLEU points. We performed experiments
on three language pairs for the news trans-
lation task of the WMT 2016 evaluation.

1 Introduction

Recently, neural network models are deployed ex-
tensively for better translation quality of statisti-
cal machine translation (Le et al., 2011; Devlin et
al., 2014). For the language model as well as for
the translation model, neural network-based mod-
els showed improvements when used during de-
coding as well as when used in re-scoring.

In phrase-based machine translation (PBMT),
word representation using different factors (Koehn
and Hoang, 2007) are commonly used in state-
of-the-art systems. Using Part-of-Speech (POS)
information or automatic word clusters is es-
pecially important for morphologically rich lan-
guages which often have a large vocabulary size.
Language models based on these factors are able
to consider longer context and therefore improve
the modelling of the overall structure. Further-
more, the POS information can be used to improve
the modelling of word agreement, which is often a
difficult task when handling morphologically rich
languages.

Until now, word factors have been used rela-
tively limited in neural network models. Auto-
matic word classes have been used to structure the
output layer (Le et al., 2011) and as input in feed
forward neural network language models (Niehues
and Waibel, 2012).

In this work, we propose a multi-factor recur-
rent neural network (RNN)-based language model
that is able to facilitate all available information
about the word in the input as well as in the out-
put. We evaluated the technique using the surface
form, POS-tag and automatic word clusters using
different cluster sizes.

Using this model, it is also possible to integrate
source side information into the model. By using
the model as a bilingual model, the probability of
the translation can be modelled and not only the
one of target sentence. As for the target side, we
use a factored representation for the words on the
source side.

The remaining of the paper is structured as fol-
lowing: In the following section, we first review
the related work. Afterwards, we will shortly de-
scribe the RNN-based language model used in our
experiments. In Section 4, we will introduce the
factored RNN-based language model. In the next
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section, we will describe the experiments on the
WMT 2016 data. Finally, we will end the paper
with a conclusion of the work.

2 Related Work

Additional information about words, encoded as
word factors, e.g. the lemma of word, POS
tags, etc., is employed in state-of-the-art phrase-
based systems. (Koehn and Hoang, 2007) decom-
poses the translation of factored representations
to smaller mapping steps, which are modelled by
translation probabilities from input factor to out-
put factor or by generating probabilities of addi-
tional output factors from existing output factors.
Then those pre-computed probabilities are jointly
combined in the decoding process as a standard
translation feature scores. In addition, language
models using these word factors have shown to
be very helpful to improve the translation qual-
ity. In particular, the aligned-words, POS or word
classes are used in the framework of modern lan-
guage models (Mediani et al., 2011; Wuebker et
al., 2013).

Recently, neural network language models have
been considered to perform better than standard
n-gram language models (Schwenk, 2007; Le et
al., 2011). Especially the neural language models
constructed in recurrent architectures have shown
a great performance by allowing them to take a
longer context into account (Mikolov et al., 2010;
Sundermeyer et al., 2013).

In a different direction, there has been a great
deal of research on bringing not only target words
but also source words into the prediction process,
instead of predicting the next target word based on
the previous target words (Le et al., 2012; Devlin
et al., 2014; Ha et al., 2014).

However, to the best of our knowledge, word
factors have been exploited in a relatively limited
scope of neural network research. (Le et al., 2011;
Le et al., 2012) use word classes to reduce the
output layer’s complexity of such networks, both
in language and translation models. In the work
of (Niehues and Waibel, 2012), their Restricted
Boltzmann Machines language models also en-
code word classes as an additional input feature in
predicting the next target word. (Tran et al., 2014)
use two separate feed forward networks to predict
the target word and its corresponding suffixes with
the source words and target stem as input features.

Our work exhibits several essential differences

from theirs. Firstly, we leverage not only the target
morphological information but also word factors
from both source and target sides in our models.
Furthermore, we could use as many types of word
factors as we can provide. Thus, we are able to
make the most of the information encoded in those
factors for more accurate prediction.

3 Recurrent Neural Network-based
Language Models

In contrast to feed forward neural network-based
language models, recurrent neural network-based
language models are able to store arbitrary long
word sequences. Thereby, they are able to directly
model P (w|h) and no approximations by limiting
the history size are necessary. Recently, several
authors showed that RNN-based language models
could perform very well in phrase-based machine
translation. (Mikolov et al., 2010; Sundermeyer et
al., 2013)

In this work, we used the torch71 implementa-
tion of an RNN-based language model (Léonard
et al., 2015). First, the words were mapped to
their word embeddings. We used an input embed-
ding size of 100. Afterwards, we used two LSTM-
based layers. The first has the size of the word
embeddings and for the second we used a hidden
size of 200. Finally, the word probabilities were
calculated using a softmax layer.

The models were trained using stochastic gra-
dient descent. The weights were updated using
mini-batches with a batch size of 128. We used
a maximum epoch size of 1 million examples and
selected the model with the lowest perplexity on
the development data.

4 Factored Language Model

When using factored representation of words,
words are no longer represented as indices in the
neural network. Instead, they are represented a tu-
ples of indices w = (f1, . . . , fD), where D is the
number of different factors used to describe the
word. These factors can be the word itself, as well
as the POS, automatic learned classes (Och, 1999)
or other information about the word. Furthermore,
we can use different types of factors for the input
and the output of the neural network.

1http://torch.ch/
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Figure 1: Factored RNN Layout

4.1 Input Representation

In a first step, we obtained a factored representa-
tion for the input of the neural network. In the
experiments, we represented a word by its surface
form, POS-tags and automatic word class, but the
framework can be used for any number of word
factors. Although there are factored approaches
for n-gram based language models (Bilmes and
Kirchhoff, 2003), most n-gram language models
only use one factor. In contrast, in neural network
based language models, it is very easy to add ad-
ditional information as word factors. We can learn
different embeddings for each factor and represent
the word by concatenating the embeddings of sev-
eral factors. As shown in the bottom of Figure 1,
we first project the different factors to the contin-
uous factor embeddings. Afterwards, we concate-
nate these embeddings into a word embedding.

The advantage of using several word factors is
that we can use different knowledge sources to
represent a word. When a word occurs very rarely,
the learned embedding from its surface form might
not be helpful. The additional POS information,
however, is very helpful. While using POS-based
language models in PBMT may lead to losing the
information about high frequent words, in this ap-
proach we can have access to all information by
concatenating the factor embeddings.

4.2 Output Representation

In addition to use different factors in the input of
the neural network, we can also use different fac-
tors on the output. In phrase-based machine trans-
lation, n-gram language models based on POS-
tags have been shown to be very successful for
morphologically rich languages.

Porting this idea to neural network lan-
guage models, we can not only train a
model to predict the original word f1 given
the previous words in factor representation
h = (f1,1, . . . , f1,D), . . . , (fi,1, . . . , fi,D), but
also train a model to predict he POS-tags (e.g. f2)
given the history h.

In a first step, we proposed to train individual
models for all factors 1, . . . , D generating proba-
bilities P1, . . . , PD for every sentence. Then these
probabilities can be used as features for example
in re-scoring of the phrase-based MT system.

Considering that it can be helpful to consider
all factors of the word in the input, it can be also
helpful to jointly train the models for predicting
the different output factors. This is motivated by
the fact that multi-task learning has shown to be
beneficial in several NLP tasks (Collobert et al.,
2011). Predicting all output features jointly re-
quires a modification of the output layer of the
RNN model. As shown in Figure 1, we replace the
single mapping from the LSTM-layer to the soft-
max layer, by D mappings. Each mapping then
learns to project the LSTM-layer output to the fac-
tored output probabilities. In the last layer, we use
D different softmax units. In a similar way as the
conventional network, the error between the out-
put of the network and the reference is calculated
during training.

Using this network, we will no longer pre-
dict the probability of one word factor Pd, d ∈
{1, . . . D}, but D different probability distribu-
tions P1, . . . , PD. In order to integrate this model
into the machine translation system we explored
two different probabilities. First, we used only the
joint probability P =

∏D
d=1 Pd as a feature in the

log-linear combination. In addition, we also used
the joint probability as well as all individual prob-
abilities Pd as features.

4.3 Bilingual Model

Using the model presented before, it is possible to
add additional information to the model as well.
One example we explored in this work is to use
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Figure 2: Bilingual Model

the model as a bilingual model (BM). Instead of
using only monolingual information by consider-
ing the previous target factors as input, we used
source factors additionally. Thereby, we can now
model the probability of a word given the previ-
ous target words and information about the source
sentence. So in this case we model the transla-
tion probability and no longer the language model
probability.

When predicting the target word wi+1 with its
factors fi+1,1, . . . , fi+1,D, the input to the RNN
is the previous target word wi = fi,1, . . . , fi,D.
Using the alignment, we can find the source word
sa(i+1), which is aligned to the target word wi+1.
When we add the features of source word

sa(i+1) = (fs
a(i+1),1, . . . , f

s
a(i+1),Ds

)

to the ones of the target word wi and create a new
bilingual token

bi = (fi+1,1, . . . , fi+1,D, f
s
a(i+1),1, . . . , f

s
a(i+1),Ds

)

, we now can predict the target word given the pre-
vious target word and the aligned source word.

In the example in Figure 2, we would
insert (completed,VVD,87,ein,ART) to predict
(a,DT,37).

In this case the number of input factors and out-
put factors are no longer the same. In the input,
we have D+Ds input factors, while we have only
D factors on the output of the network.

5 Experiments

We evaluated the factored RNNLM on three dif-
ferent language pairs of the WMT 2016 News
Translation Task. In each language pair, we cre-
ated an n-best list using our phrase-based MT sys-
tem and used the factored RNNLM as an addi-
tional feature in rescoring. It is worth noting that

the POS and word class information are already
present during decoding of the baseline system by
n-gram-based language models based on each of
these factors. First, we performed a detailed analy-
sis on the English-Romanian task. In addition, we
used the model in a German-English and English-
German translation system. In all tasks, we used
the model in re-scoring of a PBMT system.

5.1 System Description

The baseline system is an in-house implementa-
tion of the phrase-based approach. The system
used to generate n-best lists for the news tasks is
trained on all the available training corpora of the
WMT 2015 Shared Translation task. The system
uses a pre-reordering technique (Rottmann and
Vogel, 2007; Niehues and Kolss, 2009; Herrmann
et al., 2013) and facilitates several translation and
language models. As shown in Table 1, we use
two to three word-based language models and one
to two cluster-based models using 50, 100 or 1,000
clusters. The custers were trained as described
in (Och, 1999). In addition, we used a POS-
based language model in the English-Romainian
system and a bilingual language model (Niehues
et al., 2011) in English to German and German
to English systems. The POS tags for English-
Romanian were generated by the tagger described
in (Ion et al., 2012) and the ones for German by
RFTagger (Schmid and Laws, 2008).

Table 1: Features

EN-RO EN-DE DE-EN
wordLM 2 3 3
POSLM 1 0 0
clusterLM 2 1 2
BiLM 0 1 1
#features 22-23 20 22

In addition, we used discriminative word lex-
ica (Niehues and Waibel, 2013) during decoding
and source discriminative word lexica in rescoring
(Herrman et al., 2015).

A full system description can be found in (Ha et
al., 2016).

The German to English baseline system uses 20
features and the English to German systems uses
22 features.

The English-Romanian system was optimized
on the first part of news-dev2016 and the rescor-
ing was optimized on this set and a subset of 2,000
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sentences from the SETimes corpus. This part of
the corpus was of course excluded for training the
model. The system was tested on the second half
of news-dev2016.

The English-German and German-English sys-
tems were optimized on news-test2014 and also
the re-scoring was optimized on this data. We
tested the system on news-test2015.

For English to Romanian and English to Ger-
man we used an n-best List of 300 entries and
for German to English we used an n-best list with
3,000 entries.

For decoding, for all language directions, the
weights of the system were optimized using mini-
mum error rate training (Och, 2003). The weights
in the rescoring were optimized using the List-
Net algorithm (Cao et al., 2007) as described in
(Niehues et al., 2015).

The RNN-based language models for English to
Romanian and German to English were trained on
the target side of the parallel training data. For En-
glish to German, we trained the model and the Eu-
roparl corpus and the News commentary corpus.

5.2 English - Romanian

In the first experiment on the English to Roma-
nian task, we only used the scores of the RNN lan-
guage models. The baseline system has a BLEU
score (Papineni et al., 2002) of 29.67. Using only
the language model instead of the 22 features, of
course, leads to a lower performance, but we can
see clear difference between the different language
models. All systems use a word vocabulary of 5K
words and we used four different factors. We used
the word surface form, the POS tags and word
clusters using 100 and 1,000 classes.

The baseline model using words as input and
words as output reaches a BLEU score of 27.88.
If we instead represent the input words by factors,
we select entries from the n-best list that gener-
ates a BLEU score of 28.46. As done with the
n-gram language models, we can also predict the
other factors instead of the words themselves. In
all cases, we use all four factors as input factors.
As shown in Table 2, all models except for the
one with 100 classes perform similarly, reaching
up between 28.46 and 28.49. The language model
predicting only 100 classes only reaches a BLEU
score of 28.23. It suggests that this number of
classes is too low to disambiguate the entries in
the n-best list.

Table 2: English - Romanian Single Score

Input Prediction Single
Word Word 27.88
All factors Word 28.46
All factors POS 28.48
All factors 100 Cl. 28.23
All factors 1,000 Cl. 28.49
All factors All factors 28.54

If we predict all factors together and use then
the joint probability, we can reach the best BLEU
score of 28.54 as shown in the last line of the ta-
ble. This is 0.7 BLEU points better than the initial
word based model.

After evaluating the model as the only knowl-
edge source, we also performed experiments using
the model in combination with the other models.
We evaluated the baseline and the best model in
three different configuration in Table 3 using only
the joint probability. The three baseline configu-
ration differ in the models used during decoding.
Thereby, we are able to generate different n-best
lists and test the models on different conditions.

Table 3: English - Romanian Language Models

Model Conf1 Conf2 Conf3
Baseline 29.86 30.00 29.75
LM 5K 29.79 29.84 29.73
LM 50K 29.64 29.84 29.83
Factored LM 5K 29.94 30.01 30.01
Factored LM 50K 30.05 30.27 30.29

In Table 3, we tested the word-based and the
factored language model using a vocabulary of 5K
and 50K words. Features from each model are
used in addition to the features of the baseline sys-
tem. As shown in the table, the word-based RNN
language models perform similarly, but both could
not improve over the baseline system. One possi-
ble reason for this is that we already use several
language models in the baseline model and they
are partly trained on much larger data. While the
RNN models are trained using only the target lan-
guage model, one word-based language model is
trained on the Romanian common crawl corpus.
Furthermore, the POS-based and word cluster lan-
guage models use a 9-gram history and therefore,
can already model quite long dependencies.

But if we use a factored language model, we are
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able to improve over the baseline system. Using
the additional information of the other word fac-
tors, we are able to improve the bilingual model in
all situations. The model using a surface word vo-
cabulary of 5,000 words can improve by 0.1 to 0.3
BLEU points. The model using a 50K vocabulary
can even improve by up to 0.6 BLEU points.

Table 4: English - Romanian Bilingual Models

Model Dev Test
Baseline 40.12 29.75
+ Factored LM 50K 40.87 30.17
+ Factored BM 5K 41.11 30.44
+ Factored BM 50K 41.16 30.57

After analyzing the different language models,
we also evaluate how we can use the factored
representation to include source side information.
The results are summarized in Table 4. In these
experiments, we used not only the the joint proba-
bility, but also the four individual probabilities as
features. Therefore, we will add five scores for
every model, since each model is added to its pre-
vious configuration in this experiment.

Exploiting all five probabilities of the lan-
guage model brought us the similar improvement
we achieved using the joint probability from the
model. On the test set, the improvements are
slightly worse. When adding the model using
source side information based on a vocabulary of
5K and 50K words, however, we get additional im-
provements. Adopting the both bilingual models
(BM) along with a factored LM, we improved the
BLEU score further leading up to the best score of
30.57 for the test set.

5.3 English - German
In addition to the experiments on English to Ro-
manian, we also evaluated the models on the task
of translating English News to German. For the
English to German system, we use three factors
on the source side and four factors on the tar-
get side. In English, we used the surface forms
as well as automatic word cluster based on 100
and 1,000 classes. On the target side, we used
fine-graind POS-tags generated by the RFTagger
(Schmid and Laws, 2008), in addition to the fac-
tors for the source side.

The experiments using only the scores of the
model are summarized in Table 5. In this exper-
iment, we analyzed a word based- and a factored

Table 5: English - German Single Score

Model Single
LM 5K 20.92
Factored LM 5K 21.69
BM 5K 21.33
Factored BM 5K 21.92

language models as well as bilingual models. As
described in section 4.3, the difference between
the language model and the bilingual model is that
the latter uses the source side information as addi-
tional factor.

Using only the word-based language model we
achieved a BLEU score of 20.92. Deploying a fac-
tored language model instead, we can improve the
BLEU score by 0.7 BLEU points to 21.69. While
we achieved a score of 21.33 BLEU points by us-
ing a proposed bilingual model, we improved the
score up to 21.92 BLEU points by adopting all fac-
tors for the bilingual model.

Table 6: English-German Language Model

Model Conf1 Conf2
Baseline 23.25 23.40
Factored LM 5K 23.63 23.77
Factored BM 5K 23.43 23.48

In addition to the analysis on the single model,
we also evaluated the model’s influence by com-
bining the model with the baseline features. We
tested the language model as well as the bilingual
model on two different configurations. Adopting
the factored language model on top of the base-
line features improved the translation quality by
around 0.4 BLEU points for both configurations,
as shown in Table 6. Although the bilingual model
could also improve the translation quality, it could
not outperform the factored language model. The
combination of the two models, LM and BM, did
not lead to further improvements. In summary,
the factored language model improved the BLEU
score by 0.4 points.

5.4 German - English

Similar experiments were conducted on the Ger-
man to English translation task. For this language
pair, we built models using a vocabulary size of
5,000 words. The models cover word surface
forms and two automatic word clusters, which are
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based on 100 and 1,000 word classes respectively.
First, we will evaluate the performance of the sys-
tem using only this model in rescoring. The results
are summarized in Table 7.

Table 7: German - English Single Score

Model Single
LM 5K 26.11
Factored LM 5K 26.96
BM 5K 26.77
Factored BM 5K 26.81

The word based language model achieves a
BLEU score 26.11. Extending the model to in-
clude factors improves the BLEU score by 0.8
BLEU points to 26.96. If we use a bilingual
model, a word based model achieves a BLEU
score of 26.77 and the factored one a BLEU score
of 26.81. Although the factored model performed
better than the word-based models, in this case the
bilingual model cannot outperform the language
model.

Table 8: German - English Language Model

Model Single
Baseline 29.33
+ Factored BM 5K 29.51
+ Factored LM 5K 29.66

In a last series of experiments, we used the
scores combined with the baseline scores. The re-
sults are shown in Table 8. In this language pair,
we can improve over the baseline system by using
both models. The final BLEU score is 0.3 BLEU
points better than the initial system.

6 Conclusion

In this paper, we presented a new approach to
integrate additional word information into a neu-
ral network language model. This model is es-
pecially promising for morphologically rich lan-
guages. Due to their large vocabulary size, addi-
tional information such as POS-tags are expected
to model rare words effectively.

Representing words using factors has been suc-
cessfully deployed in many phrase-based machine
translation systems. Inspired by this, we repre-
sented each word in our neural network language
model using factors, facilitating all available in-
formation of the word. We showed that using the

factored neural network language models can im-
prove the quality of a phrase-based machine trans-
lation system, which already uses several factored
language models.

In addition, the presented framework allows an
easy integration of source side information. By
incorporating the alignment information to the
source side, we were able to model the translation
process. In this model, the source words as well as
the target words can be represented by word fac-
tors.

Using these techniques, we are able to im-
prove the translation system on three different lan-
guage pairs of the WMT 2016 evaluation. We
performed experiments on the English-Romanian,
English-German and German-English translation
task. The suggested technique yielded up to 0.7
BLEU points of improvement on all three tasks.
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Abstract

Neural machine translation has recently
achieved impressive results, while using
little in the way of external linguistic in-
formation. In this paper we show that
the strong learning capability of neural
MT models does not make linguistic fea-
tures redundant; they can be easily incor-
porated to provide further improvements
in performance. We generalize the em-
bedding layer of the encoder in the at-
tentional encoder–decoder architecture to
support the inclusion of arbitrary features,
in addition to the baseline word feature.
We add morphological features, part-of-
speech tags, and syntactic dependency la-
bels as input features to English↔German
and English→Romanian neural machine
translation systems. In experiments on
WMT16 training and test sets, we find that
linguistic input features improve model
quality according to three metrics: per-
plexity, BLEU and CHRF3. An open-
source implementation of our neural MT
system is available1, as are sample files
and configurations2.

1 Introduction

Neural machine translation has recently achieved
impressive results (Bahdanau et al., 2015; Jean
et al., 2015), while learning from raw, sentence-
aligned parallel text and using little in the way
of external linguistic information.3 However, we
hypothesize that various levels of linguistic anno-
tation can be valuable for neural machine trans-
lation. Lemmatisation can reduce data sparse-

1https://github.com/rsennrich/nematus
2https://github.com/rsennrich/

wmt16-scripts
3Linguistic tools are most commonly used in preprocess-

ing, e.g. for Turkish segmentation (Gülçehre et al., 2015).

ness, and allow inflectional variants of the same
word to explicitly share a representation in the
model. Other types of annotation, such as parts-
of-speech (POS) or syntactic dependency labels,
can help in disambiguation. In this paper we in-
vestigate whether linguistic information is benefi-
cial to neural translation models, or whether their
strong learning capability makes explicit linguistic
features redundant.

Let us motivate the use of linguistic features us-
ing examples of actual translation errors by neu-
ral MT systems. In translation out of English,
one problem is that the same surface word form
may be shared between several word types, due to
homonymy or word formation processes such as
conversion. For instance, close can be a verb, ad-
jective, or noun, and these different meanings of-
ten have distinct translations into other languages.
Consider the following English→German exam-
ple:

1. We thought a win like this might be close.

2. Wir dachten, dass ein solcher Sieg nah sein
könnte.

3. *Wir dachten, ein Sieg wie dieser könnte
schließen.

For the English source sentence in Example 1
(our translation in Example 2), a neural MT sys-
tem (our baseline system from Section 4) mis-
translates close as a verb, and produces the Ger-
man verb schließen (Example 3), even though
close is an adjective in this sentence, which has
the German translation nah. Intuitively, part-
of-speech annotation of the English input could
disambiguate between verb, noun, and adjective
meanings of close.

As a second example, consider the following
German→English example:

4. Gefährlich ist die Route aber dennoch .
dangerous is the route but still .
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5. However the route is dangerous .

6. *Dangerous is the route , however .

German main clauses have a verb-second (V2)
word order, whereas English word order is gener-
ally SVO. The German sentence (Example 4; En-
glish reference in Example 5) topicalizes the pred-
icate gefährlich ’dangerous’, putting the subject
die Route ’the route’ after the verb. Our baseline
system (Example 6) retains the original word or-
der, which is highly unusual in English, especially
for prose in the news domain. A syntactic annota-
tion of the source sentence could support the atten-
tional encoder-decoder in learning which words in
the German source to attend (and translate) first.

We will investigate the usefulness of linguistic
features for the language pair German↔English,
considering the following linguistic features:

• lemmas

• subword tags (see Section 3.2)

• morphological features

• POS tags

• dependency labels

The inclusion of lemmas is motivated by the
hope for a better generalization over inflectional
variants of the same word form. The other lin-
guistic features are motivated by disambiguation,
as discussed in our introductory examples.

2 Neural Machine Translation

We follow the neural machine translation archi-
tecture by Bahdanau et al. (2015), which we will
briefly summarize here.

The neural machine translation system is imple-
mented as an attentional encoder-decoder network
with recurrent neural networks.

The encoder is a bidirectional neural network
with gated recurrent units (Cho et al., 2014)
that reads an input sequence x = (x1, ..., xm)
and calculates a forward sequence of hidden
states (

−→
h 1, ...,

−→
h m), and a backward sequence

(
←−
h 1, ...,

←−
h m). The hidden states

−→
h j and

←−
h j are

concatenated to obtain the annotation vector hj .
The decoder is a recurrent neural network that

predicts a target sequence y = (y1, ..., yn). Each
word yi is predicted based on a recurrent hidden
state si, the previously predicted word yi−1, and

a context vector ci. ci is computed as a weighted
sum of the annotations hj . The weight of each
annotation hj is computed through an alignment
model αij , which models the probability that yi is
aligned to xj . The alignment model is a single-
layer feedforward neural network that is learned
jointly with the rest of the network through back-
propagation.

A detailed description can be found in (Bah-
danau et al., 2015), although our implementation
is based on a slightly modified form of this archi-
tecture, released for the dl4mt tutorial4. Training
is performed on a parallel corpus with stochastic
gradient descent. For translation, a beam search
with small beam size is employed.

2.1 Adding Input Features

Our main innovation over the standard encoder-
decoder architecture is that we represent the en-
coder input as a combination of features (Alexan-
drescu and Kirchhoff, 2006).

We here show the equation for the forward
states of the encoder (for the simple RNN case;
consider (Bahdanau et al., 2015) for GRU):

−→
h j = tanh(

−→
WExj +

−→
U
−→
h j−1) (1)

where E ∈ Rm×Kx is a word embedding ma-
trix,
−→
W ∈ Rn×m,

−→
U ∈ Rn×n are weight matrices,

with m and n being the word embedding size and
number of hidden units, respectively, and Kx be-
ing the vocabulary size of the source language.

We generalize this to an arbitrary number of fea-
tures |F |:

−→
h j = tanh(

−→
W (

|F |n

k=1

Ekxjk) +
−→
U
−→
h j−1) (2)

where ‖ is the vector concatenation, Ek ∈
Rmk×Kk are the feature embedding matrices, with∑|F |

k=1mk = m, and Kk is the vocabulary size of
the kth feature. In other words, we look up sepa-
rate embedding vectors for each feature, which are
then concatenated. The length of the concatenated
vector matches the total embedding size, and all
other parts of the model remain unchanged.

4https://github.com/nyu-dl/
dl4mt-tutorial
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3 Linguistic Input Features

Our generalized model of the previous section
supports an arbitrary number of input features. In
this paper, we will focus on a number of well-
known linguistic features. Our main empirical
question is if providing linguistic features to the
encoder improves the translation quality of neu-
ral machine translation systems, or if the informa-
tion emerges from training encoder-decoder mod-
els on raw text, making its inclusion via explicit
features redundant. All linguistic features are pre-
dicted automatically; we use Stanford CoreNLP
(Toutanova et al., 2003; Minnen et al., 2001; Chen
and Manning, 2014) to annotate the English in-
put for English→German, and ParZu (Sennrich
et al., 2013) to annotate the German input for
German→English. We here discuss the individual
features in more detail.

3.1 Lemma
Using lemmas as input features guarantees shar-
ing of information between word forms that share
the same base form. In principle, neural mod-
els can learn that inflectional variants are semanti-
cally related, and represent them as similar points
in the continuous vector space (Mikolov et al.,
2013). However, while this has been demonstrated
for high-frequency words, we expect that a lem-
matized representation increases data efficiency;
low-frequency variants may even be unknown to
word-level models. With character- or subword-
level models, it is unclear to what extent they can
learn the similarity between low-frequency word
forms that share a lemma, especially if the word
forms are superficially dissimilar. Consider the
following two German word forms, which share
the lemma liegen ‘lie’:

• liegt ‘lies’ (3.p.sg. present)

• läge ‘lay’ (3.p.sg. subjunctive II)

The lemmatisers we use are based on finite-state
methods, which ensures a large coverage, even for
infrequent word forms. We use the Zmorge ana-
lyzer for German (Schmid et al., 2004; Sennrich
and Kunz, 2014), and the lemmatiser in the Stan-
ford CoreNLP toolkit for English (Minnen et al.,
2001).

3.2 Subword Tags
In our experiments, we operate on the level of sub-
words to achieve open-vocabulary translation with

a fixed symbol vocabulary, using a segmentation
based on byte-pair encoding (BPE) (Sennrich et
al., 2016c). We note that in BPE segmentation,
some symbols are potentially ambiguous, and can
either be a separate word, or a subword segment
of a larger word. Also, text is represented as a
sequence of subword units with no explicit word
boundaries, but word boundaries are potentially
helpful to learn which symbols to attend to, and
when to forget information in the recurrent lay-
ers. We propose an annotation of subword struc-
ture similar to popular IOB format for chunking
and named entity recognition, marking if a sym-
bol in the text forms the beginning (B), inside (I),
or end (E) of a word. A separate tag (O) is used if
a symbol corresponds to the full word.

3.3 Morphological Features
For German→English, the parser annotates the
German input with morphological features. Dif-
ferent word types have different sets of features –
for instance, nouns have case, number and gender,
while verbs have person, number, tense and aspect
– and features may be underspecified. We treat
the concatenation of all morphological features of
a word, using a special symbol for underspecified
features, as a string, and treat each such string as a
separate feature value.

3.4 POS Tags and Dependency Labels
In our introductory examples, we motivated POS
tags and dependency labels as possible disam-
biguators. Each word is associated with one POS
tag, and one dependency label. The latter is the
label of the edge connecting a word to its syntac-
tic head, or ’ROOT’ if the word has no syntactic
head.

3.5 On Using Word-level Features in a
Subword Model

We segment rare words into subword units using
BPE. The subword tags encode the segmentation
of words into subword units, and need no fur-
ther modification. All other features are originally
word-level features. To annotate the segmented
source text with features, we copy the word’s fea-
ture value to all its subword units. An example is
shown in Figure 1.

4 Evaluation

We evaluate our systems on the WMT16 shared
translation task English↔German. The parallel
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Leonidas begged in the arena .
NNP VBD IN DT NN .

root root

nsubj prep det
pobj

root

words Le: oni: das beg: ged in the arena .
lemmas Leonidas Leonidas Leonidas beg beg in the arena .
subword tags B I E B E O O O O
POS NNP NNP NNP VBD VBD IN DT NN .
dep nsubj nsubj nsubj root root prep det pobj root

Figure 1: Original dependency tree for sentence Leonidas begged in the arena ., and our feature repre-
sentation after BPE segmentation.

training data consists of about 4.2 million sentence
pairs.

To enable open-vocabulary translation, we en-
code words via joint BPE5 (Sennrich et al.,
2016c), learning 89 500 merge operations on the
concatenation of the source and target side of the
parallel training data. We use minibatches of size
80, a maximum sentence length of 50, word em-
beddings of size 500, and hidden layers of size
1024. We clip the gradient norm to 1.0 (Pascanu
et al., 2013). We train the models with Adadelta
(Zeiler, 2012), reshuffling the training corpus be-
tween epochs. We validate the model every 10 000
minibatches via BLEU and perplexity on a valida-
tion set (newstest2013).

For neural MT, perplexity is a useful measure
of how well the model can predict a reference
translation given the source sentence. Perplex-
ity is thus a good indicator of whether input fea-
tures provide any benefit to the models, and we re-
port the best validation set perplexity of each ex-
periment. To evaluate whether the features also
increase translation performance, we report case-
sensitive BLEU scores with mteval-13b.perl on
two test sets, newstest2015 and newstest2016. We
also report CHRF3 (Popović, 2015), a character n-
gram F3 score which was found to correlate well
with human judgments, especially for translations
out of English (Stanojević et al., 2015).6 The two
metrics may occasionally disagree, partly because
they are highly sensitive to the length of the out-
put. BLEU is precision-based, whereas CHRF3
considers both precision and recall, with a bias for
recall. For BLEU, we also report whether differ-
ences between systems are statistically significant

5https://github.com/rsennrich/
subword-nmt

6We use the re-implementation included with the subword
code

input vocabulary embedding
feature EN DE model all single
subword tags 4 4 4 5 5
POS tags 46 54 54 10 10
morph. features - 1400 1400 10 10
dependency labels 46 33 46 10 10
lemmas 800000 1500000 85000 115 167
words 78500 85000 85000 * *

Table 1: Vocabulary size, and size of embedding
layer of linguistic features, in system that includes
all features, and contrastive experiments that add
a single feature over the baseline. The embedding
layer size of the word feature is set to bring the
total size to 500.

according to a bootstrap resampling significance
test (Riezler and Maxwell, 2005).

We train models for about a week, and report
results for an ensemble of the 4 last saved models
(with models saved every 12 hours). The ensem-
ble serves to smooth the variance between single
models.

Decoding is performed with beam search with a
beam size of 12.

To ensure that performance improvements are
not simply due to an increase in the number of
model parameters, we keep the total size of the
embedding layer fixed to 500. Table 1 lists the
embedding size we use for linguistic features –
the embedding layer size of the word-level fea-
ture varies, and is set to bring the total embedding
layer size to 500. If we include the lemma feature,
we roughly split the embedding vector one-to-two
between the lemma feature and the word feature.
The table also shows the network vocabulary size;
for all features except lemmas, we can represent
all feature values in the network vocabulary – in
the case of words, this is due to BPE segmenta-
tion. For lemmas, we choose the same vocabulary
size as for words, replacing rare lemmas with a
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special UNK symbol.
Sennrich et al. (2016b) report large gains from

using monolingual in-domain training data, auto-
matically back-translated into the source language
to produce a synthetic parallel training corpus. We
use the synthetic corpora produced in these exper-
iments7 (3.6–4.2 million sentence pairs), and we
trained systems which include this data to compare
against the state of the art. We note that our exper-
iments with this data entail a syntactic annotation
of automatically translated data, which may be a
source of noise. For the systems with synthetic
data, we double the training time to two weeks.

We also evaluate linguistic features for
the lower-resourced translation direction
English→Romanian, with 0.6 million sen-
tence pairs of parallel training data, and 2.2
million sentence pairs of synthetic parallel
data. We use the same linguistic features as for
English→German. We follow Sennrich et al.
(2016a) in the configuration, and use dropout for
the English→Romanian systems. We drop out
full words (both on the source and target side)
with a probability of 0.1. For all other layers, the
dropout probability is set to 0.2.

4.1 Results

Table 2 shows our main results for
German→English, and English→German.
The baseline system is a neural MT system with
only one input feature, the (sub)words themselves.
For both translation directions, linguistic features
improve the best perplexity on the development
data (47.3→ 46.2, and 54.9→ 52.9, respectively).
For German→English, the linguistic features lead
to an increase of 1.5 BLEU (31.4→32.9) and
0.5 CHRF3 (58.0 → 58.5), on the newstest2016
test set. For English→German, we observe
improvements of 0.6 BLEU (27.8→ 28.4) and 1.2
CHRF3 (56.0→ 57.2).

To evaluate the effectiveness of different lin-
guistic features in isolation, we performed con-
trastive experiments in which only a single feature
was added to the baseline. Results are shown in
Table 3. Unsurprisingly, the combination of all
features (Table 2) gives the highest improvement,
averaged over metrics and test sets, but most fea-
tures are beneficial on their own. Subword tags
give small improvements for English→German,

7The corpora are available at http://statmt.org/
rsennrich/wmt16_backtranslations/

but not for German→English. All other features
outperform the baseline in terms of perplexity, and
yield significant improvements in BLEU on at least
one test set. The gain from different features is not
fully cumulative; we note that the information en-
coded in different features overlaps. For instance,
both the dependency labels and the morphologi-
cal features encode the distinction between Ger-
man subjects and accusative objects, the former
through different labels (subj and obja), the lat-
ter through grammatical case (nominative and ac-
cusative).

We also evaluated adding linguistic features to a
stronger baseline, which includes synthetic paral-
lel training data. In addition, we compare our neu-
ral systems against phrase-based (PBSMT) and
syntax-based (SBSMT) systems by (Williams et
al., 2016), all of which make use of linguistic an-
notation on the source and/or target side. Results
are shown in Table 4. For German→English, we
observe similar improvements in the best devel-
opment perplexity (45.2 → 44.1), test set BLEU

(37.5→38.5) and CHRF3 (62.2→ 62.8). Our test
set BLEU is on par to the best submitted system
to this year’s WMT 16 shared translation task,
which is similar to our baseline MT system, but
which also uses a right-to-left decoder for rerank-
ing (Sennrich et al., 2016a). We expect that lin-
guistic input features and bidirectional decoding
are orthogonal, and that we could obtain further
improvements by combining the two.

For English→German, improvements in devel-
opment set perplexity carry over (49.7 → 48.4),
but we see only small, non-significant differences
in BLEU and CHRF3. While we cannot clearly ac-
count for the discrepancy between perplexity and
translation metrics, factors that potentially lower
the usefulness of linguistic features in this setting
are the stronger baseline, trained on more data,
and the low robustness of linguistic tools in the
annotation of the noisy, synthetic data sets. Both
our baseline neural MT systems and the systems
with linguistic features substantially outperform
phrase-based and syntax-based systems for both
translation directions.

In the previous tables, we have reported the best
perplexity. To address the question about the ran-
domness in perplexity, and whether the best per-
plexity just happened to be lower for the systems
with linguistic features, we show perplexity on
our development set as a function of training time

87



system
German→English English→German

ppl ↓ BLEU ↑ CHRF3 ↑ ppl ↓ BLEU ↑ CHRF3 ↑
dev test15 test16 test15 test16 dev test15 test16 test15 test16

baseline 47.3 27.9 31.4 54.0 58.0 54.9 23.0 27.8 52.6 56.0
all features 46.2 28.7* 32.9* 54.8 58.5 52.9 23.8* 28.4* 53.9 57.2

Table 2: German↔English translation results: best perplexity on dev (newstest2013), and BLEU and
CHRF3 on test15 (newstest2015) and test16 (newstest2016). BLEU scores that are significantly different
(p < 0.05) from respective baseline are marked with (*).

system
German→English English→German

ppl ↓ BLEU ↑ CHRF3 ↑ ppl ↓ BLEU ↑ CHRF3 ↑
dev test15 test16 test15 test16 dev test15 test16 test15 test16

baseline 47.3 27.9 31.4 54.0 58.0 54.9 23.0 27.8 52.6 56.0
lemmas 47.1 28.4 32.3* 54.6 58.7 53.4 23.8* 28.5* 53.7 56.7
subword tags 47.3 27.7 31.5 54.0 58.1 54.7 23.6* 28.1 53.2 56.4
morph. features 47.1 28.2 32.4* 54.3 58.4 - - - - -
POS tags 46.9 28.1 32.4* 54.1 57.8 53.2 24.0* 28.9* 53.3 56.8
dependency labels 46.9 28.1 31.8* 54.2 58.3 54.0 23.4* 28.0 53.1 56.5

Table 3: Contrastive experiments with individual linguistic features: best perplexity on dev (new-
stest2013), and BLEU and CHRF3 on test15 (newstest2015) and test16 (newstest2016). BLEU scores
that are significantly different (p < 0.05) from respective baseline are marked with (*).

system
German→English English→German

ppl ↓ BLEU ↑ CHRF3 ↑ ppl ↓ BLEU ↑ CHRF3 ↑
dev test15 test16 test15 test16 dev test15 test16 test15 test16

PBSMT (Williams et al., 2016) - 29.9 35.1 56.2 60.9 - 23.7 28.4 52.6 56.6
SBSMT (Williams et al., 2016) - 29.5 34.4 56.0 61.0 - 24.5 30.6 55.3 59.9
baseline 45.2 31.5 37.5 57.0 62.2 49.7 27.5 33.1 56.3 60.5
all features 44.1 32.1* 38.5* 57.5 62.8 48.4 27.1 33.2 56.5 60.6

Table 4: German↔English translation results with additional, synthetic training data: best perplexity on
dev (newstest2013), and BLEU and CHRF3 on test15 (newstest2015) and test16 (newstest2016). BLEU

scores that are significantly different (p < 0.05) from respective baseline are marked with (*).
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Figure 2: English→German (black) and
German→English (red) development set per-
plexity as a function of training time (number of
minibatches) with and without linguistic features.

system ppl ↓ BLEU ↑ CHRF3 ↑
(Peter et al., 2016) - 28.9 57.1
baseline 74.9 23.8 52.5
all features 72.7 24.8* 53.5
baseline (+synth. data) 50.9 28.2 56.1
all features (+synth. data) 50.1 29.2* 56.6

Table 5: English→Romanian translation results:
best perplexity on newsdev2016, and BLEU and
CHRF3 on newstest2016. BLEU scores that are
significantly different (p < 0.05) from respective
baseline are marked with (*).

for different systems (Figure 2). We can see that
perplexity is consistently lower for the systems
trained with linguistic features.

Table 5 shows results for a lower-resourced
language pair, English→Romanian. With lin-
guistic features, we observe improvements of 1.0
BLEU over the baseline, both for the systems
trained on parallel data only (23.8→24.8), and
the systems which use synthetic training data
(28.2→29.2). According to BLEU, the best sub-
mission to WMT16 was a system combination by
Peter et al. (2016). Our best system is competitive
with this submission.

Table 6 shows translation examples of our base-
line, and the system augmented with linguis-
tic features. We see that the augmented neural
MT systems, in contrast to the respective base-
lines, successfully resolve the reordering for the
German→English example, and the disambigua-
tion of close for the English→German example.

system sentence
source Gefährlich ist die Route aber dennoch.
reference However the route is dangerous.
baseline Dangerous is the route, however.
all features However, the route is dangerous.
source [We thought] a win like this might be close.
reference [...] dass ein solcher Gewinn nah sein könnte.
baseline [...] ein Sieg wie dieser könnte schließen.
all features [...] ein Sieg wie dieser könnte nah sein.

Table 6: Translation examples illustrating the ef-
fect of adding linguistic input features.

5 Related Work

Linguistic features have been used in neural lan-
guage modelling (Alexandrescu and Kirchhoff,
2006), and are also used in other tasks for which
neural models have recently been employed, such
as syntactic parsing (Chen and Manning, 2014).
This paper addresses the question whether linguis-
tic features on the source side are beneficial for
neural machine translation. On the target side, lin-
guistic features are harder to obtain for a gener-
ation task such as machine translation, since this
would require incremental parsing of the hypothe-
ses at test time, and this is possible future work.

Among others, our model incorporates infor-
mation from a dependency annotation, but is still
a sequence-to-sequence model. Eriguchi et al.
(2016) propose a tree-to-sequence model whose
encoder computes vector representations for each
phrase in the source tree. Their focus is on exploit-
ing the (unlabelled) structure of a syntactic anno-
tation, whereas we are focused on the disambigua-
tion power of the functional dependency labels.

Factored translation models are often used in
phrase-based SMT (Koehn and Hoang, 2007) as a
means to incorporate extra linguistic information.
However, neural MT can provide a much more
flexible mechanism for adding such information.
Because phrase-based models cannot easily gen-
eralize to new feature combinations, the individ-
ual models either treat each feature combination
as an atomic unit, resulting in data sparsity, or as-
sume independence between features, for instance
by having separate language models for words and
POS tags. In contrast, we exploit the strong gen-
eralization ability of neural networks, and expect
that even new feature combinations, e.g. a word
that appears in a novel syntactic function, are han-
dled gracefully.

One could consider the lemmatized representa-
tion of the input as a second source text, and per-
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form multi-source translation (Zoph and Knight,
2016). The main technical difference is that in
our approach, the encoder and attention layers are
shared between features, which we deem appro-
priate for the types of features that we tested.

6 Conclusion

In this paper we investigate whether linguistic in-
put features are beneficial to neural machine trans-
lation, and our empirical evidence suggests that
this is the case.

We describe a generalization of the encoder
in the popular attentional encoder-decoder archi-
tecture for neural machine translation that al-
lows for the inclusion of an arbitrary number
of input features. We empirically test the in-
clusion of various linguistic features, including
lemmas, part-of-speech tags, syntactic depen-
dency labels, and morphological features, into
English↔German, and English→Romanian neu-
ral MT systems. Our experiments show that
the linguistic features yield improvements over
our baseline, resulting in improvements on new-
stest2016 of 1.5 BLEU for German→English, 0.6
BLEU for English→German, and 1.0 BLEU for
English→Romanian.

In the future, we expect several developments
that will shed more light on the usefulness of lin-
guistic (or other) input features, and whether they
will establish themselves as a core component of
neural machine translation. On the one hand, the
machine learning capability of neural architectures
is likely to increase, decreasing the benefit pro-
vided by the features we tested. On the other hand,
there is potential to explore the inclusion of novel
features for neural MT, which might prove to be
even more helpful than the ones we investigated,
and the features we investigated may prove espe-
cially helpful for some translation settings, such as
very low-resourced settings and/or translation set-
tings with a highly inflected source language.
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Abstract

Training discriminative rule selection
models is usually expensive because of the
very large size of the hierarchical gram-
mar. Previous approaches reduced the
training costs either by (i) using mod-
els that are local to the source side of
the rules or (ii) by heavily pruning out
negative samples. Moreover, all previ-
ous evaluations were performed on small
scale translation tasks, containing at most
250,000 sentence pairs. We propose two
contributions to discriminative rule selec-
tion. First, we test previous approaches
on two French-English translation tasks in
domains for which only limited resources
are available and show that they fail to
improve translation quality. To improve
on such tasks, we propose a rule selec-
tion model that is (i) global with rich
label-dependent features (ii) trained with
all available negative samples. Our global
model yields significant improvements, up
to 1 BLEU point, over previously pro-
posed rule selection models. Second, we
successfully scale rule selection models
to large translation tasks but have so far
failed to produce significant improvements
in BLEU on these tasks.

1 Introduction

Hierarchical phrase-based machine translation
(Chiang, 2005) performs non-local reordering in
a formally syntax-based way. It allows flexible
rule extraction and application by using a grammar
without linguistic annotation. As a consequence,
many hierarchical rules can be used to translate
a given input segment even though only a subset
of these yield a correct translation. For instance,

rules r1 to r3 can be applied to translate the French
sentence F1 below although only r1 yields the cor-
rect translation E.

(r1) X→ 〈 X1 pratique X2, practical X1 X2 〉
(r2) X→ 〈 X1 pratique X2, X1 X2 practice 〉
(r3) X→ 〈 X1 pratique X2, X2 X1 process 〉

F1 Une étude de l’ (intérêt)X1 pratique (de notre
approche)X2 .
A study on the (interest)X1 practical (of our
approach)X2 .

E A study on the practical (interest)X1 (of our
approach)X2 .

The rule scoring heuristics defined by (Chiang,
2005) do not handle rule selection in a satisfac-
tory way and many authors have come up with
solutions. Models that use the syntactic structure
of the source and target sentence have been pro-
posed by (Marton and Resnik, 2008; Marton et
al., 2012; Chiang et al., 2009; Chiang, 2010; Liu
et al., 2011). These approaches exclusively take
into account syntactic structure and do not model
rule selection (see Section 6 for a detailed discus-
sion). Following the work on phrase-sense disam-
biguation by (Carpuat and Wu, 2007), other au-
thors improve rule selection by defining features
on the structure of hierarchical rules and combin-
ing these with information about the source sen-
tence (Chan et al., 2007; He et al., 2008; He et al.,
2010; Cui et al., 2010). In these approaches, rule
selection is the task of selecting the target side of
a rule given its source side as well as contextual
information about the source sentence. This task
is modeled as a multiclass classification problem.

Because of the very large size of hierarchical
grammars, the training procedure for discrimina-
tive rule selection models is typically very expen-
sive: multiclass classification is performed over
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millions of classes (one for each possible target
side of a hierarchical rule). To overcome this
problem, previous approaches reduced the train-
ing costs by either (i) using models that are local
to the source side of hierarchical rules or (ii) heav-
ily pruning out negative samples from the train-
ing data. (Chan et al., 2007; He et al., 2008; He
et al., 2010) train one (local) classifier for each
source side or pattern of hierarchical rules instead
of defining a (global) model over all rules. Cui et
al. (2010) train global models but in addition to
rule table pruning, they heavily prune out negative
instances. Finally, in all previous approaches, a
small amount of fixed features is used for training
and prediction.

While previous approaches have been shown to
work on a small1 English-Chinese news transla-
tion task, we show (in Section 4) that on French-
English tasks on domains for which only a limited
amount of training data is available (which we call
low resource tasks), they fail to improve over a hi-
erarchical baseline. This failure is caused by the
fact that the models proposed so far do not take
advantage of all information available in the train-
ing data. Local models prevent feature sharing
between rules with different source sides or pat-
terns (see Section 2.3) while aggressive pruning
removes important information from the training
data (see Section 3.2). On low resource translation
tasks, this loss hurts translation quality. Moreover,
the small set of features used in previous work
does not provide a representation of the training
data that is as powerful as it could be for classifi-
cation (see Section 2.2).

We improve on previous work in two ways.
First, we define a global rule selection model with
a rich set of feature combinations. Our global
model enables feature sharing while the large
amount of features we use offers a complete rep-
resentation of the available training data. We train
our model with all acquired training examples.
The exhaustive training of a feature rich global
model allows us to take full advantage of the train-
ing data. We show on two low-resource French-
English translation tasks that local and pruned
models often fail to improve over a hierarchical
baseline while our global model with exhaustive
training yields significant improvements on scien-
tific and medical texts (see Section 4). In a second

1In (He et al., 2008; Cui et al., 2010), the size of the train-
ing data is about 240k parallel sentences.

contribution, we successfully scale rule selection
models to large scale translation tasks but fail to
produce significant improvements in BLEU over a
hierarchical baseline on these tasks.

Because our approach needs scaling to a large
amount of training examples, we need a classifier
that is fast and supports online streaming. We use
the high-speed classifier Vowpal Wabbit2 (VW)
which we fully integrate in the syntax component
(Hoang et al., 2009) of the Moses machine trans-
lation toolkit (Koehn et al., 2007). To allow re-
searchers to replicate our results and improve on
our work, we make our implementation publicly
available as part of Moses.

2 Global Rule Selection Model

The goal of rule selection is to choose the correct
target side of a hierarchical rule, given a source
side as well as other sources of information such
as the shape of the rule or its context of applica-
tion in the source sentence. The latter includes
lexical features (e.g. the words surrounding the
source span of an applied rule) or syntactic fea-
tures (e.g. the position of an applied rule in the
source parse tree). The rule selection task can
be modeled as a multi-class classification problem
where each target-side corresponding to a source
side gets a label.

Contrary to (Chan et al., 2007; He et al., 2008;
He et al., 2010), we solve the classification prob-
lem by building a single global discriminative
model instead of using one maximum entropy
classifier for each source side or pattern. We
solve the rule selection problem through multi-
class classification while (Cui et al., 2010) approx-
imate the problem by using a binary classifier.

2.1 Model Definition

We denote SCFG rules by X → 〈α, γ〉, where α
is a source and γ a target language string (Chi-
ang, 2005). By C(f, α) we denote information
of the source sentence f and the source side
α. R(α, γ) represents features on hierarchical
rules. Our discriminative model estimates P (γ |
α,C(f, α), R(α, γ)) and is normalized over the
set G′ of candidate target sides γ′ for a given α.
The function GTO : α→ G′ generates, given the
source side, the set G′ of all corresponding target
sides γ′. The estimated distribution can be written

2http://hunch.net/˜vw/. Implemented by John
Langford and many others.
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as:

P (γ | α,C(f, α), R(α, γ)) =
exp(

∑
i λihi(α,C(f, α), R(α, γ)))∑

γ′∈GTO(α) exp(
∑

i λihi(α,C(f, α), R(α, γ
′)))

In the same fashion as for local models, our global
model predicts the target side of a rule given its
source side and contextual features, meaning that
it still disambiguates between rules with the same
source side using rich context information. How-
ever, because the global model trains a single clas-
sifier over all rules, it captures information that
is shared among rules with different source sides
(see Section 2.3 for more details).

2.2 Feature Templates
We now present the feature templates R(α, γ) and
C(f, α) in the equation presented in Section 2.1.
While in isolation the features composing the tem-
plates are similar to the features used in previ-
ous work (He et al., 2008; He et al., 2010; Cui
et al., 2010), we create powerful representations
by dividing our feature set into fixed and label-
dependent features and taking the cross product of
these.

We begin by presenting the features in our tem-
plates. To this aim suppose that rule r4 has been
extracted from sentence F2. The 1-best parse tree
of F2 is given in Figure 1.

(r4) X→ 〈 pratique X1 X2, X2 X1 process 〉

F2 Une étude de la pratique (de l’ingénérie)X1

(informatique)X2

A study on the process (of software)X1

(development)X2 .

SENT
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PONCT
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Figure 1: Parse tree of Sentence F2

The rule internal featuresR(α, γ) are given in Fig-
ure 2. The source context features C(f, α) are

divided into (i) lexical and (ii) syntactic features.
Lexical features are given in Figure 3 where the
term ”factored form” denotes the surface form,
POS tag and lemma of a word. Syntactic features
are in Figure 4.

In order to create powerful representations, we
combine the features above into more complex
templates. To this aim, we distribute our features
into two categories:

1. A set of fixed features S on the source sen-
tence context and source side of the rule.

2. A set of features T which varies with the
target side of the rule, which we call label-
dependent.

The set S includes the lexical and syntactic fea-
tures in Figures 3 and 4 as well as shape features
on the source side α (2 first rows of Figure 2). The
set T contains all shape features involving the tar-
get side of the rules (5 last rows of Figure 2). Our
feature space consists of all source and target fea-
tures S and T as well as the cross product S × T .

The features resulting from the cross product
S × T capture many aspects of rule selection that
are lost when the features are considered in iso-
lation. For instance, the cross product of (i) the
lexical features (Figure 3) and source word shape
features (Figure 2, row 2) with (ii) the target word
shape features (Figure 2, row 4) create typical tem-
plates of a discriminative word lexicon. In the
same fashion, the cross product of (i) the syntactic
features (Figure 4) with (ii) the target alignment
shape feature (Figure 2, row 6) creates the tem-
plates of a reordering model using syntactic fea-
tures.

2.3 Feature Sharing
An advantage of global models over local ones is
that they allow feature sharing between rules with
different source sides. Through sharing, features
that do not depend on the source side of rules but
are nevertheless often seen across all rules can be
captured. As an illustration, assume that rules r5
and r6 have been extracted from sentence F3 be-
low. The 1-best parse of F3 is given in Figure 5.

(r5) X→ 〈 modèles X1 de bas X2, X1 X2 mod-
els 〉

(r6) X→ 〈 modèles X1 de X2, X1 X2 models 〉

F3 Un article sur les modèles (statistiques)X1 de
(bas niveau)X2 .
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Feature Template Example
Source side α pratique X1 X2 (one feature)
Words in α pratique X1 X2 (three features)
Target side γ X2 X1 process
Words in γ X2 X1 process
Aligned terminals in α and γ pratique↔process
Aligned non-terminals in α and γ X1↔X2 X2↔X1 (two features)
Best baseline translation probability Most Frequent

Figure 2: Rule shape features

Feature Template Example
first factored form left of α la, D, la
second factored form left of α de, P, de
first factored form right of α ., PONCT, .
second factored form right of α None, None, None

Figure 3: Lexical features

Feature Template Example
Does α match a constituent no match
Type of matched constituent None
Parent of matched constituent None
Lowest parent of unmatched constituent NP
Span width covered by α 5

Figure 4: Syntactic features

A paper on the models (statistical)X1 of (low-
level)X2

Although r4, r5 and r6 have completely differ-
ent source sides, they share many contextual fea-
tures such as:

(i) The POS tags of the first and second words
to the left of the segment where the rules are
applied (which are P and D)

(ii) The syntactic structure of this segment
(which is that (i) it is not a complete con-
stituent and (ii) it has a NP as its lowest par-
ent)

(iii) The rule span width (which is 5)

SENT

NP

D

Un

N

article

PP

P

sur

NP

D

les

N

modeles

A

(statistiques)X1

PP

P

(de

NP

A

bas

N

(niveau)X2

PONCT

.

Figure 5: Parse tree of Sentence F3

A global model would assign high weights to
features (i) to (iii) while local models fail to cap-
ture this generalization.

3 Exhaustive Model Training

Training examples for our classifier are generated
each time a hierarchical rule can be extracted from
the parallel corpus (see Section 3.1). This proce-
dure leads to a very large number of training ex-
amples. In contrast to (Cui et al., 2010), we do not
prune out negative samples and use all available
data to train our model.

3.1 Training procedure
We create training examples using the rule extrac-
tion procedure in (Chiang, 2005). We first extract
a rule-table in the standard way. Then, each time
a rule a1 : X → 〈α, γ〉 can be extracted from the
parallel corpus, we create a new training example.
γ is the correct class and receives a cost of 0. We
create incorrect classes using the rules a2, . . . , an
in the rule-table that have the same source side
as a1 but different target sides. As an example,
suppose that rule r1 introduced in Section 1 has
been extracted from sentence F1. The target side
“practicalX1 X2” is a correct class and gets a cost
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of 0. The target side of all other rules having the
same source side, such as r2 and r3, are incorrect
classes.

This process leads to a very large number of
training examples, and for each of these we gen-
erally have multiple incorrect classes. The to-
tal number of training examples for our French-
English data sets are displayed in Table 1. We do

Data Science Medical News
Sentences 139,215 111,165 1,572,099
Examples 47,952,867 25,435,958 583,165,140

cost 0 50,718,190 26,458,411 597,575,905
cost 1 493,271,397 170,064,556 8,805,099,861
avg 1 10.28 6.68 15.09

Table 1: Number of training examples (Examp.)
The last line shows the average amount of negative
samples (avg 1) for each training example.

not prune out negative instances and use all ac-
quired examples for model training. To scale to
this amount of training samples, we use the high-
speed classifier Vowpal Wabbit (VW). For model
training, we use the cost-sensitive one-against-
all-reduction (Beygelzimer et al., 2005) of VW.
Specifically, the training algorithm which we use
is the label dependent version of Cost Sensitive
One Against All which uses classification.3 Two
features of VW which are useful for our work
are feature hashing and quadratic feature expan-
sion. The quadratic expansion allows us to take
the cross-product of the simple source and target
features without having to actually write this ex-
pansion to disk, which would be prohibitive. Fea-
ture hashing (Weinberger et al., 2009) is also im-
portant for scaling the classifier to the enormous
number of features created by the cross-product
expansion.

We avoid overfitting to training data by em-
ploying early stopping once classifier accuracy de-
creases on a held-out dataset.4 Our model is inte-
grated in the hierarchical framework as an addi-
tional feature of the log-linear model.

3.2 Training without Pruning of Negative
Examples

By not pruning negative samples, we keep impor-
tant information for model training. As an illustra-
tion, consider the example presented above (Sec-

3The command line parameter to VW is “csoaa ldf mc”.
4We use the development set which is also used for tuning

with MIRA, as we will discuss later in the paper.

tion 3.1) where rule r1 is a positive instance and
r2 and r3 are negative samples. The negative in-
stances indicate that in the context of sentence F1,
the internal features of r2 and r3 are not correct.
For instance, a piece of information that could be
paraphrased into I is lost.

I In the syntactic and lexical context of F1 the
terminal pratique should neither be translated
into practice nor into process

Consider sentence F4, which has a similar con-
text to F1 in terms of the lexical and syntactic fea-
tures described in Section 2.2. To illustrate the
syntactic features common to F1 and F4, we give
the 1-best parse trees of these sentences in Figures
6 and 7.

F4 Les avantages de l’ (aspect)X1 pratique (de
la robotique)X2 .
The advantages of the (aspect)X1 practical
(of robotics)X2 .

In pruning-based approaches, if r2 and r3 ap-
pear infrequently in the training data, they are
pruned out and information I is lost. If at decoding
time candidate rules that share features with r2 and
r3 are bad candidates to translate F1 and F4 then
their application is not blocked by the discrimina-
tive model basing on I . For instance, if rules r7
and r8 have high scores in the hierarchical model
but are bad candidates in the context of sentences
F1 and F4 then a pruned model fails to block their
application. In other words, the discriminative
model does not learn that rules containing the lex-
ical items practice and process on the target lan-
guage side are bad candidates to translate F1 and
F4. As a consequence, the application of r7 and r8
to F4 generates the erroneous translations E∗1 and
E∗2 below.

(r7) X→ 〈 X1 pratique X2, X2 X1 practice 〉
(r8) X→ 〈 X1 pratique X2, X1 X2 process 〉

E∗1 The advantages of the of robotics aspects
practice

E∗2 The advantages of the aspects of robotics pro-
cess

4 Experiments on small domains

In a first set of experiments, we evaluate our ap-
proach on two low resource French-English trans-
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Figure 7: Parse tree of Sentence F4

lation tasks: (i) a set of scientific articles and (ii) a
set of biomedical texts. As these data sets cover
small domains, they allow us to investigate the
usefulness of our approach in this context. The
goal of our experiments is to verify three hypothe-
ses:

h1 Our approach beats a hierarchical baseline.
h2 Our global model outperforms its local vari-

ants.
h3 Our exhaustive training procedure beats sys-

tems trained with pruned data.

4.1 Experimental Setup
Our scientific data consists of the scientific ab-
stracts provided by Carpuat et al. (2013). The
training data contains 139,215 French and En-
glish parallel sentences. The development and
test sets both consist of 3916 parallel sentences.
For the medical domain, we use the biomedical
data from EMEA (Tiedemann, 2009). As training
data, we used 472,231 sentence pairs from EMEA.
We removed duplicate sentences and constructed
development and test data by randomly selecting
4000 sentence-pairs. After removal of duplicate
sentences, development and test data, we obtain
111,165 parallel sentences for training. For all
data sets, we trained a 5-gram language model us-
ing the SRI Language Modeling Toolkit (Stolcke,
2002). The training data for the language model
is the English side of the training corpus for each
task.

We train the model in the standard way, us-
ing GIZA++. After training, we reduce the num-
ber of translation rules using significance testing
(Johnson et al., 2007). For feature extraction, we
parse the French part of our training data using the
Berkeley parser (Petrov et al., 2006) and lemma-
tize and POS tag it using Morfette (Chrupała et
al., 2008). We train the rule-selection model us-
ing VW. All systems are tuned using batch MIRA
(Cherry and Foster, 2012). We measure the overall
translation quality using 4-gram BLEU (Papineni
et al., 2002), which is computed on tokenized and
lowercased data for all systems. Statistical signifi-
cance is computed with the pairwise bootstrap re-
sampling technique of (Koehn, 2004).

4.2 Compared Systems
We investigate systems including a discriminative
model in the three setups, given in Figure 4.2. For
each setup, we train a global model using a sin-
gle classifier. For instance, for the setup (Lex-
Glob) we train a classifier with the lexical and rule
shape features presented in Section 2.2 together
with their cross product.

Description Name
Rule shape and lexical features LexGLob
Rule shape and syntactic features SyntGlob
Rule shape, lexical and syntactic features LexSyntGlob

Figure 8: Setups of evaluated discriminative mod-
els.

In order to verify our first hypothesis (h1), we
show that our approach yields significant improve-
ments over the hierarchical model in (Chiang,
2005). The results of this experiment are given
in Table 2.

To verify our second hypothesis (h2), we show
that global rule selection models significantly im-
prove over their local variants. For this second
evaluation, we train local models with the feature
templates in Figure 4.2. Local models with rule
shape and lexical features are used in (He et al.,
2008). We further test the performance of local
rule selection models by also including syntactic
features and a combination of those with the lexi-
cal features. We report the results in Table 3 where
the local systems are denoted by LexLoc, SyntLoc
and LexSyntLoc.

For our third hypothesis (h3), we show that
pruning hurts translation quality. To this aim,
we take our best performing global model, which
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uses syntactic and rule shape features and per-
form heavy pruning of negative examples in the
data used for classifier training. To exactly re-
produce the context-based target model in (Cui
et al., 2010), we pruned as many negative exam-
ples as necessary to obtain approximately the same
amount of positive and negative examples they re-
port. We removed negative instances created from
rules with target side frequency < 5000. In the
next section, we denote this system by SyntPrun
and compare it to the hierarchical baseline as well
as to our global model in Table 4.

4.3 Results

The outcome of our experiments confirm hypothe-
ses h1 and h3 on all data sets and h2 on medical
data only.

The results of our first evaluation (Table 2) show
that on all data sets our global rule selection model
outperforms the hierarchical baseline (h1).

The results of our second evaluation (i.e. local
vs. global models in Table 3) show that h2 holds
on the medical domain only. On scientific data,
global rule selection models in all setups perform
slightly better than their local versions but the dif-
ference is not statistically significant. Note that
all rule selection models except LexLoc outper-
form the hierarchical baseline. The best perform-
ing system is a global model with syntactic fea-
tures (SyntGlob). On medical texts, global mod-
els outperform their local variants for all feature
templates. In each setup, the improvement of lo-
cal models over the global ones is statistically sig-
nificant. SyntGlob achieves the best performance
and yields significant improvements over the base-
line. The good performance of SyntGlob on scien-
tific and especially medical data can be explained
by the fact that syntactic features are less sparse
than lexical features and hence generalize better.
This is especially important within a global model
that allows feature sharing between source sides of
rules. Even a combination of lexical and syntactic
features underperforms syntactic features on their
own because of the sparse lexical features.

The results of our third evaluation are displayed
in Table 4. These show that on all data sets
our global model without pruning outperforms the
same model with pruned training data (h3). These
results also show that the pruned model fails to
outperform the hierarchical baseline. Note that
this result is consistent with the results reported

System Science Medical
Hierarchical 31.22 48.67

LexGlob 31.69 48.94
LexSyntGlob 31.89 48.97

SyntGlob 32.27 49.66

Table 2: Evaluation of global models against hi-
erarchical baseline. The results in bold are statis-
tically significant improvements over the Baseline
(at confidence p < 0.05).

System Science Medical
Hierarchical 31.22 48.67

LexLoc 31.50 48.43
LexSyntLoc 31.74 48.51

SyntLoc 31.85 48.76
LexGlob 31.69 48.94*

LexSyntGlob 31.89 48.97*
SyntGlob 32.27 49.66*

Table 3: Evaluation of global models against local.
We use * to mark global systems that yield sta-
tistically significant (at confidence p < 0.05) im-
provements over their local variants. The results
in bold are statistically significant improvements
over the hierarchical baseline.

in (Cui et al., 2010): their Context-based target
model yields very low improvements when used
in isolation.

5 Large scale Experiments

In a second set of experiments, we evaluate the
usefulness of our approach on two large scale
translation tasks: (i) a French-to-English news
translation task trained on 1,500,000 parallel sen-
tences and (ii) an English-to-Romanian news
translation task trained on 600,000 parallel sen-
tences. The training data for the first task con-
sists of the French-English part of the Europarl-
v4 corpus. Development and test sets are from
the French-to-English news translation task of
WMT 2009 (Callison-Burch et al., 2009). For the
second task, we use the English-Romanian part
of the Europarl-v8 corpus. Development and test
sets are from the English-to-Romanian news trans-
lation task of WMT 2016. The setup of these
experiments is the same as described in Section
4.1 except for the language model of the English-
to-Romanian task, which was trained using lmplz
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System Science Medical
Hierarchical 31.22 48.67

SyntGlob 32.27 49.66
SyntPrun 31.00 48.61

Table 4: Evaluation of global model against
pruned. The results in bold are statistically sig-
nificant improvements over the Baseline (at confi-
dence p < 0.05).

System Fr-En News En-Ro News
Hierarchical 20.96 24.16

LexGlob 21.01 24.23
LexSyntGlob 21.04 24.19

SyntGlob 21.14 24.52

Table 5: Evaluation of large scale tasks. No signif-
icant difference in performance between the eval-
uated models.

(Heafield et al., 2013) on the Romanian part of the
Common Crawl corpus.

Our goal is to verify if on large scale translation
tasks our global rule selection model outperforms
a hierarchical baseline (hypothesis h1 above). The
results, given in Table 5, show that on large scale
tasks, rule selection models with syntactic fea-
tures yield small improvements over the hierarchi-
cal baseline. However, none of these is statistically
significant. Hence hypothesis h1 does not hold on
large domains.

6 Related Work

(Marton and Resnik, 2008; Marton et al., 2012)
improve hierarchical machine translation by aug-
menting the translation model with fine-grained
syntactic features of the source sentence. The used
features reward rules that match syntactic con-
stituents and punish non-matching rules. (Chiang
et al., 2009) integrate these features into a transla-
tion model containing a large number of other fea-
tures such as discount or insertion features. (Chi-
ang, 2010) extends the approach in (Marton and
Resnik, 2008) by also including syntactic infor-
mation of the target sentence that is built during
decoding while (Liu et al., 2011) define a discrim-
inative model over source side constituent labels
instead of rewarding matching constituents. The
training data for their model is based on source

sentence derivations.5 In contrast to this work, we
define a rule selection model, i.e. a discriminative
model on the target side of hierarchical rules. The
training data for our model is based on the hierar-
chical rule extraction procedure: we acquire train-
ing instances by labeling candidate rules extracted
from the same sentence pairs.

Similar to our work, (He et al., 2008) define a
discriminative rule selection model including lex-
ical features, similar to the ones we presented in
Section 2.2. Their work bases on (Chan et al.,
2007) which integrate a word sense disambigua-
tion system into a hierarchical system. As opposed
to (He et al., 2008), this work focuses on hierar-
chical rules containing only terminal symbols and
having length 2. These approaches train rule se-
lection models that are local to the source side of
hierarchical rules. (He et al., 2010) generalize this
work by defining a model that is local to source
patterns instead of the source side of each rule.
We extend these approaches by defining a global
model that generalizes to all rules instead of rules
with the same source side or source pattern. We
also extend the feature set by defining models on
syntactic features.

(Cui et al., 2010) propose a joint rule selection
model over the source and target side of hierar-
chical rules. Our work is similar to their Con-
text Based Target Model (CBTM) but it integrates
much more information by not reducing the rule
selection problem to a binary classification prob-
lem and by not pruning the set of negative ex-
amples. We show empirically that the exhaustive
training of our model significantly improves over
their CBTM.

Finally, several authors train local rule selec-
tion models for different types of syntax- and
semantics- based systems. (Liu et al., 2008) train a
local discriminative rule selection model for tree-
to-string machine translation. (Zhai et al., 2013)
propose a discriminative model to disambiguate
predicate argument structures (PAS). In contrast,
our rule selection model uses syntactic features on
hierarchical rules and is a global model.

All6 of the mentioned models are trained us-
ing the maximum entropy approach (Berger et al.,
1996) which seems not to scale well as reported in

5The training instances are obtained by performing bilin-
gual parsing on the training data and extracting the obtained
rules from the derivation forest.

6All of the models except (Chan et al., 2007) which uses
an SVM, which is also not efficient.
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(Cui et al., 2010). By using a high-speed stream-
ing classifier we are able to train a global model
doing true multi-class classification without prun-
ing of training examples.

7 Conclusion and Future Work

We have presented two contributions to previous
work on rule selection. First, we improved trans-
lation quality on low resource translation tasks
by defining a global discriminative rule selection
model trained on all available training examples.
In a second contribution, we successfully scaled
our global rule selection model to large scale trans-
lation tasks and presented the first evaluation of
discriminative rule selection on such tasks. How-
ever, we failed so far to produce significant im-
provements in BLEU over a hierarchical baseline
on large scale French-to-English and English-to-
Romanian translation tasks. To allow researchers
to replicate our results and improve on our work,
we make our implementation publicly available as
part of Moses.
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Abstract

Speed of access is a very important prop-
erty for phrase tables in phrase based sta-
tistical machine translation as they are
queried many times per sentence. In this
paper we present a new standalone phrase
table, optimized for query speed and mem-
ory locality. The phrase table is cache free
and can optionally incorporate a reorder-
ing table within. We are able to achieve
two times faster decoding by using our
phrase table in the Moses decoder in place
of the current state-of-the-art phrase ta-
ble solution without sacrificing translation
quality. Using a new, experimental version
of Moses we are able to achieve 10 times
faster decoding using our novel phrase ta-
ble.

1 Introduction

Phrase tables are the most basic component of a
statistical machine translation decoder, containing
the parallel phrases necessary to perform phrase-
based machine translation. Due to the noisy na-
ture of phrase extraction and the large phrase vo-
cabulary, phrase tables’ size can reach hundreds of
gigabytes in size. Lopez (2008) describes phrase
tables of size of half of terabyte. A decade ago
it was prohibitively expensive for a phrase table
of this size to reside in memory, even if hardware
supported it: a gigabyte of RAM back in 2006
costed about a 100 USD, compared to 5 USD in
2016. Because of that for a long time Machine
Translation was considered a big data problem and
the engineering efforts were focused on reducing
the model size. This lead to the creation of sev-
eral binary phrase table implementations that tack-
led the memory usage problem: Zens and Ney
(2007) and Junczys-Dowmunt (2012b) developed

memory mapped phrase tables which also reduce
memory usage using specific datastructures. The
former uses a trie (Fredkin, 1960) and the latter
uses specific for the purpose phrasal rank encod-
ing. Lopez (2007) and Germann (2015) developed
suffix array based phrase tables, which work di-
rectly with the parallel corpora in order to enable
easier addition of new data, avoid long binariza-
tion times and keep memory usage low, but tradi-
tional precomputed phrase tables offer better per-
formance. RAM prices have dropped 20 times
over the past 10 years and high performance server
machines have hundreds of gigabytes of memory.
For those machines it is no longer needed to sac-
rifice query performance in favour of compression
techniques such as the one in Junczys-Dowmunt
(2012a). Furthermore the machines nowadays are
highly parallel and locking caches which didn’t
hurt performance in the past now prevent imple-
mentations from scaling. We have designed a
new phrase table called ProbingPT based on lin-
ear probing hash (Heafield, 2011) for storage and
lock-free querying, in order to deliver the best
possible performance in modern use cases where
memory is not an issue.

2 Implementation

First, we will give a brief overview of Junczys-
Dowmunt’s (2012b) CompactPT which is cur-
rently the state of the art phrase table in terms of
both speed and space usage. It uses phrasal rank
compression (Junczys-Dowmunt, 2012a) which
can be viewed as a form of byte pair encoding
(Gage, 1994). The method recursively encodes
bigger strings as a composition of several smaller
ones until only small units remain. Minimum
perfect hashing (Nick Cercone, 1983) is used to
hash phrases to their expansions and on top of
that bit aligned Huffman encoding is used to fur-
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ther compress the phrases. This approach achieves
the smallest model size but it has several draw-
backs when it comes to lookup. First, minimum
perfect hashing requires a secondary hash func-
tion called fingerprinting in order to avoid false
positives which results in increased CPU usage.
Second, while phrasal rank encoding is extremely
space efficient, it is quite slow to compute, because
of the multitude of random memory accesses nec-
essary to reconstruct a single phrase. The reason is
that when a request to read a portion of memory is
submitted what is actually fetched is not only the
bytes that were requested but also the surrounding
bytes. This is because usually when one byte of
memory is accessed, the surrounding bytes would
also be necessary so memory has been designed to
fetch things in small burst, called DRAM bursts.
As such peak memory performance can only be
achieved by accessing consecutive memory and
random memory accesses reduce the total mem-
ory bandwidth, because some of fetched bytes are
not used.

In order to speed up querying in CompactPT,
extensive caching is used but it is not thread lo-
cal and causes a lot of locking for higher thread
count. In our experiments we found that more than
8 threads actually hurt CompactPT’s performance.
The phrase table also has a mode which disables
phrasal rank encoding and caching. In this mode
performance at higher thread count doesn’t de-
crease but instead flattens out, however it is un-
able to achieve better performance than the phrase
rank encoding version no matter the thread count.1

Even if caches don’t cause lock contention at
higher thread count, they carry additional over-
head during runtime. Our goal in design was to
eliminate the necessity for cache by using high
performance datastructures and eliminate random
memory accesses to maximize the memory band-
width.

2.1 ProbingPT

Our phrase table is based on an existing lin-
ear probing hash table implementation (Heafield,
2011). Linear probing hash provides O(1) search
time, has a very small overhead per entry stored
and is shown to be very fast in practice (Heafield,
2011). The phrase table consists of two byte ar-
rays: The first contains the probing hash table and
the second one contains the payloads (phrase prob-

1https://github.com/moses-smt/mosesdecoder/issues/39

abilities, word alignments and optionally lexically
reordering scores) associated with each entry in
the hash table. Hashes of the source phrases are
used as keys. When the phrase table is queried, the
source phrase is hashed and we try to find it in the
probing hash table. If it is found inside the hash ta-
ble we are given a start and end index correspond-
ing to the location of the target phrases associated
with the source phrase queried inside the payloads
byte array. The payloads byte array stores con-
secutively in binary format each target phrase to-
gether with its scores and word alignment infor-
mation. We have also provided the option to store
lexical reordering information and sparse features.
Unlike previous phrase tables implementations,
this phrase table doesn’t employ any compression
method which allows for all target phrases asso-
ciated with a single source phrase to be fetched
in a single memory operation. In contrast, both
Junczys-Dowmunt’s (2012b) and Zens and Ney
(2007) employ pointer chasing during querying
in order to extract and reassemble the results.
Their approaches are more space-efficient but in-
cur higher memory cost due to increased number
of random memory accesses. Furthermore our im-
plementation doesn’t require any scratch memory
to decompress queries: they can be read directly
from the payloads byte array which contributes to
its speed and avoids extra memory operations (al-
locations/deallocations) or the need for caching.
Storing lexical reordering information inside the
phrase table reduces the memory usage, because
we no longer need to store a key for every lexical
reordering score, as we reuse the phrase table key.
Extracting lexical reordering scores no longer car-
ries an extra performance penalty as querying is
tied to the phrase table query and all related scores
would be fetched with the same DRAM burst, be-
cause they are stored consecutively in memory. To
our knowledge, this is the first phrase table im-
plementation that incorporates lexical reordering
table.

The phrase table is part of upstream Moses2 but
it can also be used standalone.3

3 Experimental setup

For our performance evaluation we used French-
English model trained on 2 million EUROPARL
sentences. We used a KenLM (Heafield, 2011)

2Anonymous for submission
3Anonymous for submission
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language model and cube pruning algorithm (Chi-
ang, 2007) with a pop-limit of 400. We time the
end to end translation of 200,000 sentences from
the training set. All experiments were performed
on a machine with two Xeon E5-2680 processors
clocked at 2.7 Ghz with total of 16 cores and 16
hyperthreads and 290 GB of RAM. In all of our
figures “32 cores” means 16 cores and 16 hyper-
threads. Note that hyperthread do not provide ad-
ditional computational power but merely permit
better resource utilization by allowing more work
to be scheduled for the CPU by the OS. This al-
lows the CPU to already have scheduled work to
do while a scheduled process is waiting for IO. Us-
ing hyperthreads will not necessarily increase per-
formance and in cases with high lock contention it
can be detrimental for performance.

3.1 Decoders

We use two different decoders for our experi-
ments: The widely used moses machine transla-
tion decoder, available publically and Moses2, an
experimental faster version of Moses.4 We per-
form some benchmarks using Moses to show the
speedup our implementation offers as a drop-in re-
placement to existing phrase tables in the widely
used decoder. Unfortunately Moses has known
multi-threading issues that come from the usage of
several functions which call std::locale as part of
their initiations, which carries a global lock.1 As
such it is not entirely adequate to use it to measure
the performance of the phrase tables because it
serves as a bottleneck that might hide performance
issues. Thus we used the highly optimized Moses2
to show the speed our phrase table can achieve
when it is running on a fast decoder, optimized for
multi-threading. Furthermore because of their in-
trusive nature, integrated lexical reordering tables
are only implemented in Moses2. It is expected
that when Moses2 matures it will be merged back
into Moses master.

3.2 PhraseTables

In our experiments we focus on comparing Prob-
ingPT against CompactPT. There are currently
two other phrase tables: PhraseDictionaryOnDisk,
a multithreading enabled implementation of the
Zens and Ney (2007) phrase table and Phrase-
DictionaryMemory, an in-memory phrase table
which reads in the raw phrase table and puts it

4Anonymous for submission

inside a hash map. Junczys-Dowmunt (2012b)
has shown that CompactPT is faster than Phrase-
DictionaryOnDisk under any condition, so we
do not run experiments against it. PhraseDic-
tionaryMemory comes with the downside that it
needs to parse in the phrase table first, before de-
coding can commence, which leads to long load-
ing times and huge memory usage. In our experi-
mental setup, the in-memory phrase table took 20
minutes to load and consumed 86 GBs of mem-
ory, more than ten times more memory than any
other phrase table. Even when disregarding load-
ing time, we found out that it is consistently 1-5%
slower than ProbingPT in various thread configu-
rations. We decided not to include those results, as
they do not show anything interesting and because
of the aforementioned shortcomings, PhraseDic-
tionaryMemory is seldom used in practice, unless
the dataset involved is really tiny.

ProbingPT and CompactPT produced identi-
cal translations under the same decoder. In our
tests 3 out of 200,000 sentences slightly differ in
their translation. This is expected according to
Junczys-Dowmunt (2012b) because CompactPT’s
fingerprinting leads to collisions and extracting the
wrong phrase in few rare cases. We conclude that
our implementation is correct and can be used as
drop-in replacement for CompactPT. We have pro-
vided the complete set of conducted experiments
on Figure 5 in the appendix. Those are useful if
the reader wishes to compare system/user time us-
age between different configurations.

3.3 Model sizes

Phrase table Size
ProbingPT 5.8 GB
ProbingPT + Reordering (RO) 8.2 GB
CompactPT 1.3 GB
CompactPT RO 0.6 GB

Table 1: Phrase table sizes

CompactPT which is designed to minimize
model size has naturally lower model size com-
pared to ProbingPT. However the extra RAM used
is only 2% of the available on our test system
which is insignificant. Using the extra memory is
justified by the increased performance.
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Figure 1: Real time comparison of Moses be-
tween ProbingPT and CompactPT together with
reordering models based on CompactPT.

Figure 2: Real time comparison of Moses be-
tween ProbingPT and CompactPT

Figure 3: System time comparison of the sys-
tems on Figure 2. The comparison is in log
scale.

Figure 4: Moses2 comparison between Prob-
ingPT integrated reordering and CompactPT
based reordering. Both systems use ProbingPT
as a phrase table.

4 Evaluation

Figure 1 shows performance comparison of two
systems with CompactPT based reordering tables
that differ in the phrase table used. The best
performing ProbingPT system here delivers about
30% better performance compared to the corre-
sponding CompactPT system. We see that the
CompactPT system doesn’t improve its perfor-
mance when using more than 8 threads, but the
ProbingPT one continues to scale further until it
starts using hyperthreads.

We find it likely that the performance of the
ProbingPT system on Figure 1 is hampered by the
inclusion of CompactPT based reordering. Moses
doesn’t support ProbingPT based reordering and
in order to measure the head-to-head performance
of the two phrase tables we conducted the same
test using two systems that do not use reorder-
ing tables and only differ by the phrase table, as
shown on Figure 2. We can see that ProbingPT

consistently outperforms CompactPT by 10-20%
at lower thread count but the difference grows as
much as 5 times in favour of ProbingPT at the
maximum available thread count on the system. If
we compare the best performance achieved from
both system, ProbingPT is capable of delivering
twice the performance of CompactPT. It is impor-
tant to note that ProbingPT’s performance always
increases with the increase of the thread count,
whereas CompactPT’s performance doesn’t im-
prove past 8 threads. We can also see that the
ProbingPT based system can even take advantage
of hyperthreads, which is not possible with any
system that uses CompactPT based table (Figure
1). On Table 2 we can observe that removing the
reordering table from the CompactPT system has
a much smaller effect than removing it from the
ProbingPT system. This hints that lexicalized re-
ordering only slows down the decoder because it
is implemented in a inefficient manner. We can
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conclude that Moses can achieve faster translation
times on highly parallel systems by using Prob-
ingPT.

4.1 Why is CompactPT slower?
In the single-threaded case it likely that Com-
pactPT’s many random memory accesses cause
it to be slower than ProbingPT, because consec-
utive memory accesses are much faster due to
the DRAM burst effect. When the thread count
grows, the performance gap between CompactPT
and ProbingPT widens, because of the locking that
goes on in the former’s cache. This can be seen
from Figure 3 which shows the system time used
during the execution of the phrase table only test.
System time shows how much time a process has
spent inside kernel routines, which includes but is
not limited to locking and memory allocation. The
ProbingPT system uses orders of magnitude less
system time compared to the CompactPT one. The
system time used in the CompactPT system grows
linearly until 8 threads and then the growth rate
starts increasing at a faster rate widening the gap
with ProbingPT. This is also the reason why Com-
pactPT’s performance severely degrades when us-
ing hyperthreads. The ProbingPT system on the
other hand (Figure 3) increases its usage of sys-
tem time at a linear rate even when using hyper-
threads. We can conclude that the simpler design
of ProbingPT scales very well with the increase of
number of threads and is suitable for use in mod-
ern translation systems running on contemporary
hardware.

4.2 Integrated reordering table
As integrated lexical reordering is only available
in Moses2 we conducted an experiment where we
compare systems using CompactPT based reorder-
ing and ProbingPT integrated reordering (Figure
4). The best ProbingPT based system is able to
translate all sentences in our test set in only 4 min-
utes, whereas the best CompactPT reordering sys-
tem took 39 minutes (Table 3). We also observed
limited scaling when using CompactPT based re-
ordering: the best performance was achieved at
8 threads. For contrast with Moses (Table 2) we
can see that lexicalized reordering has neglige-
ble impact on performance if it is used within
ProbingPT (We believe the reason we are getting
slightly worse results when not using a reordering
table are due to a bug in our implementation). We
are not entirely certain which factor contributed

more to the increased performance: having a re-
ordering table based on the faster ProbingPT or
the reduced IO and computational resources that
the integrated reordering table requires. As we do
not currently have a standalone ProbingPT based
reordering table we can not say for sure. Never-
theless we achieve 10x speedup by using our novel
reordering table within Moses2.

4.3 Profiling the code

We were very surprised of the speedup our phrase
table offered, particularly in Moses2, because in
phrase based decoding, the number of phrase ta-
ble queries increases linearly with the length of
the sentence. They constitute a tiny fraction of
the number of language model queries, which are
about 1 million per sentence (Heafield, 2013). We
decided to investigate our results using Google’s
profiler.5 We profiled the pair of systems, dis-
played on Figure 4, because they showed the high-
est relative difference between each other. In the
system which has ProbingPT based reordering, the
language model is responsible for about 40% of
the decoding runtime, compared with only 1%
in the Moses2 system with CompactPT based re-
ordering. In the latter system the runtime is domi-
nated by CompactPT search and std::locale lock-
ing due to the phrase table using string operations
during its search.

In Moses the difference between using Prob-
ingPT and CompactPT is not so apparent, before
we go to higher thread count, because the decoder
itself is very slow and hides the phrase table inef-
ficiencies. It is clear that even though the phrase
table queries are a small part of the full decod-
ing process, they are enough to slow it down 10
times if no other bottlenecks exist. Using Prob-
ingPT for both the phrase table and the reordering
model makes for a compelling combination.

5 Future work

In the future we will add support for hierarchi-
cal phrase tables inside ProbingPT. In hierarchi-
cal machine translation the burden on the phrase
table is a lot higher so the improved performance
would be even more noticeable. Given the differ-
ence between the systems with and without Prob-
ingPT based reordering in Table 3 we believe that
adding that feature to Moses will allow us to get
performance similar to that in the final column of

5https://github.com/gperftools/gperftools
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Cores CompactPT, RO CompactPT, NoRO ProbingPT, RO ProbingPT, NoRO
1 327 300 277 242
2 197 167 161 138
4 116 101 96 82
8 80 66 60 50

16 106 74 52 39
32 218 151 90 31

Table 2: Time (in minutes) it took to translate our test set with Moses with different number of cores
used. The systems differ by the type of phrase table used (ProbingPT or CompactPT) and whether they
use a reordering table (based on CompactPT). The fastest translation time for each system is highligthed.

Cores CompactRO ProbingRO NoRO
1 116 66 72
2 64 30 35
4 40 15 18
8 39 9 10

16 46 5 6
32 67 4 5

Table 3: Time (in minutes) it took to translate
our test set with Moses2 with different number of
cores used. Since the only phrase table that is used
is ProbingPT, the systems differ by the reordering
table used. The fastest translation time for each
system is highligthed.

Table 2, while maintaining the quality of the more
complex model described in the first column of the
same table.

6 Conclusion

As hardware evolves extremely fast, it may prove
useful to revisit old problems which are consid-
ered solved. The new available technology com-
pels us to reconsider our priorities and decisions
we took in the past.

We designed a faster phrase table that is able to
take full advantage of the modern highly parallel
CPUs. It shows better performance than related
work and also scales better with higher thread
count and it helped us expose performance issues
in Moses. We believe ProbingPT is useful to in-
dustry and researchers who use modern server ma-
chines with many cores and a lot of main memory.
Enthusiast machine translation users would proba-
bly prefer to use CompactPT as it is most suitable
when memory is limited and the thread count is
low.

Acknowledgements

This work was conducted within the
scope of the Horizon 2020 Innovation Ac-

tion Modern MT, which has received funding from
the European Unions Horizon 2020 research and
innovation programme under grant agreement No
645487.

This work is sponsored by the Air Force Re-
search Laboratory, prime contract FA8650-11-C-
6160. The views and conclusions contained in this
document are those of the authors and should not
be interpreted as representative of the official poli-
cies, either expressed or implied, of the Air Force
Research Laboratory or the U.S. Government.

We thank Adam Lopez, Kenneth Heafield, Ul-
rich Germann, Rico Sennrich, Marcin Junczys-
Dowmunt, Nathan Schneider, Sorcha Gilroy,
Clara Vania and the anonymous reviewers for pro-
ductive discussion of this work and helpful com-
ments on previous drafts of the paper. Any errors
are our own.

References
David Chiang. 2007. Hierarchical phrase-based trans-

lation. Comput. Linguist., 33(2):201–228, June.

Edward Fredkin. 1960. Trie memory. Commun. ACM,
3(9):490–499, sep.

Philip Gage. 1994. A new algorithm for data compres-
sion. C Users J., 12(2):23–38, February.

Ulrich Germann. 2015. Sampling phrase tables for
the moses statistical machine translation system.
Prague Bull. Math. Linguistics, 104:39–50.

Kenneth Heafield. 2011. KenLM: faster and smaller
language model queries. In Proceedings of the
EMNLP 2011 Sixth Workshop on Statistical Ma-
chine Translation, pages 187–197, Edinburgh, Scot-
land, United Kingdom, July.

107



Kenneth Heafield. 2013. Efficient Language Modeling
Algorithms with Applications to Statistical Machine
Translation. Ph.D. thesis, Carnegie Mellon Univer-
sity, September.

Marcin Junczys-Dowmunt. 2012a. Phrasal rank-
encoding: Exploiting phrase redundancy and trans-
lational relations for phrase table compression.
Prague Bull. Math. Linguistics, 98:63–74.

Marcin Junczys-Dowmunt. 2012b. A space-efficient
phrase table implementation using minimal perfect
hash functions. In Text, Speech and Dialogue - 15th
International Conference, TSD 2012, Brno, Czech
Republic, September 3-7, 2012. Proceedings, pages
320–327.

Adam Lopez. 2007. Hierarchical phrase-based trans-
lation with suffix arrays. In Proceedings of the 2007
Joint Conference on Empirical Methods in Natural
Language Processing and Computational Natural
Language Learning (EMNLP-CoNLL), pages 976–
985, Prague, Czech Republic, June. Association for
Computational Linguistics.

Adam Lopez, 2008. Tera-Scale Translation Models via
Pattern Matching, pages 505–512. Coling 2008 Or-
ganizing Committee, 8.

John Boates Nick Cercone, Max Krause. 1983. Mini-
mal and almost minimal perfect hash function search
with application to natural language lexicon design.
CAMWA, 9(1):215–231.

Richard Zens and Hermann Ney. 2007. Efficient
phrase-table representation for machine translation
with applications to online mt and speech trans-
lation. In Human Language Technology Conf. /
North American Chapter of the Assoc. for Computa-
tional Linguistics Annual Meeting, pages 492–499,
Rochester, NY, April.

108



A Experiments Matrix

Figure 5: A matrix of all experiments conducted.

109



Proceedings of the First Conference on Machine Translation, Volume 1: Research Papers, pages 110–117,
Berlin, Germany, August 11-12, 2016. c©2016 Association for Computational Linguistics

A Comparative Study on Vocabulary Reduction
for Phrase Table Smoothing

Yunsu Kim, Andreas Guta, Joern Wuebker∗, and Hermann Ney
Human Language Technology and Pattern Recognition Group

RWTH Aachen University, Aachen, Germany
{surname}@cs.rwth-aachen.de

∗Lilt, Inc.
joern@lilt.com

Abstract

This work systematically analyzes the
smoothing effect of vocabulary reduction
for phrase translation models. We ex-
tensively compare various word-level vo-
cabularies to show that the performance
of smoothing is not significantly affected
by the choice of vocabulary. This result
provides empirical evidence that the stan-
dard phrase translation model is extremely
sparse. Our experiments also reveal that
vocabulary reduction is more effective for
smoothing large-scale phrase tables.

1 Introduction

Phrase-based systems for statistical machine trans-
lation (SMT) (Zens et al., 2002; Koehn et al.,
2003) have shown state-of-the-art performance
over the last decade. However, due to the huge size
of phrase vocabulary, it is difficult to collect robust
statistics for lots of phrase pairs. The standard
phrase translation model thus tends to be sparse
(Koehn, 2010).

A fundamental solution to a sparsity problem in
natural language processing is to reduce the vo-
cabulary size. By mapping words onto a smaller
label space, the models can be trained to have
denser distributions (Brown et al., 1992; Miller et
al., 2004; Koo et al., 2008). Examples of such la-
bels are part-of-speech (POS) tags or lemmas.

In this work, we investigate the vocabulary re-
duction for phrase translation models with respect
to various vocabulary choice. We evaluate two
types of smoothing models for phrase translation
probability using different kinds of word-level la-
bels. In particular, we use automatically gener-
ated word classes (Brown et al., 1992) to obtain

label vocabularies with arbitrary sizes and struc-
tures. Our experiments reveal that the vocabulary
of the smoothing model has no significant effect
on the end-to-end translation quality. For exam-
ple, a randomized label space also leads to a de-
cent improvement of BLEU or TER scores by the
presented smoothing models.

We also test vocabulary reduction in transla-
tion scenarios of different scales, showing that the
smoothing works better with more parallel cor-
pora.

2 Related Work

Koehn and Hoang (2007) propose integrating a la-
bel vocabulary as a factor into the phrase-based
SMT pipeline, which consists of the following
three steps: mapping from words to labels, label-
to-label translation, and generation of words from
labels. Rishøj and Søgaard (2011) verify the ef-
fectiveness of word classes as factors. Assuming
probabilistic mappings between words and labels,
the factorization implies a combinatorial expan-
sion of the phrase table with regard to different
vocabularies.

Wuebker et al. (2013) show a simplified case of
the factored translation by adopting hard assign-
ment from words to labels. In the end, they train
the existing translation, language, and reordering
models on word classes to build the corresponding
smoothing models.

Other types of features are also trained on word-
level labels, e.g. hierarchical reordering fea-
tures (Cherry, 2013), an n-gram-based translation
model (Durrani et al., 2014), and sparse word pair
features (Haddow et al., 2015). The first and the
third are trained with a large-scale discriminative
training algorithm.

For all usages of word-level labels in SMT,
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a common and important question is which la-
bel vocabulary maximizes the translation quality.
Bisazza and Monz (2014) compare class-based
language models with diverse kinds of labels in
terms of their performance in translation into mor-
phologically rich languages. To the best of our
knowledge, there is no published work on sys-
tematic comparison between different label vocab-
ularies, model forms, and training data size for
smoothing phrase translation models—the most
basic component in state-of-the-art SMT systems.
Our work fulfills these needs with extensive trans-
lation experiments (Section 5) and quantitative
analysis (Section 6) in a standard phrase-based
SMT framework.

3 Word Classes

In this work, we mainly use unsupervised word
classes by Brown et al. (1992) as the reduced vo-
cabulary. This section briefly reviews the principle
and properties of word classes.

A word-class mapping c is estimated by a clus-
tering algorithm that maximizes the following ob-
jective (Brown et al., 1992):

L :=
∑

eI1

I∑

i=1

p(c(ei)|c(ei−1)) · p(ei|c(ei)) (1)

for a given monolingual corpus {eI1}, where each
eI1 is a sentence of length I in the corpus. The
objective guides c to prefer certain collocations of
class sequences, e.g. an auxiliary verb class should
succeed a class of pronouns or person names.
Consequently, the resulting c groups words ac-
cording to their syntactic or semantic similarity.

Word classes have a big advantage for our com-
parative study: The structure and size of the class
vocabulary can be arbitrarily adjusted by the clus-
tering parameters. This makes it possible to pre-
pare easily an abundant set of label vocabularies
that differ in linguistic coherence and degree of
generalization.

4 Smoothing Models

In the standard phrase translation model, the trans-
lation probability for each segmented phrase pair
(f̃ , ẽ) is estimated by relative frequencies:

pstd(f̃ |ẽ) =
N(f̃ , ẽ)

N(ẽ)
(2)

where N is the count of a phrase or a phrase pair
in the training data. These counts are very low for
many phrases due to a limited amount of bilingual
training data.

Using a smaller vocabulary, we can aggregate
the low counts and make the distribution smoother.
We now define two types of smoothing models for
Equation 2 using a general word-label mapping c.

4.1 Mapping All Words at Once (map-all)
For the phrase translation model, the simplest for-
mulation of vocabulary reduction is obtained by
replacing all words in the source and target phrases
with the corresponding labels in a smaller space.
Namely, we employ the following probability in-
stead of Equation 2:

pall(f̃ |ẽ) =
N(c(f̃), c(ẽ))

N(c(ẽ))
(3)

which we call map-all. This model resembles the
word class translation model of Wuebker et al.
(2013) except that we allow any kind of word-level
labels.

This model generalizes all words of a phrase
without distinction between them. Also, the same
formulation is applied to word-based lexicon mod-
els.

4.2 Mapping Each Word at a Time
(map-each)

More elaborate smoothing can be achieved by gen-
eralizing only a sub-part of the phrase pair. The
idea is to replace one source word at a time with
its respective label. For each source position j, we
also replace the target words aligned to the source
word fj . For this purpose, we let aj ⊆ {1, ..., |ẽ|}
denote a set of target positions aligned to j. The
resulting model takes a weighted average of the
redefined translation probabilities over all source
positions of f̃ :

peach(f̃ |ẽ) =
|f̃ |∑

j=1

wj ·
N(c(j)(f̃), c(aj)(ẽ))

N(c(aj)(ẽ))
(4)

where the superscripts of c indicate the positions
that are mapped onto the label space. wj is a
weight for each source position, where

∑
j wj =

1. We call this model map-each.
We illustrate this model with a pair of three-

word phrases: f̃ = [f1, f2, f3] and ẽ = [e1, e2, e3]
(see Figure 1 for the in-phrase word alignments).
The map-each model score for this phrase pair is:
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Figure 1: Word alignments of a pair of three-word
phrases.

peach( [f1, f2, f3] | [e1, e2, e3] ) =

w1 ·
N([c(f1), f2, f3], [c(e1), e2, e3])

N([c(e1), e2, e3])

+ w2 ·
N([f1, c(f2), f3], [e1, e2, e3])

N([e1, e2, e3])

+ w3 ·
N([f1, f2, c(f3)], [e1, c(e2), c(e3)])

N([e1, c(e2), c(e3)])

where the alignments are depicted by line seg-
ments.

First of all, we replace f1 and also e1, which is
aligned to f1, with their corresponding labels. As
f2 has no alignment points, we do not replace any
target word accordingly. f3 triggers the class re-
placement of two target words at the same time.
Note that the model implicitly encapsulates the
alignment information.

We empirically found that the map-each model
performs best with the following weight:

wj =
N(c(j)(f̃), c(aj)(ẽ))

|f̃ |∑
j′=1

N(c(j′)(f̃), c(aj′ )(ẽ))

(5)

which is a normalized count of the generalized
phrase pair itself. Here, the count is relatively
large when fj , the word to be backed off, is less
frequent than other words in f̃ . In contrast, if fj
is a very frequent word and one of the other words
in f̃ is rare, the count becomes low due to that rare
word. The same logic holds for target words in ẽ.
After all, Equation 5 carries more weight when a
rare word is replaced with its label. The intuition
is that a rare word is the main reason for unstable
counts and should be backed off above all. We use
this weight for all experiments in the next section.

In contrast, the map-all model merely replace
all words at one time and ignore alignments within
phrase pairs.

5 Experiments

5.1 Setup

We evaluate how much the translation quality
is improved by the smoothing models in Sec-
tion 4. The two smoothing models are trained
in both source-to-target and target-to-source di-
rections, and integrated as additional features in
the log-linear combination of a standard phrase-
based SMT system (Koehn et al., 2003). We also
test linear interpolation between the standard and
smoothing models, but the results are generally
worse than log-linear interpolation. Note that vo-
cabulary reduction models by themselves cannot
replace the corresponding standard models, since
this leads to a considerable drop in translation
quality (Wuebker et al., 2013).

Our baseline systems include phrase transla-
tion models in both directions, word-based lexi-
con models in both directions, word/phrase penal-
ties, a distortion penalty, a hierarchical lexicalized
reordering model (Galley and Manning, 2008),
a 4-gram language model, and a 7-gram word
class language model (Wuebker et al., 2013). The
model weights are trained with minimum error
rate training (Och, 2003). All experiments are
conducted with an open source phrase-based SMT
toolkit Jane 2 (Wuebker et al., 2012).

To validate our experimental results, we mea-
sure the statistical significance using the paired
bootstrap resampling method of Koehn (2004).
Every result in this section is marked with ‡ if it
is statistically significantly better than the base-
line with 95% confidence, or with † for 90% con-
fidence.

5.2 Comparison of Vocabularies

The presented smoothing models are dependent
on the label vocabulary, which is defined by the
word-label mapping c. Here, we train the models
with various label vocabularies and compare their
smoothing performance.

The experiments are done on the IWSLT 2012
German→English shared translation task. To
rapidly perform repetitive experiments, we train
the translation models with the in-domain TED
portion of the dataset (roughly 2.5M running
words for each side). We run the monolingual
word clustering algorithm of (Botros et al., 2015)
on each side of the parallel training data to obtain
class label vocabularies (Section 3).

112



We carry out comparative experiments regard-
ing the three factors of the clustering algorithm:

1) Clustering iterations. It is shown that the
number of iterations is the most influential
factor in clustering quality (Och, 1995). We
now verify its effect on translation quality
when the clustering is used for phrase table
smoothing.

As we run the clustering algorithm, we ex-
tract an intermediate class mapping for each
iteration and train the smoothing models with
it. The model weights are tuned for each it-
eration separately. The BLEU scores of the
tuned systems are given in Figure 2. We use
100 classes on both source and target sides.
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Figure 2: BLEU scores for clustering iterations
when using individually tuned model weights for
each iteration. Dots indicate those iterations in
which the translation is performed.

The score does not consistently increase or
decrease over the iterations; it is rather on a
similar level (± 0.2% BLEU) for all settings
with slight fluctuations. This is an important
clue that the whole process of word clustering
has no meaning in smoothing phrase transla-
tion models.

To see this more clearly, we keep the
model weights fixed over different systems
and run the same set of experiments. In this
way, we focus only on the change of label
vocabulary, removing the impact of nonde-
terministic model weight optimization. The
results are given in Figure 3.

This time, the curves are even flatter, re-
sulting in only ± 0.1% BLEU difference over
the iterations. More surprisingly, the models
trained with the initial clustering, i.e. when
the clustering algorithm has not even started
yet, are on a par with those trained with
more optimized classes in terms of transla-
tion quality.
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Figure 3: BLEU scores for clustering iterations
when using a fixed set of model weights. The
weights that produce the best results in Figure 2
are chosen.

2) Initialization of the clustering. Since the
clustering process has no significant impact
on the translation quality, we hypothesize that
the initialization may dominate the cluster-
ing. We compare five different initial class
mappings:

• random: randomly assign words to
classes
• top-frequent (default): top-frequent

words have their own classes, while all
other words are in the last class
• same-countsum: each class has almost

the same sum of word unigram counts
• same-#words: each class has almost the

same number of words
• count-bins: each class represents a bin

of the total count range

BLEU TER

Initialization [%] [%]

Baseline 28.3 52.2

+ map-each random 28.9‡ 51.7‡

top-frequent 29.0‡ 51.5‡

same-countsum 28.8‡ 51.7‡

same-#words 28.9‡ 51.6‡

count-bins 29.0‡ 51.4‡

Table 1: Translation results for various initializa-
tions of the clustering. 100 classes on both sides.

Table 1 shows the translation results
with the map-each model trained with these
initializations—without running the cluster-
ing algorithm. We use the same set of model
weights used in Figure 3. We find that the
initialization method also does not affect the
translation performance. As an extreme case,
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random clustering is also a fine candidate for
training the map-each model.

3) Number of classes. This determines the vo-
cabulary size of a label space, which even-
tually adjusts the smoothing degree. Table
2 shows the translation performance of the
map-each model with a varying number of
classes. Similarly as before, there is no se-
rious performance gap among different word
classes, and POS tags and lemmas also com-
form to this trend.

However, we observe a slight but steady
degradation of translation quality (≈ -0.2%
BLEU) when the vocabulary size is larger
than a few hundreds. We also lose statisti-
cal significance for BLEU in these cases. The
reason could be: If the label space becomes
larger, it gets closer to the original vocabulary
and therefore the smoothing model provides
less additional information to add to the stan-
dard phrase translation model.

#vocab BLEU TER

(source) [%] [%]

Baseline 28.3 52.2

+ map-each 100 29.0‡ 51.5‡

(word class) 200 28.9† 51.6‡

500 28.7 51.8‡

1000 28.7 51.8‡

10000 28.7 51.9†

+ map-each (POS) 52 28.9† 51.5‡

+ map-each (lemma) 26744 28.8 51.7‡

Table 2: Translation results for different vocabu-
lary sizes.

The series of experiments show that the map-
each model performs very similar across vocab-
ulary size and its structure. From our internal ex-
periments, this argument also holds for the map-all
model. The results do not change even when we
use a different clustering algorithm, e.g. bilingual
clustering (Och, 1999). For the translation perfor-
mance, the more important factor is the log-linear
model training to find an optimal set of weights for
the smoothing models.

5.3 Comparison of Smoothing Models
Next, we compare the two smoothing models
by their performance in four different trans-

lation tasks: IWSLT 2012 German→English,
WMT 2015 Finnish→English, WMT
2014 English→German, and WMT 2015
English→Czech. We train 100 classes on each
side with 30 clustering iterations starting from the
default (top-frequent) initialization.

Table 3 provides the corpus statistics of all
datasets used. Note that a morphologically rich
language is on the source side for the first two
tasks, and on the target side for the last two
tasks. According to the results (Table 4), the map-
each model, which encourages backing off infre-
quent words, performs consistently better (maxi-
mum +0.5% BLEU, -0.6% TER) than the map-all
model in all cases.

5.4 Comparison of Training Data Size
Lastly, we analyze the smoothing performance
for different training data sizes (Figure 4). The
improvement of BLEU score over the baseline
decreases drastically when the training data get
smaller. We argue that this is because the smooth-
ing models are only the additional scores for the
phrases seen in the training data. For smaller train-
ing data, we have more out-of-vocabulary (OOV)
words in the test set, which cannot be handled by
the presented models.

0 5 10 15 20    25
running words [M]

9

10

11

12

13

14

15

16

B
LE

U
[%

]

15

20

25

30

35

O
O

V
ra

te
[%

]
Baseline
map-each

OOV rate

Figure 4: BLEU scores and OOV rates for
the varying training data portion of WMT 2015
Finnish→English data.

6 Analysis

In Section 5.2, we have shown experimentally that
more optimized or more fine-grained classes do
not guarantee better smoothing performance. We
now verify by examining translation outputs that
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IWSLT 2012 WMT 2015 WMT 2014 WMT 2015
German English Finnish English English German English Czech

Sentences 130k 1.1M 4M 0.9M
Running Words 2.5M 2.5M 23M 32M 104M 105M 23.9M 21M
Vocabulary 71k 49k 509k 88k 648k 659k 161k 345k

Table 3: Bilingual training data statistics for IWSLT 2012 German→English, WMT 2015
Finnish→English, WMT 2014 English→German, and WMT 2015 English→Czech tasks.

de-en fi-en en-de en-cs
BLEU TER BLEU TER BLEU TER BLEU TER

[%] [%] [%] [%] [%] [%] [%] [%]

Baseline 28.3 52.2 15.1 72.6 14.6 69.8 15.3 68.7

+ map-all 28.6‡ 51.6‡ 15.3‡ 72.5 14.8‡ 69.4‡ 15.4‡ 68.2‡

+ map-each 29.0‡ 51.4‡ 15.8‡ 72.0‡ 15.1‡ 69.0‡ 15.8‡ 67.6‡

Table 4: Translation results for IWSLT 2012 German→English, WMT 2015 Finnish→English, WMT
2014 English→German, and WMT 2015 English→Czech tasks.

Top 200 TER-improved Sentences

Common Input Same Translation
Model Classes #vocab [%] [%]

map-each optimized 100 - -
non-optimized 100 89.5 89.9

random 100 88.5 89.8
lemma 26744 87.0 92.6

map-all optimized 100 56.0 54.5

Table 5: Comparison of translation outputs for the smoothing models with different vocabularies. “op-
timized” denotes 30 iterations of the clustering algorithm, whereas “non-optimized” means the initial
(default) clustering.

the same level of performance is not by chance but
due to similar hypothesis scoring across different
systems.

Given a test set, we compare its translations
generated from different systems as follows. First,
for each translated set, we sort the sentences by
how much the sentence-level TER is improved
over the baseline translation. Then, we select the
top 200 sentences from this sorted list, which rep-
resent the main contribution to the decrease of
TER. In Table 5, we compare the top 200 TER-
improved translations of the map-each model se-
tups with different vocabularies.

In the fourth column, we trace the input sen-
tences that are translated by the top 200 lists, and
count how many of those inputs are overlapped
across given systems. Here, a large overlap indi-

cates that two systems are particularly effective in
a large common part of the test set, showing that
they behaved analogously in the search process.
The numbers in this column are computed against
the map-each model setup trained with 100 opti-
mized word classes (first row). For all map-each
settings, the overlap is very large—around 90%.

To investigate further, we count how often the
two translations of a single input are identical (the
last column). This is normalized by the number
of common input sentences in the top 200 lists be-
tween two systems. It is a straightforward measure
to see if two systems discriminate translation hy-
potheses in a similar manner. Remarkably, all sys-
tems equipped with the map-each model produce
exactly the same translations for the most part of
the top 200 TER-improved sentences.
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We can see from this analysis that, even though
a smoothing model is trained with essentially dif-
ferent vocabularies, it helps the translation process
in basically the same manner. For comparison, we
also compute the measures for a map-all model,
which are far behind the high similarity among the
map-each models. Indeed, for smoothing phrase
translation models, changing the model structure
for vocabulary reduction exerts a strong influence
in the hypothesis scoring, yet changing the vocab-
ulary does not.

7 Conclusion

Reducing vocabulary using word-label mapping is
a simple and effective way of smoothing phrase
translation models. By mapping each word in a
phrase at a time, the translation quality can be im-
proved by up to +0.7% BLEU and -0.8% TER over
a standard phrase-based SMT baseline, which is
superior to Wuebker et al. (2013).

Our extensive comparison among various vo-
cabularies shows that different word-label map-
pings are almost equally effective for smoothing
phrase translation models. This allows us to use
any type of word-level label, e.g. a randomized
vocabulary, for the smoothing, which saves a con-
siderable amount of effort in optimizing the struc-
ture and granularity of the label vocabulary. Our
analysis on sentence-level TER demonstrates that
the same level of performance stems from the
analogous hypothesis scoring.

We claim that this result emphasizes the fun-
damental sparsity of the standard phrase transla-
tion model. Too many target phrase candidates
are originally undervalued, so giving them any
reasonable amount of extra probability mass, e.g.
by smoothing with random classes, is enough to
broaden the search space and improve translation
quality. Even if we change a single parameter in
estimating the label space, it does not have a sig-
nificant effect on scoring hypotheses, where many
other models than the smoothed translation model,
e.g. language models, are involved with large
weights. Nevertheless, an exact linguistic expla-
nation is still to be discovered.

Our results on varying training data show that
vocabulary reduction is more suitable for large-
scale translation setups. This implies that OOV
handling is more crucial than smoothing phrase
translation models for low-resource translation
tasks.

For future work, we plan to perform a similar
set of comparative experiments on neural machine
translation systems.

Acknowledgments

This paper has received funding from the Euro-
pean Union’s Horizon 2020 research and innova-
tion programme under grant agreement no 645452
(QT21).

References
Arianna Bisazza and Christof Monz. 2014. Class-

based language modeling for translating into mor-
phologically rich languages. In Proceedings of 25th
International Conference on Computational Lin-
guistics (COLING 2014), pages 1918–1927, Dublin,
Ireland, August.

Rami Botros, Kazuki Irie, Martin Sundermeyer, and
Hermann Ney. 2015. On efficient training of word
classes and their application to recurrent neural net-
work language models. In Proceedings of 16th An-
nual Conference of the International Speech Com-
munication Association (Interspeech 2015), pages
1443–1447, Dresden, Germany, September.

Peter F. Brown, Peter V. deSouza, Robert L. Mer-
cer, Vincent J. Della Pietra, and Jenifer C. Lai.
1992. Class-based n-gram models of natural lan-
guage. Computational Linguistics, 18(4):467–479,
December.

Colin Cherry. 2013. Improved reordering for phrase-
based translation using sparse features. In Pro-
ceedings of 2013 Conference of the North American
Chapter of the Association for Computational Lin-
guistics: Human Language Technologies (NAACL-
HLT 2013), pages 22–31, Atlanta, GA, USA, June.

Nadir Durrani, Philipp Koehn, Helmut Schmid, and
Alexander Fraser. 2014. Investigating the useful-
ness of generalized word representations in smt. In
Proceedings of 25th Annual Conference on Com-
putational Linguistics (COLING 2014), pages 421–
432, Dublin, Ireland, August.

Michel Galley and Christopher D. Manning. 2008.
A simple and effective hierarchical phrase reorder-
ing model. In Proceedings of 2008 Conference on
Empirical Methods in Natural Language Process-
ing (EMNLP 2008), pages 848–856, Honolulu, HI,
USA, October.

Barry Haddow, Matthias Huck, Alexandra Birch, Niko-
lay Bogoychev, and Philipp Koehn. 2015. The edin-
burgh/jhu phrase-based machine translation systems
for wmt 2015. In Proceedings of 2016 EMNLP 10th
Workshop on Statistical Machine Translation (WMT
2016), pages 126–133, Lisbon, Portugal, September.

116



Philipp Koehn and Hieu Hoang. 2007. Factored trans-
lation models. In Proceedings of 2007 Joint Con-
ference on Empirical Methods in Natural Language
Processing and Computational Natural Language
Learning (EMNLP-CoNLL 2007), pages 868–876,
Prague, Czech Republic, June.

Philipp Koehn, Franz Josef Och, and Daniel Marcu.
2003. Statistical phrase-based translation. In Pro-
ceedings of 2003 Conference of the North American
Chapter of the Association for Computational Lin-
guistics on Human Language Technology (NAACL-
HLT 2003), pages 48–54, Edmonton, Canada, May.

Philipp Koehn. 2004. Statistical significance tests for
machine translation evaluation. In Proceedings of
2004 Conference on Empirical Methods in Natural
Language Processing (EMNLP 2004), pages 388–
395, Barcelona, Spain, July.

Philipp Koehn. 2010. Statistical Machine Translation.
Cambridge University Press, New York, NY, USA.

Terry Koo, Xavier Carreras, and Michael Collins.
2008. Simple semi-supervised dependency parsing.
In Proceedings of 46th Annual Meeting of the Asso-
ciation for Computational Linguistics (ACL 2008),
pages 595–603, Columbus, OH, USA, June.

Scott Miller, Jethran Guinness, and Alex Zamanian.
2004. Name tagging with word clusters and discrim-
inative training. In Proceedings of 2004 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies (NAACL-HLT 2004), pages 337–342,
Boston, MA, USA, May.

Franz Josef Och. 1995. Maximum-likelihood-
schätzung von wortkategorien mit verfahren
der kombinatorischen optimierung. Studienar-
beit, Friedrich-Alexander-Universität Erlangen-
Nürnberg, Erlangen, Germany, May.

Franz Josef Och. 1999. An efficient method for de-
termining bilingual word classes. In Proceedings of
9th Conference on European Chapter of Association
for Computational Linguistics (EACL 1999), pages
71–76, Bergen, Norway, June.

Franz Josef Och. 2003. Minimum error rate training
in statistical machine translation. In Proceedings
of 41st Annual Meeting of the Association for Com-
putational Linguistics (ACL 2003), pages 160–167,
Sapporo, Japan, July.

Christian Rishøj and Anders Søgaard. 2011. Factored
translation with unsupervised word clusters. In Pro-
ceedings of 2011 EMNLP 6th Workshop on Statisti-
cal Machine Translation (WMT 2011), pages 447–
451, Edinburgh, Scotland, July.

Joern Wuebker, Matthias Huck, Stephan Peitz, Malte
Nuhn, Markus Freitag, Jan-Thorsten Peter, Saab
Mansour, and Hermann Ney. 2012. Jane 2: Open

source phrase-based and hierarchical statistical ma-
chine translation. In Proceedings of 24th Inter-
national Conference on Computational Linguistics
(COLING 2012), pages 483–492, Mumbai, India,
December.

Joern Wuebker, Stephan Peitz, Felix Rietig, and Her-
mann Ney. 2013. Improving statistical machine
translation with word class models. In Proceedings
of 2013 Conference on Empirical Methods in Nat-
ural Language Processing (EMNLP 2013), pages
1377–1381, Seattle, USA, October.

Richard Zens, Franz Josef Och, and Hermann Ney.
2002. Phrase-based statistical machine translation.
In Matthias Jarke, Jana Koehler, and Gerhard Lake-
meyer, editors, 25th German Conference on Artifi-
cial Intelligence (KI2002), volume 2479 of Lecture
Notes in Artificial Intelligence (LNAI), pages 18–32,
Aachen, Germany, September. Springer Verlag.

117



Proceedings of the First Conference on Machine Translation, Volume 1: Research Papers, pages 118–130,
Berlin, Germany, August 11-12, 2016. c©2016 Association for Computational Linguistics

Examining the Relationship between Preordering and
Word Order Freedom in Machine Translation
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Abstract

We study the relationship between word
order freedom and preordering in statisti-
cal machine translation. To assess word
order freedom, we first introduce a novel
entropy measure which quantifies how dif-
ficult it is to predict word order given a
source sentence and its syntactic analysis.
We then address preordering for two target
languages at the far ends of the word order
freedom spectrum, German and Japanese,
and argue that for languages with more
word order freedom, attempting to predict
a unique word order given source clues
only is less justified. Subsequently, we ex-
amine lattices of n-best word order predic-
tions as a unified representation for lan-
guages from across this broad spectrum
and present an effective solution to a re-
sulting technical issue, namely how to se-
lect a suitable source word order from
the lattice during training. Our experi-
ments show that lattices are crucial for
good empirical performance for languages
with freer word order (English–German)
and can provide additional improvements
for fixed word order languages (English–
Japanese).

1 Introduction

Word order differences between a source and a tar-
get language are a major challenge for machine
translation systems. For phrase-based models,
the number of possible phrase permutations is so
large that reordering must be constrained locally
to make the search space for the best hypothe-
sis feasible. However, constraining the space lo-
cally runs the risk that the optimal hypothesis is
rendered out of reach. Preordering of the source

sentence has been embraced as a way to ensure
the reachability of certain target word order con-
stellations for improved prediction of the target
word order. Preordering aims at predicting a per-
mutation of the source sentence which has min-
imal word order differences with the target sen-
tence; the permuted source sentence is passed on
to a backend translation system trained to translate
target-order source sentences into target sentences.
In essence, the preordering approach makes the as-
sumption that it is feasible to predict target word
order given only clues from the source sentence.
In the vast majority of work on preordering, a sin-
gle preordered source sentence is passed on to the
backend system, thereby making the stronger as-
sumption that it is feasible to predict a unique pre-
ferred target word order. But how reasonable are
these assumptions and for which target languages?

Intuitively, the assumption of a unique pre-
ordering seems reasonable for translating into
fixed word order languages such as Japanese, but
for translation into languages with less strict word
order such as German, this is unlikely to work.
In such languages there are multiple comparably
plausible target word orders per source sentence
because the underlying predicate-argument struc-
ture can be expressed with mechanisms other than
word order alone (e.g. morphological inflections
or intonation). For these languages, it seems rather
unlikely to be able to choose a unique word order
given only source sentence clues. In this paper, we
want to shed light on the relationship between the
target language’s word order freedom and the fea-
sibility of preordering. We start out by contribut-
ing an information-theoretic measure to quantify
the difficulty in predicting a preferred word order
given the source sentence and its syntax. Our mea-
sure provides empirical support for the intuition
that it is often not possible to predict a unique word
order for free word order languages, whereas it is
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more feasible for fixed word order languages such
as Japanese. Subsequently, we study the option of
passing the n-best word order predictions, instead
of 1-best, to the backend system as a lattice of pos-
sible word orders of the source sentence.

For the training of the backend system, the
use of such permutation lattices raises a question:
What should constitute the training corpus for a
lattice-preordered translation system? In previ-
ous work using single word order predictions, the
training data consists of pairs of source and target
sentences where the source sentence is either in
target order (i.e. order based on word alignments)
or preordered (i.e. predicted order). In this work
we contribute a novel approach for selecting train-
ing instances from the lattice of word order permu-
tations: We select the permutation providing the
best match with the target-order source sentence
(we call this process “lattice silver training”).

Our experiments show that for English–
Japanese and English–German lattice preordering
has a positive impact on the translation quality.
Whereas lattices enable further improvement for
preordering English into the strict word order lan-
guage Japanese, lattices in conjunction with our
proposed lattice silver training scheme turn out to
be crucial to reach satisfactory empirical perfor-
mance for English–German. This result highlights
that when predicting word order of free word order
languages given source clues only, it is important
to ensure that the word order predictions and the
backend system are suitably fitted together.

2 Related Work

Preordering has been explored from the per-
spective of the upper-bound achievable transla-
tion quality in several studies, including Khalilov
and Sima’an (2012) and Herrmann et al. (2013),
which compare various systems and provide or-
acle scores for syntax-based preordering models.
Target-order source sentences, in which the word
order is determined via automatic alignments, en-
able translation systems great jumps in translation
quality and provide improvements in compactness
and efficiency of downstream phrase-based trans-
lation models. Approaches have largely followed
two directions: (1) predicting word order based
on some form of source-syntactic representation
and (2) approaches which do not depend on source
syntax.

2.1 Source Syntax-Based Preordering

Many approaches to preordering have made use
of syntactic representations of the source sentence,
including Collins et al. (2005) who restructure the
source phrase structure parse tree by applying a
sequence of transformation rules. More recently,
Jehl et al. (2014) learn to order sibling nodes in
the source-side dependency parse tree. The space
of possible permutations is explored via depth-first
branch-and-bound search (Balas and Toth, 1983).
In later work, the authors further improve this
model by replacing the logistic regression classi-
fier with a feed-forward neural network (de Gis-
pert et al., 2015), which results in improved em-
pirical results and eliminates the need for feature
engineering. Lerner and Petrov (2013) train clas-
sifiers to predict the permutations of up to 6 tree
nodes in the source dependency tree. The authors
found that by only predicting the best 20 permuta-
tions of n nodes, they could cover a large majority
of the reorderings in their data.

2.2 Preordering without Source Syntax

Tromble and Eisner (2009) learn to predict the ori-
entation of any two words (straight or inverted or-
der) using a perceptron. The search for the best re-
ordering is performed with a O(n3) chart parsing
algorithm. More basic approaches to syntax-less
preordering include the application of multiple
MT systems (Costa-jussà and Fonollosa, 2006),
where a first system learns preordering and a sec-
ond learns to translate the preordered sentence
into the target sentence. Finally, there have been
successful attempts at the automatic induction of
parse trees from aligned data (DeNero and Uszko-
reit, 2011) and the estimation of latent reordering
grammars (Stanojević and Sima’an, 2015) based
on permutation trees (Zhang and Gildea, 2007).

2.3 Lattice Translation

A lattice is an acyclic finite-state automaton defin-
ing a finite language. A more restricted class of
lattices, namely, confusion networks (Bertoldi et
al., 2007), has been extensively used to pack alter-
native input sequences for decoding.1 However,
applications mostly focused on speech translation
(Ney, 1999; Bertoldi et al., 2007), or to account for
lexical and/or segmentation ambiguity due to pre-
processing (Xu et al., 2005; Dyer, 2007). In very

1A confusion network is a special case of a lattice where
every path from start to final state goes through every node.
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few occasions, lattice input has been used to deter-
mine the space of permutations of the input con-
sidered by the decoder (Knight and Al-Onaizan,
1998; Kumar and Byrne, 2003). The effectiveness
of lattices of permutations was demonstrated by
Zhang et al. (2007). However, except in the cases
of n-gram based decoders (Khalilov et al., 2009)
this approach is not a common practice.

Dyer et al. (2008) formalized lattice transla-
tion both for phrase-based and hierarchical phrase-
based MT. The former requires a modification of
the standard phrase-based decoding algorithm as
to maintain a coverage vector over states, rather
than input word positions. The latter requires in-
tersecting a lattice and a context-free grammar,
which can be seen as a generalized form of pars-
ing (Klein and Manning, 2001). In this work, we
focus on phrase-based models.

The space of translation options in standard
phrase-based decoding with a distortion limit d
grows with O(stack size × n × 2d) where n repre-
sents the input length, and the number of transla-
tion options is capped due to beam search (Koehn
et al., 2003). With lattice input, the dependency
on n is replaced by |Q| where Q is the set of states
of the lattice. The stack size makes the number of
translation options explored by the decoder inde-
pendent of the number of transitions in the lattice.

As in standard decoding, the states of a lattice
can also be visited non-monotonically. However,
two states in a lattice are not always connected by
a path, and, in general, paths connecting two nodes
might differ in length. Dyer et al. (2008) proposed
to pick the shortest path between two nodes to be
representative of the distance between them.2 Just
like in standard decoding, a distortion limit is im-
posed to keep the space of translations tractable.

In this work, we use lattice input to constrain the
space of permutations of the source allowed within
the decoder. Moreover, in most cases we com-
pletely disable the decoder’s further reordering ca-
pabilities. Because our models can perform global
permutation operations without ad hoc distortion
limits, we can reach far more complex word or-
ders. Crucially, our models are better predictors
of word order than standard distortion-based re-
ordering, thus we manage to decode with rela-
tively small permutation lattices.

2This is achieved by running an all-pairs shortest path al-
gorithm prior to decoding – see for example Chapter 25 of
(Cormen et al., 2001). MOSES uses the Floyd-Warshall algo-
rithm, which runs in time O(|Q|3).

3 Quantifying Word Order Freedom

While varying degrees of word order freedom are
a well-studied topic in linguistics, word order free-
dom has only recently been studied from a quanti-
tative perspective. This has been enabled partly by
the increasing availability of syntactic treebanks.
Kuboň and Lopatková (2015) propose a measure
of word order freedom based on a set of six com-
mon word order types (SVO, SOV, etc.). Futrell et
al. (2015) define various entropy measures based
on the prediction of word order given unordered
dependency trees. Both approaches require a de-
pendency treebank for each language.

In practical applications such as machine trans-
lation, it is difficult to quantify the influence of
word order freedom. For an arbitrary language
pair, our goal is to quantify a notion of the target
language’s word order freedom based only on par-
allel sentences and source syntax. In their head
direction entropy measure, Futrell et al. (2015)
approach the problem of quantifying word order
freedom by measuring the difficulty of recover-
ing the correct linear order from a sentence’s un-
ordered dependency tree. We approach the prob-
lem of quantifying a target language’s word order
freedom by measuring the difficulty of predicting
target word order based on the source sentence’s
dependency tree. Hence, we ask questions such
as: How difficult is it to predict French word or-
der based on the syntax of the English source sen-
tence?

3.1 Source Syntax and Target Word Order

We represent the target sentence’s word order as a
sequence of order decisions. Each order decision
encodes for two source words, a and b, whether
their translation equivalents are in the order (a, b)
or (b, a). The source sentences are parsed with a
dependency parser.3 The target-language order of
the words in the source dependency tree is then
determined by comparing the target sentence po-
sitions of the words aligned to each source word.
Figure 1 shows the percentage of dependent-head
pairs in the source dependency tree whose target
order can be correctly guessed by always choos-
ing the more common decision.4

3http://cs.cmu.edu/˜ark/TurboParser/
4For English–Japanese, we use manual word alignments

of 1,235 sentences from the Kyoto Free Translation Task
(Neubig, 2011) and for English–German, we use a manu-
ally word-aligned subset of Europarl (Padó and Lapata, 2006)
consisting of 987 sentences.
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Figure 1: Source word pairs whose target order can be predicted using only the words’ labels.

German and Japanese Both language pairs dif-
fer significantly in how strictly the target lan-
guage’s word order is determined by the source
language’s syntax. English–German shows strict
order constraints within phrases, such as that ad-
jectives and determiners precede the noun they
modify in the vast majority of cases (Figure 1b).
However, English–German also shows more free-
dom on the clause level, where basic syntax-
based predictions for the positions of nouns rela-
tive to the main verb are insufficient. For English–
Japanese on the other hand, the position of the
nouns relative to the main verb is more rigid,
which is demonstrated by the high scores in Fig-
ure 1a. These results are in line with the linguistic
descriptions of both target languages. From a tech-
nical point of view, they highlight that any treat-
ment of English–German word order must take
into account information beyond the basic syntac-
tic level and must allow for a given amount of
word order freedom.

3.2 Bilingual Head Direction Entropy

While such a qualitative comparison provides in-
sight into the order differences of selected lan-
guage pairs, it is not straight-forward to compare
across many language pairs. From a linguistic per-
spective, Futrell et al. (2015) use entropy to com-
pare word order freedom in dependency corpora
across various languages. While the authors ob-
served that artifacts of the data such as treebank
annotation style can hamper comparability, they
found that a simple entropy measure for the pre-
diction of word order based on the dependency
structure provided a good quantitative measure of
word order freedom.

We follow Futrell et al. (2015) in basing our
measure on conditional entropy, which provides a
straight-forward way to quantify to which extent

target word order is determined by source syntax.

H(Y |X) = −
∑

x∈X
p(x)

∑

y∈Y
p(y|x) log p(y|x)

Conditional entropy measures the amount of infor-
mation required to describe the outcome of a ran-
dom variable Y given the value of a second ran-
dom variable X . Given a dependent-head pair in
the source dependency tree, X consists of the de-
pendent’s and the head’s part of speech, as well as
the dependency relation between them. Note that
as in all of our experiments the source language is
English, the space of outcomes of X is the same
across all language pairs.Y in this case is the word
pair’s target-side word order in the form of a (a, b)
or (b, a) decision. We estimate H(Y |X) using the
bootstrap estimator of DeDeo et al. (2013), which
is less prone to sample bias than maximum likeli-
hood estimation.5

Influence of word alignments Futrell et al.
(2015) use human-annotated dependency trees for
each language they consider. Our estimation only
involves word-aligned bilingual sentence pairs
with a source dependency tree. Manual align-
ments are available for a limited number of lan-
guage pairs and often only for a diminishingly
small number of sentences. Consequently the
question arises, whether automatic word align-
ments are sufficient for this task. To answer this
question, we apply our measure to a set of manu-
ally aligned as well as a larger set of automatically
aligned sentence pairs. In addition to the German
and Japanese alignments mentioned above, we use
manual alignments for English–Italian (Farajian et
al., 2014), English–French (Och and Ney, 2003),
English–Spanish (Graça et al., 2008) and English–
Portuguese (Graça et al., 2008).

5We observe an average of 1,033 values for X per lan-
guage pair and perform 10,000 Monte-Carlo samples.
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Figure 2: Bilingual head direction entropy with
English source side.

Since a limited number of manually aligned
sentences are available, it is important to avoid
bias due to sample size. Hence, we randomly sam-
ple the same number of dependency relations from
each language pair. Considering only those lan-
guages for which we have both manual and au-
tomatic alignments, we can determine how well
their word order freedom rankings correlate. Even
though the number of samples for the manually
aligned sentences is limited to 500 due to the size
of the smallest set of manual alignments, we find a
high correlation of Spearman’s ρ = 0.77 between
the rankings of the 6 languages that occur in both
sets (Zwillinger and Kokoska, 1999).

Influence of source syntax Another factor that
may influence our estimated degree of word order
freedom is the form and granularity of the source
side’s syntactic representation: More detailed rep-
resentations may disambiguate cases that are diffi-
cult to predict with a more bare representation. As
we are interested in the bilingual case and, specif-
ically, in preordering, we content ourselves with
using the same syntactic representation, i.e. de-
pendency trees, that many preordering models use
(e.g., Jehl et al. (2014), Lerner and Petrov (2013)).

Comparison to monolingual measures Our
measure is similar to Futrell et al. (2015)’s head
direction entropy; however, it also offers sev-
eral advantages. While monolingual head direc-
tion entropy requires a dependency treebank for
each language, our bilingual head direction en-
tropy only requires dependency annotation for the
source language (English in our case). One of

their caveats, the influence of the widely varying
dependency annotation styles across treebanks, is
also not present in our method, since a single de-
pendency style is used for the source language.
We have demonstrated that automatic alignments
perform on a comparable level to manual align-
ments. Accordingly, the amount of data that can be
used to estimate the measure is only limited by the
availability of parallel sentences. Finally, while
dependency treebanks rarely cover the same cor-
pora or even domains, our method can utilize sen-
tences from the same or similar corpora for each
language, thus minimizing potential corpus biases.

Translation from English Figure 2 plots bilin-
gual head direction entropy for an English source
side and a set of typologically diverse languages
on the target side. For each language pair, we use
18,000 sentence pairs and automatic alignments
from the Tatoeba corpus (Tiedemann, 2012).6

Languages at the top of the plot in Figure 2
show a greater degree of word order freedom with
respect to the English source syntax. Thus, pre-
dicting their word order from English source clues
alone is likely to be difficult. We argue that in such
cases it is crucial to pass on the ambiguity over
the space of predictions to the translation model.
By doing so, word order decisions can be influ-
enced by translation decisions, while still shaping
the space of reachable translations.

4 Preordering Free and Fixed Word
Order Languages

The measure of word order freedom introduced in
the previous section enables us to estimate how
difficult it is to predict the target language’s word
order based on the source language. In this sec-
tion, we introduce the two preordering models
we use to predict the word order of German and
Japanese. Experiments with these models will al-
low us to examine the relationship between pre-
ordering and word order freedom.

4.1 Neural Lattice Preordering

Based on their earlier work, which used logistic
regression and graph search for preordering (Jehl
et al., 2014), de Gispert et al. (2015) introduce a
neural preordering model. In this model, a feed-
forward neural network is trained to estimate the

6The alignments were produced using GIZA++ (Och and
Ney, 2003) with grow-diag-final-and symmetrization.
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swap probabilities of nodes in the source-side de-
pendency tree. Search is performed via the depth-
first branch-and-bound algorithm. The authors
have found this model to be fast and to produce
high quality word order predictions for a variety
of languages.

Model estimation Training examples are ex-
tracted from all possible pairs of children of a de-
pendency tree node, including the head itself. For
each pair, the two nodes are swapped if swapping
them reduces the number of crossing alignment
links. The crossing score of two nodes a and b (a
precedes b in linear order) and their aligned target
indexes Aa and Ab is defined as follows:

cs(a, b) = | {(i, j) ∈ Aa × Ab : i > j} |

Training instances generated in this manner are
then used to estimate the swap probability p(i, j)
for two indexes i and j. For each node in the
source dependency tree, the best possible permu-
tation of its children (including the head) is deter-
mined via graph search. The score of a permuta-
tion of length k is defined as follows:

score(π) =
∏

1≤i<j≤k|π[i]>π[j]

p(i, j)

·
∏

1≤i<j≤k|π[i]<π[j]

1 − p(i, j)

We closely follow de Gispert et al. (2015) for the
implementation of the estimator of p(i, j). A feed-
forward neural network (Bengio et al., 2003) is
trained to predict the orientation of a and b based
on a sequence of 20 features, such as the words,
the words’ POS tags, the dependency labels, etc.7

The network consists of 50 nodes on the input
layer, 2 on the output layer, and 50 and 100 on
the two hidden layers. We use a learning rate of
0.01, batch size of 1000 and perform 20 training
epochs.

Search Search in this model consists of finding
the sequence of swaps leading to the best overall
score according to the model. Let a partial permu-
tation of k nodes be a sequence of length k′ < k
containing each integer in {1, ..., k} at most once.
The score of a new permutation obtained by ex-
tending a partial permutation π′ of length k′ by

7Our implementation is based on http://nlg.isi.
edu/software/nplm/.

one element can be computed efficiently as:

score(π′ · ⟨i⟩) = score(π′)

·
∏

j∈V |i>j

p(i, j)

·
∏

j∈V |i<j

1 − p(i, j)

k-best search Target languages such as German
allow for a significant amount of word order free-
dom; hence, the depth-first branch-and-bound al-
gorithm, which extracts the single best permu-
tation, may not be the best choice in this case.
In the context of the Traveling Salesman Prob-
lem, van der Poort et al. (1999) show that general
branch-and-bound search can be extended to re-
trieve k-best results while keeping the same guar-
antees and computational complexity. Only mi-
nor changes are necessary to adapt the search for
the best permutation to finding the k-best permu-
tations: We keep a set bestk of the best permuta-
tions and a single bound. If for a permutation π′,
score(π′) > bound, instead of updating the bound
to the single best permutation and remembering it,
the following steps are performed:

1. If |bestk| = k:

− Remove worst permutation from the set.

2. Add π′ to bestk.

3. The new bound will be the score of the worst
permutation in bestk.

4.2 Reordering Grammar Induction
Reordering Grammar (RG) (Stanojević and
Sima’an, 2015) is a recent approach for preorder-
ing that is hierarchical and fully unsupervised. It
is based on inducing a probabilistic context-free
grammar from aligned parallel data. This gram-
mar can predict permutation trees (PETs) (Zhang
and Gildea, 2007) — projective constituency trees
that can fully describe any permutation. PETs are
reminiscent of ITG (Wu, 1997) with the important
distinction that PETs can handle any permutation,
unlike ITG which can only handle binarizable
ones. As in ITG, constituents in PETs are labeled
with the permutation of their children.

Induction of RGs is performed by specifying a
generative probabilistic model and then estimating
its parameters using the EM algorithm. The rea-
soning behind using EM is that many latent vari-
ables are present in the model. Only the source
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sentence and its permutation are observed during
training. The exact PET that generated this per-
mutation is not observed and there could be (ex-
ponentially) many PETs that could have generated
the observed permutation. Hence, the bracketings
of potential PETs are treated as latent variables.

The second source of latent variables is state
splitting of non-terminals (labels that indicate how
to reorder the children) in a similar way as done
in monolingual parsing (Matsuzaki et al., 2005;
Petrov et al., 2006; Prescher, 2005). Each la-
tent permutation tree has many latent derivations
and the generative probabilistic model needs to ac-
count for them. The probability of the observed
permutation π is defined in the following way:

P (π) =
∑

∆∈PEF(π)

∑

d∈∆

∏

r∈d

P (r)

where PEF(π) returns the Permutation Forest of
π (i.e., the set of PETs that can generate the per-
mutation π), ∆ represents a permutation tree, d
represents a derivation of a permutation tree and
r represents a production rule. Efficient estima-
tion for this model is done by using the standard
Inside-Outside algorithm (Lari and Young, 1990).

At test time, the source sentence is parsed with
the estimated grammar in order to find the deriva-
tion of a permutation tree with the lowest expected
cost. More formally, the decoding task can be de-
scribed as:

d̂ = arg min
d∈Chart(s)

∑

d′∈Chart(s)

P (d′) cost(d, d′)

where P (d) =
∏

r∈d P (r) is the probability of a
derivation, and Chart(s) is the space of all pos-
sible derivations of all possible permutation trees
for source sentence s. Two main modifications to
this formula are made in order to make inference
fast: First, Kendall τ is used as a cost function be-
cause it decomposes well,8 which allows usage of
efficient dynamic programming minimum Bayes-
risk (MBR) computation (DeNero et al., 2009).
Second, instead of computing the MBR deriva-
tion over the full chart, computation is done over
10,000 unbiased samples from the chart. To build
the permutation lattice with this model we use
the top n permutations which have the lowest ex-
pected Kendall τ cost.

8More precisely, we use the Kendall τ distance between
the permutations that are yields of the derivations.
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Figure 3: Example permutation lattice.

5 Machine Translation with
Permutation Lattices

5.1 Permutation Lattices

We call a permutation lattice for sentence s =
⟨s1, . . . , sn⟩ an acyclic finite-state automaton
where every path from the initial state reaches
an accepting state in exactly n uniquely labeled
transitions. Transitions are labeled with pairs in
{(i, si)

n
i=1} and each path represents an arbitrary

permutation of the source’s n tokens.
In a permutation lattice with states Q and transi-

tions E, every path between any two states u, v ∈
Q has exactly the same length. Let out∗(x) de-
note the transitive closure of x ∈ Q, that is, the set
of states reachable from x. If two nodes are at all
connected, v ∈ out∗(u), then the distance between
them equals dv −du, where dx is x’s distance from
the initial state. This observation allows a speed
up of non-monotone translation of a permutation
lattice. Namely, to precompute shortest distances,
necessary to impose a distortion limit, instead of
running a fully fledged all-pairs shortest path al-
gorithm O(|Q|3) (Cormen et al., 2001), we can
compute transitive closure in time O(|Q| × |E|)
(Simon, 1988) followed by single-source distance
in time O(|Q| + |E|) (Mohri, 2002).

We produce permutation lattices by compress-
ing the n-best outputs from the reordering mod-
els into a minimal deterministic acceptor. Un-
weighted determinization and minimization are
performed using OpenFST (Allauzen et al., 2007).
The results of this process are very compact rep-
resentations that can be decoded efficiently. As an
illustration, Figure 3 shows an English sentence
from WMT newstest 2014 preordered for transla-
tion into German before (3a) and after minimiza-
tion (3b).9 Table 1 shows the influence of the num-
ber of predicted permutations on the lattice sizes

9Example sentence: The Kluser lights protect cyclists, as
well as those travelling by bus and the residents of Bergle.
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for English–German. Permutation quality is mea-
sured by Kendall τ distance to the gold permuta-
tion (best-out-of-n).

Lattice

Permutations Kendall τ States Transitions

Monotone 83.78 23 22

5 84.69 24 52
10 85.23 33 69

100 86.20 72 138
1000 86.75 123 233

Table 1: Permutations and lattice size (En–De).

5.2 Lattice Silver Training

While for first-best word order predictions, there
are two straight-forward options for how to se-
lect training instances for the MT system, it is less
clear how to do this in the case of permutation lat-
tices. In standard preordering, the word order of
the source sentence in the training set is commonly
determined by reordering the source sentence to
minimize the number of crossing alignment links
(we denote this as s′). Alternatively, the trained
preordering model can be applied to the source
side of the training set, which we call ŝ′

1. There
is a trade-off between both methods: While s′ will
generally produce more compact and less noisy
phrase tables, it may include phrases that are not
reachable by the preordering model. The predicted
order ŝ′

1, on the other hand, may be too constrained
to reach helpful hypotheses. For lattices, one op-
tion would be to extract all possible phrases from
the lattice directly. Here, we consider a simpler al-
ternative: Instead of selecting either the gold order
s′ or the predicted order ŝ′

1, we select the order ŝ′

which is closest to both the lattice predictions and
the gold order s′. Since this order is a mix of the
lattice predictions and the gold order, we call this
training scheme lattice silver training.

Let (s, t) be a training instance consisting of a
source sentence s and a target sentence t and let
s′ be the target-order source sentence obtained via
the word alignments. For each training instance,
we select the preordered source ŝ′ as follows:

ŝ′ = arg max
ŝ′

L∈ πk(s)

overlap(ŝ′
L
, s′)

where πk(s) is the set of k-best permutations pre-
dicted by the preordering model. Each ŝ′

L
∈ πk(s)

represents a single path through the lattice. As

the cost function, we use n-gram overlap, as com-
monly used in string kernels (Lodhi et al., 2002):

overlap(ŝ′
L
, s′) =

7∑

n=2


 ∑

c ∈ Cn
s′

countŝ′
L
(c)




where Cn
s′ denotes all candidate n-grams of length

n in s′ and countŝ′
L
(c) denotes the number of oc-

currences of n-gram c in ŝ′
L
. Ties between permu-

tations with the same overlap are broken using the
permutations’ scores from the preordering model.

6 Experiments

6.1 Experimental Setup
In our translation experiments, we use the follow-
ing experimental setup, datasets and parameters.

Translation system Translation experiments are
performed with a phrase-based machine transla-
tion system, a version of Moses (Koehn et al.,
2007) with extended lattice support.10 We use the
basic Moses features and perform 15 iterations of
batch MIRA (Cherry and Foster, 2012).

English–Japanese Our experiments are per-
formed on the NTCIR-8 Patent Translation
(PATMT) Task. Tuning is performed on the
NTCIR-7 dev sets, and translation is evaluated on
the test set from NTCIR-9. All data is tokenized
(using the Moses tokenizer for English and KyTea
5 for Japanese (Neubig et al., 2011)) and filtered
for sentences between 4 and 50 words. As a base-
line we use a translation system with distortion
limit 6 and a lexicalized reordering model (Galley
and Manning, 2008). We use a 5-gram language
model estimated using lmplz (Heafield et al., 2013)
on the target side of the parallel corpus.

English–German For translation into German,
we built a machine translation system based on the
WMT 2016 news translation data.11 The system is
trained on all available parallel data, consisting of
4.5m sentence pairs from Europarl (Koehn, 2005),
Common Crawl (Smith et al., 2013) and the News
Commentary corpus. We removed all sentences
longer than 80 words and tokenization and true-
casing is performed using the standard Moses tok-
enizer and truecaser. We use a 5-gram Kneser-Ney
language model, estimated using lmplz (Heafield

10Made available at https://github.com/
wilkeraziz/mosesdecoder.

11http://statmt.org/wmt16/
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et al., 2013). The language model is trained on
189m sentences from the target sides of Europarl
and News Commentary, as well as the News Crawl
2007-2015 corpora. Word alignment is performed
using MGIZA (gdfa with 6, 6, 3 and 3 iterations
of IBM M1, HMM, IBM M3 and IBM M4). As
a baseline we use a translation system with dis-
tortion limit 6 and a distortion-based reordering
model. Tuning is performed on newstest 2014 and
we evaluate on newstest 2015.

Preordering models For German, we use the
neural lattice preordering model introduced in
Section 4.1. The model is trained on the full par-
allel training data (4.5m sentences) based on the
automatic word alignments used by the translation
system. Source dependency trees are produced by
TurboParser,12 which was trained on the English
version of HamleDT (Zeman et al., 2012) with
content-head dependencies. For translation into
Japanese, we train a Reordering Grammar model
for 10 iterations of EM on a training set consisting
of 786k sentence pairs with automatic alignments.

6.2 Translation Experiments

We report lowercased BLEU (Papineni et al.,
2002) and Kendall τ calculated from the force-
aligned hypothesis and reference. Statistical sig-
nificance tests are performed for the translation
scores using the bootstrap resampling method with
p-value < 0.05 (Koehn, 2004). The standard pre-
ordering systems (“first-best” in Table 2 and 4) use
an additional lexicalized reordering model (MSD),
while the lattice systems use only lattice distor-
tion. For training preordered translation models,
we recreate word alignments from the original
MGIZA alignments and the permutation for En–
De and re-align preordered and target sentences
for En–Ja using MGIZA.13

English–German Translation results for trans-
lation into German are shown in Table 2.

For this language pair, we found standard pre-
ordering to work poorly. This is despite the fact
that the oracle order (i.e. the source words in
the test set are preordered according to the word
alignments) shows significant potential. A lattice
packed with 1000 permutations on the other hand,

12http://cs.cmu.edu/˜ark/TurboParser/
13Re-aligning the sentences with MGIZA generally im-

proves results, which implies that we are likely underestimat-
ing the results for En–De.

Translation Word order

DL BLEU Kendall τ

Baseline 6 21.76 54.75

Oracle order 6 26.68 58.05
0 26.41 57.92

First-best 6 21.21A 53.44
Lattice (silver) 0 21.88B 54.51

AStat. significant against baseline. BStat. significant against first-best.

Table 2: Translation results English–German.

performs better even when translating monotoni-
cally with a distortion limit of 0.

Lattice silver training To examine the utility of
the lattice silver training scheme, we train sys-
tems which differ only in the way the training
data is extracted. Table 3 shows that for English–
German, lattice silver training is successful in
bridging the gap between the preordering model
and the alignment-based target word order, both
for monotonic translation and when allowing the
decoder to additionally reorder translations.

Distortion limit

0 3

Gold training 21.44 21.60
Lattice silver training 21.88 21.88

Table 3: Lattice silver training (BLEU, En–De).

English–Japanese Results for translation into
Japanese are shown in Table 4.

Discussion Although preordering with a single
permutation already works well for the strict word
order language Japanese, packing the word order
ambiguity into a lattice allows the machine trans-
lation system to achieve even better translation
monotonically than allowing a distortion of 6 and
an additional lexicalized reordering model on top

Translation Word order

DL BLEU Kendall τ

Baseline 6 29.65 44.87

Oracle order 6 34.22 56.23
0 30.55 53.98

First-best 6 32.14A 49.68
Lattice 0 32.50AB 50.79

AStat. significant against baseline. BStat. significant against first-best.

Table 4: Translation results English–Japanese.
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of a single permutation. We noticed that lexical-
ized reordering helped the first-best systems and
hence report this stronger baseline. In principle,
lexicalized reordering can also be used with 0-
distortion lattice translation, and we plan to inves-
tigate this option in the future. Linguistic intuition
and the empirical results presented in Section 3
suggest that compared to Japanese, German shows
more word order freedom. Consequently, we as-
sumed that a first-best preordering model would
not perform well on the language pair English–
German, and indeed the results in Table 2 confirm
this assumption. For both language pairs, translat-
ing a lattice of predicted permutations outperforms
the baselines, thus reducing the gap between trans-
lation with predicted word order and oracle word
order. However, permutation lattices turn out to be
the key to enabling any improvement at all for the
language pair English–German in the context of
preordering. This language pair can benefit from
the improved interaction between word order and
translation decisions. These findings go in tandem
with our analysis in Section 3 (see Figures 1 and
2), particularly, the prediction of our information-
theoretic word order freedom metric that it should
be more difficult to determine German word or-
der from English clues. Our main focus in this
paper was on the language pairs English–German
and English–Japanese. Hence, while our results
provide an empirical data point for the utility of
permutation lattices for free word order languages,
we plan to provide further empirical support by
performing experiments with a broader range of
language pairs in future work.

7 Conclusion

The world’s languages differ widely in how they
express meaning, relying on indicators such as
word order, intonation or morphological mark-
ings. Consequently, some languages exhibit
stricter word order than others. Our goal in this
paper was to examine the effect of word order
freedom on machine translation and preordering.
We provided an empirical comparison of language
pairs in terms of the difficulty of predicting the tar-
get language’s word order based on the source lan-
guage. Our metric’s predictions agree both with
the intuition provided by linguistic theory and the
empirical support we present in the form of trans-
lation experiments. We show that addressing un-
certainty in word order predictions, and in par-

ticular doing so with permutation lattices, can be
an indispensable tool for dealing with word order
in machine translation. The experiments we per-
formed in this paper confirm this previous finding
and we further build on it by introducing a new
method for training machine translation systems
for lattice-preordered input, which we call lattice
silver training. Finally, we found that while lat-
tices are indeed helpful for English–Japanese, for
which standard preordering already works well,
they are crucial for translation into the freer word
order language German.
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Abstract

This paper presents the results of the
WMT16 shared tasks, which included five
machine translation (MT) tasks (standard
news, IT-domain, biomedical, multimodal,
pronoun), three evaluation tasks (metrics,
tuning, run-time estimation of MT qual-
ity), and an automatic post-editing task
and bilingual document alignment task.
This year, 102 MT systems from 24 in-
stitutions (plus 36 anonymized online sys-
tems) were submitted to the 12 translation
directions in the news translation task. The
IT-domain task received 31 submissions
from 12 institutions in 7 directions and the
Biomedical task received 15 submissions
systems from 5 institutions. Evaluation
was both automatic and manual (relative
ranking and 100-point scale assessments).

The quality estimation task had three sub-
tasks, with a total of 14 teams, submitting
39 entries. The automatic post-editing task
had a total of 6 teams, submitting 11 en-
tries.

1 Introduction

We present the results of the shared tasks of the
First Conference on Statistical Machine Transla-
tion (WMT) held at ACL 2016. This confer-
ence builds on nine previous WMT workshops
(Koehn and Monz, 2006; Callison-Burch et al.,
2007, 2008, 2009, 2010, 2011, 2012; Bojar et al.,
2013, 2014, 2015).

This year we conducted several official tasks.
We report in this paper on five tasks:
• news translation (§2, §3)
• IT-domain translation (§4)
• biomedical translation (§5)
• quality estimation (§6)
• automatic post-editing (§7)

The conference featured additional shared tasks
that are described in separate papers in these pro-
ceedings:
• tuning (Jawaid et al., 2016)
• metrics (Bojar et al., 2016b)
• cross-lingual pronoun prediction (Guillou

et al., 2016)
• multimodal machine translation and crosslin-

gual image description (Specia et al., 2016)
• bilingual document alignment (Buck and

Koehn, 2016)

In the news translation task (§2), participants
were asked to translate a shared test set, option-
ally restricting themselves to the provided train-
ing data. We held 12 translation tasks this year,
between English and each of Czech, German,
Finnish, Russian, Romanian, and Turkish. The
Romanian and Turkish translation tasks were new
this year, providing a lesser resourced data con-
dition on challenging language pairs. The system
outputs for each task were evaluated both automat-
ically and manually.

The human evaluation (§3) involves asking
human judges to rank sentences output by
anonymized systems. We obtained large num-
bers of rankings from researchers who contributed
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evaluations proportional to the number of tasks
they entered. We made data collection more effi-
cient and used TrueSkill as ranking method. We
also explored a novel way of ranking machine
translation systems by judgments of adequacy and
fluency on a 100-point scale.

The IT translation task (§4) was introduced this
year and focused on domain adaptation of MT to
the IT (information technology) domain and trans-
lation of answers in a cross-lingual help-desk ser-
vice, where hardware&software troubleshooting
answers are translated from English to the users’
languages: Bulgarian, Czech, German, Spanish,
Basque, Dutch and Portuguese. Similarly as in the
News translation task, training and test data were
provided and the system outputs were evaluated
both automatically and manually.

Another task newly introduced this year was
the biomedical translation task (§5). Participants
were asked to translate the titles and abstracts of
scientific articles indexed in the Scielo database.
Training and test data were provided for two sub-
domains, biological sciences and health sciences,
and three language pairs, Portuguese/English,
Spanish/English and French/English. This task
therefore provided data for a language not previ-
ously covered in WMT, Portuguese. The system
outputs for each language pair were evaluated both
automatically and manually.

The quality estimation task (§6) this year in-
cluded three subtasks: sentence-level prediction of
post-editing effort scores, word and phrase-level
prediction of good/bad labels, and document-level
prediction of human post-editing scores. Datasets
were released with English→German IT trans-
lations for sentence and word/phrase level, and
English↔Spanish news translations for document
level.

The automatic post-editing task (§7) examined
automatic methods for correcting errors produced
by an unknown machine translation system. Par-
ticipants were provided with training triples con-
taining source, target and human post-edits, and
were asked to return automatic post-edits for un-
seen (source, target) pairs. In this second round,
the task focused on correcting English→German
translations in the IT domain.

The primary objectives of WMT are to evalu-
ate the state of the art in machine translation, to
disseminate common test sets and public train-
ing data with published performance numbers, and

to refine evaluation and estimation methodologies
for machine translation. As before, all of the
data, translations, and collected human judgments
are publicly available.1 We hope these datasets
serve as a valuable resource for research into sta-
tistical machine translation and automatic evalu-
ation or prediction of translation quality. News
and IT translations are also available for interac-
tive visualization and comparison of differences
between systems at http://wmt.ufal.cz using
MT-ComparEval (Sudarikov et al., 2016).

2 News Translation Task

The recurring WMT task examines translation be-
tween English and other languages in the news do-
main. As in the previous years, we include Ger-
man, Czech, Russian, and Finnish. New languages
this years are Romanian and Turkish.

We created a test set for each language pair by
translating newspaper articles and provided train-
ing data.

2.1 Test data

The test data for this year’s task was selected from
online sources, as before. We took about 1500 En-
glish sentences and translated them into the other
5 languages, and then additional 1500 sentences
from each of the other languages and translated
them into English. This gave us test sets of about
3000 sentences for our English-X language pairs,
which have been either originally written in En-
glish and translated into X, or vice versa. The
composition of the test documents is shown in Ta-
ble 1.

The stories were translated by professional
translators, funded by the EU Horizon 2020
projects CRACKER and QT21 (German, Czech,
Romanian), by Yandex2, a Russian search engine
company (Turkish, Russian), and by BAULT, a re-
search community on building and using language
technology funded by the University of Helsinki
(Finnish). For Finnish, a second translation was
provided as well, but not used in the evaluation.
All of the translations were done directly, and not
via an intermediate language.

For Turkish we also released an additional 500
sentence development set, and for Romanian a
third of the test set were released as a development

1http://statmt.org/wmt16/results.html
2http://www.yandex.com/
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set instead. For the other languages, test sets from
previous years are available as development sets.

2.2 Training data

As in past years we provided parallel corpora to
train translation models, monolingual corpora to
train language models, and development sets to
tune system parameters. Some training corpora
were identical from last year (Europarl3, United
Nations, French-English 109 corpus, Common
Crawl, Russian-English parallel data provided by
Yandex, Wikipedia Headlines provided by CMU)
and some were updated (CzEng v1.6pre (Bojar
et al., 2016a), News Commentary v11, monolin-
gual news data).

We added a few new corpora:

• Romanian Europarl (Koehn, 2002)
• SETIMES2 from OPUS for Romanian–

English and Turkish–English (Tiedemann,
2009)
• Monolingual data sets from CommonCrawl

(Buck et al., 2014)

Some statistics about the training materials are
given in Figure 1.

2.3 Submitted systems

We received 102 submissions from 24 institu-
tions. The participating institutions and their entry
names are listed in Table 2; each system did not
necessarily appear in all translation tasks. We also
included 36 online statistical MT systems (origi-
nating from 4 services), which we anonymized as
ONLINE-A,B,F,G.

For presentation of the results, systems are
treated as either constrained or unconstrained, de-
pending on whether their models were trained only
on the provided data. Since we do not know how
they were built, these online and commercial sys-
tems are treated as unconstrained during the auto-
matic and human evaluations.

3 Human Evaluation

Each year, we conduct a human evaluation
campaign to assess translation quality and deter-
mine the final ranking of candidate systems. This
section describes how we prepared the evaluation
data, collected human assessments, and computed
the official results.

3As of Fall 2011, the proceedings of the European Parlia-
ment are no longer translated into all official languages.

Over the past few years, our method of col-
lecting and evaluating the manual translations has
settled into the following pattern. We ask hu-
man annotators to rank the outputs of five systems.
From these rankings, we produce pairwise trans-
lation comparisons, and then evaluate them with a
version of the TrueSkill algorithm adapted to our
task. We refer to this approach (described in Sec-
tion 3.4) as the relative ranking approach (RR),
so named because the pairwise comparisons de-
note only relative ability between a pair of sys-
tems, and cannot be used to infer their absolute
quality. These results are used to produce the of-
ficial ranking for the WMT 2016 tasks. However,
work in evaluation over the past few years has pro-
vided fresh insight into ways to collect direct as-
sessments (DA) of machine translation quality. In
this setting, annotators are asked to provide an as-
sessment of the direct quality of the output of a
system relative to a reference translation. In or-
der to evaluate the potential of this approach for
future WMT evaluations, we conducted a direct
assessment evaluation in parallel. This evaluation,
together with a comparison of the official results,
is described in Section 3.5.

3.1 Evaluation campaign overview

Following the trend from previous years, WMT16
ended up being the largest evaluation campaign to
date. Similar to last year, we collected researcher-
based judgments only (as opposed to crowd-
sourcing annotations from a tool like Mechanical
Turk). For the News translation task, a total of
150 individual annotator accounts were involved.
Users came from 33 different research groups and
contributed judgments on 10,833 HITs.

Each HIT comprises three 5-way ranking tasks
for a total of 32,499 such tasks. Under ordinary
circumstances, each of the tasks would correspond
to ten individual pairwise system comparisons de-
noting whether a system A was judged better than,
worse than, or equivalent to another system B.
However, since many systems have produced the
same outputs for a particular sentence, we are of-
ten able to produce more than ten comparisons
(Section 3.2), ending up with a total of 569,287
pairwise annotations—a 75.2% increase over the
expected baseline of 324,990 pairs. This is smaller
than last year’s gain of 87.1% as we have decided
to preserve punctuation differences. Section 3.2
provides more details on our pre-processing.
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Europarl Parallel Corpus
German↔ English Czech↔ English Finnish↔ English Romanian↔ English

Sentences 1,920,209 646,605 1,926,114 399,375
Words 50,486,398 53,008,851 14,946,399 17,376,433 37,814,266 52,723,296 10,943,404 10,891,847

Distinct words 381,583 115,966 172,461 63,039 693,963 115,896 73,353 42,650

News Commentary Parallel Corpus
German↔ English Czech↔ English Russian↔ English

Sentences 242,770 191,432 174,253
Words 6,284,116 6,307,244 4,385,588 4,914,094 4,452,010 4,681,362

Distinct words 153,835 68,039 154,044 62,043 151,228 55,382

Common Crawl Parallel Corpus
French↔ English German↔ English Czech↔ English Russian↔ English

Sentences 3,244,152 2,399,123 161,838 878,386
Words 91,328,790 81,096,306 54,575,405 58,870,638 3,529,783 3,927,378 21,018,793 21,535,122

Distinct words 889,291 859,017 1,640,835 823,480 210,170 128,212 764,203 432,062

United Nations Parallel Corpus
French↔ English

Sentences 12,886,831
Words 411,916,781 360,341,450

Distinct words 565,553 666,077

109 Word Parallel Corpus
French↔ English

Sentences 22,520,400
Words 811,203,407 668,412,817

Distinct words 2,738,882 2,861,836

Yandex 1M Parallel Corpus
Russian↔ English

Sentences 1,000,000
Words 24,121,459 26,107,293

Distinct words 701,809 387,646

CzEng Parallel Corpus
Czech↔ English

Sentences 51,424,584
Words 592,890,104 699,087,647

Distinct words 3,073,115 1,727,574

Wiki Headlines Parallel Corpus
Russian↔ English Finnish↔ English

Sentences 514,859 153,728
Words 1,191,474 1,230,644 269,429 354,362

Distinct words 282,989 251,328 127,576 96,732

Europarl Language Model Data
English German Czech Finnish

Sentence 2,218,201 2,176,537 668,595 2,120,739
Words 59,848,044 53,534,167 14,946,399 39,511,068

Distinct words 123,059 394,781 172,461 711,868

News Language Model Data
English German Czech Russian Finnish Romanian

Sentence 145,573,876 187,008,695 53,383,346 56,371,276 6,740,879 2,280,642
Words 3,355,935,396 3,331,396,767 879,993,532 1,016,368,612 83,112,454 54,793,949

Distinct words 5,487,137 16,166,174 3,824,351 3,834,224 2,572,117 504,438

Common Crawl Language Model Data
English German Czech Russian Finnish Romanian Turkish

Sent. 3,074,921,453 2,872,785,485 333,498,145 1,168,529,851 157,264,161 288,806,234 511,196,951
Words 65,128,419,540 65,154,042,103 6,694,811,063 23,313,060,950 2,935,402,545 8,140,378,873 11,882,126,872
Dist. 342,760,462 339,983,035 50,162,437 101,436,673 47,083,545 37,846,546 88,463,295

Test Set
German↔ EN Czech↔ EN Russian↔ EN Finnish↔ EN Romanian↔ EN Turkish↔ EN

Sent. 2,999 2,999 2,998 3,000 1,999 2,998
Words 64,379 65,647 57,097 66,457 62,840 71,068 48,839 64,611 50,603 48,531 54,420 67,468
Dist. 12,234 8,877 15,163 8,639 16,304 8,963 16,092 8,413 9,851 6,953 15,395 8,799

Figure 1: Statistics for the training and test sets used in the translation task. The number of words and the number of distinct
words (case-insensitive) is based on the provided tokenizer.
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Language Sources (Number of Documents)
English ABC News (5), BBC (5), Brisbane Times (2), CBS News (2), CNN (1), Christian Science Monitor (2),

Daily Mail (4), Euronews (1), Fox News (2), Guardian (9), Independent (1), Los Angeles Times (3),
Medical Daily (1), News.com Australia (4), New York Times (1), Reuters (3), Russia Today (2), Scots-
man (2), Sky (1), Sydney Morning Herald (5), stv.tv (1), Telegraph (4), The Local (2), Time Maga-
zine (1), UPI (3), Xinhua Net (1).

Czech aktuálně.cz (2), blesk.cz (3), denı́k.cz (8), e15.cz (2), iDNES.cz (12), ihned.cz (4), lidovky.cz (7),
Novinky.cz (1), tyden.cz (6), ZDN (1).

German Wirtschaftsblatt (1), Abendzeitung München (1), Abendzeitung Nürnberg (1), Ärztezeitung (1), Aach-
ener Nachrichten (4), Berliner Kurier (1), Borkener Zeitung (1), Come On (1), Die Presse (2),
Dülmener Zeitung (2), Euronews (1), Frankfurter Rundschau (1), Göttinger Tageblatt (1), Hes-
sische/Niedersächsische Allgemeine (1), In Franken (4), Kleine Zeitung (3), Kreisanzeiger (1),
Kreiszeitung (1), Krone (2), Lampertheimer Zeitung (1), Lausitzer Rundschau (1), Merkur (2),
Morgenweb (1), Mitteldeutsche Zeitung (1), NTV (2), Nachrichten.at (6), Neues Deutschland (2),
Neue Presse Coburg (1), Neue Westfälische (1), Ostfriesenzeitung (2), Passauer Neue Presse (1),
Rheinzeitung (1), Schwarzwälder Bote (1), Segeberger Zeitung (1), Stuttgarter Nachrichten (1),
Südkurier (3), Tagesspiegel (1), Teckbote (1), Thueringer Allgemeine (1), Thüringische Lan-
deszeitung (1), tz München (1), Usinger Anzeiger (6), Volksblatt (3), Westfälischer Anzeiger (1),
Weser Kurier (1), Wiesbadener Kurier (2), Westfälische Nachrichten (4), Westdeutsche Zeitung (3),
Willhelmshavener Zeitung (1), Yahoo (1).

Finnish Aamulehti (4), Etelä-Saimaa (2), Etelä-Suomen Sanomat (1), Helsingin Sanomat (12), Ilkka (5), Iltale-
hti (10), Ilta-Sanomat (31), Kaleva (3), Karjalainen (7), Kouvolan Sanomat (2).

Russian 168.ru (1), aif (2), altapress.ru (2), argumenti.ru (1), BBC Russian (1), Euronews (2), Fakty (3), Russia
Today (1), Izvestiya (3), Kommersant (13), Lenta (7), lgng (2), MK RU (1), New Look Media (1),
Novaya Gazeta (3), Novinite (1), ogirk.ru (1), pnp.ru (2), rg.ru (1), Rosbalt (2), rusplit.ru (1), Sport
Express (10), trud.ru (2), tumentoday.ru (1), Vedomosti (1), Versia (2), Vesti (11), VM News (1).

Romanian National (1), HotNews (1), Info Press (1), Puterea (1), ziare.ro (29), Ziarul de Iaşi (17)
Turkish hurriyet (37), Sabah (26), Zaman (23)
Table 1: Composition of the test set. For more details see the XML test files. The docid tag gives the source and the date for
each document in the test set, and the origlang tag indicates the original source language.

In total, our human annotators spent nearly 39
days and 3 hours working in Appraise. This gives
an average annotation time of 6.4 hours per user.
The average annotation time per HIT amounts to
5 minutes and 12 seconds. This is a little slower
than last year’s average time of 4 minutes and 53
seconds. Similar to the previous campaign, sev-
eral of the annotators passed the mark of more
than 100 HITs annotated (the maximum number
being 684) and, again, some worked for more than
24 hours (the most patient annotator contributing
a little over 99 hours of annotation work).

The effort that goes into the manual evalua-
tion campaign each year is impressive, and we
are grateful to all participating individuals and
teams. We believe that human annotation provides
the best decision basis for evaluation of machine
translation output and it is great to see continued
contributions on this large scale.

3.2 Data collection

The system ranking is produced from a large set
of pairwise judgments, each of which indicates
the relative quality of the outputs of two systems’
translations of the same input sentence. Annota-
tions are collected in an evaluation campaign that
enlists participants in the shared task to help. Each

team is asked to contribute one hundred so-called
“Human Intelligence Tasks” (HITs) per primary
system submitted.

We continue to use the open-source Appraise4

(Federmann, 2012) tool for our data collection.
Last year, we had provided the following instruc-
tions at the top of each HIT page:

You are shown a source sentence fol-
lowed by several candidate translations.
Your task is to rank the translations from
best to worst (ties are allowed).

This year, in order to optimize screen space we
have streamlined the user interface, removing the
instruction text (which instead was communicated
to annotators outside of the HIT annotation inter-
face) and trimming vertical spacing. A screenshot
of the Appraise relative ranking interface is shown
in Figure 2.

Annotators are asked to rank the outputs from 1
(best) to 5 (worst), with ties permitted. Note that a
lower rank is better, and that this is clear from the
interface design. Annotators can decide to skip a
ranking task but are instructed to do this only as a
last resort, e.g., if the translation candidates shown
on screen are clearly misformatted or contain data

4https://github.com/cfedermann/Appraise
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ID Institution
AALTO Aalto University (Grönroos et al., 2016)
ABUMATRAN-* Abu-MaTran (Sánchez-Cartagena and Toral, 2016)
AFRL-MITLL Air Force Research Laboratory / MIT Lincoln Lab (Gwinnup et al., 2016)
AMU-UEDIN Adam Mickiewicz Uni. / Uni. Edinburgh (Junczys-Dowmunt et al., 2016)
CAMBRIDGE University of Cambridge (Stahlberg et al., 2016)
CMU Carnegie Mellon University
CU-MERGEDTREES Charles University (Mareček, 2016)
CU-CHIMERA Charles University (Tamchyna et al., 2016)
CU-TAMCHYNA

CU-TECTOMT Charles University (Dušek et al., 2015)
JHU-* Johns Hopkins University (Ding et al., 2016)
KIT, KIT-LIMSI Karlsruhe Institute of Technology (Ha et al., 2016)
LIMSI University of Paris (Allauzen et al., 2016)
LMU-CUNI University of Munich / Charles University (Tamchyna et al., 2016)
METAMIND Salesforce Metamind (Bradbury and Socher, 2016)
NRC National Research Council Canada (Lo et al., 2016)
NYU-MONTERAL New York University / University of Montréal (Chung et al., 2016)
PARFDA Ergun Bicici (Bicici, 2016a)
PJATK Polish-Japanese Academy of Inf. Technology (Wołk and Marasek, 2016)
PROMT PROMT Automated Translation Solutions (Molchanov and Bykov, 2016)
QT21-HIML QT21 System Combination (Peter et al., 2016b)
RWTH RWTH Aachen (Peter et al., 2016a)
TBTK TÜBITAK (Bektaş et al., 2016)
UEDIN-NMT University of Edinburgh (Sennrich et al., 2016)
UEDIN-PBMT University of Edinburgh (Williams et al., 2016)
UEDIN-SYNTAX

UEDIN-LMU University of Edinburgh / University of Munich (Huck et al., 2016)
UH-* University of Helsinki (Tiedemann et al., 2016)
USFD-RESCORING University of Sheffield (Blain et al., 2016)
UUT Uppsala University (Tiedemann et al., 2016)
YSDA Yandex School of Data Analysis (Dvorkovich et al., 2016)
ONLINE-[A,B,F,G] Four online statistical machine translation systems

Table 2: Participants in the shared translation task. Not all teams participated in all language pairs. The translations from the
commercial and online systems were not submitted by their respective companies but were obtained by us, and are therefore
anonymized in a fashion consistent with previous years of the workshop.
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Figure 2: Screenshot of the Appraise interface used in the human evaluation campaign. The annotator is presented with a
source segment, a reference translation, and up to five outputs from competing systems (anonymized and displayed in random
order), and is asked to rank these according to their translation quality, with ties allowed.

issues (wrong language, encoding errors or other,
obvious problems). Similar to last year, only a few
ranking tasks have been skipped in WMT16.

Each HIT consists of three so-called ranking
tasks. In a ranking task, an annotator is presented
with a source segment, a human reference trans-
lation, and the outputs of up to five anonymized
candidate systems, randomly selected from the set
of participating systems, and displayed in random
order. This year, as with last year, we perform a re-
dundancy cleanup as an initial preprocessing step
and create multi-system outputs to avoid confus-
ing annotators with identical content: instead of
selecting five systems and displaying their (identi-
cal) outputs, we select five distinct outputs, and
then propagate the collected rankings to all the
individual systems within each of the respective
multi-system outputs. Last year, however, nearly-
identical outputs were collapsed if they differed
only on punctuation. Because punctuation is an

important component of producing quality MT
output, this year, we only collapse outputs that
are exactly the same, apart from differences in
nonzero whitespace.

To demonstrate how this works, we provide the
following example. First, consider the case where
we select system outputs directly, instead of the
multi-system outputs described above. Here, we
consider an annotation provided by a judge among
the outputs of systems A,B, F,H , and J :

1 2 3 4 5
F •
A •
B •
J •
H •

The joint rankings provided by a ranking task are
then expanded to a set of pairwise rankings pro-
duced by considering all

(
n
2

)
≤ 10 combinations

of all n ≤ 5 outputs in the respective ranking task.
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Language Pair Systems Comparisons Comparisons/Sys
Czech→English 12 125,788 10,482.3
English→Czech 20 192,487 9,624.3
Finnish→English 9 30,519 3,391.0
English→Finnish 13 38,254 2,942.6
German→English 10 20,937 2,093.7
English→German 15 50,989 3,399.2
Romanian→English 7 15,822 2,260.2
English→Romanian 12 11,352 946.0
Russian→English 10 27,353 2,735.3
English→Russian 12 34,414 2,867.8
Turkish→English 9 10,188 1,132.0
English→Turkish 9 11,184 1,242.6
Totals WMT16 138 569,287 4,125.2
WMT15 131 542,732 4,143.0
WMT14 110 328,830 2,989.3
WMT13 148 942,840 6,370.5
WMT12 103 101,969 999.6
WMT11 133 63,045 474.0

Table 3: Amount of data (pairwise comparisons after “de-collapsing” multi-system outputs) collected in the WMT16 manual
evaluation campaign. The final five rows report summary information from previous years of the workshop. Note how many
rankings we get for Czech language pairs; these include systems from the tuning shared task.

As the number of outputs n depends on the
number of identical (and, hence, redundant) multi-
system outputs in the original data, we end up
getting varying numbers of corresponding binary
judgments. Now, consider the case of multi-system
outputs. If the outputs of system A and F from
above are actually identical, the annotator this year
would see an easier ranking task:5

1 2 3 4 5
AF •
B •
J •
H •

Both examples would be reduced to the following
set of pairwise judgments:

A > B,A = F,A > H,A < J

B < F,B < H,B < J

F > H,F < J

H < J

Here, A > B should be read is “A is ranked
higher than (worse than) B”. Note that by this pro-
cedure, the absolute value of ranks and the mag-
nitude of their differences are discarded. In the

5Technically, another distinct output would have been in-
serted, if possible, so as to present the annotator with five, but
we ignore that for illustration purposes.

case of multi-system outputs, this set of pairwise
rankings would have been produced with less an-
notator effort. This productivity gain grows in the
number of systems that produce identical output,
and this situation is quite common, due in part to
the fact that many systems are built on the same
underlying technology. Table 3 has more details.

3.3 Annotator agreement

Each year we calculate annotator agreement
scores for the human evaluation as a measure of
the reliability of the rankings. We measured pair-
wise agreement among annotators using Cohen’s
kappa coefficient (κ) (Cohen, 1960). If P (A) be
the proportion of times that the annotators agree,
and P (E) is the proportion of time that they would
agree by chance, then Cohen’s kappa is:

κ =
P (A)− P (E)

1− P (E)

Note that κ is basically a normalized version of
P (A), one which takes into account how mean-
ingful it is for annotators to agree with each other
by incorporating P (E). The values for κ range
from 0 to 1, with zero indicating no agreement and
1 perfect agreement.

We calculate P (A) by examining all pairs of
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Language Pair WMT12 WMT13 WMT14 WMT15 WMT16
Czech→English 0.311 0.244 0.305 0.458 0.244
English→Czech 0.359 0.168 0.360 0.438 0.381
German→English 0.385 0.299 0.368 0.423 0.475
English→German 0.356 0.267 0.427 0.423 0.369
French→English 0.272 0.275 0.357 0.343 —
English→French 0.296 0.231 0.302 0.317 —
Russian→English — 0.278 0.324 0.372 0.339
English→Russian — 0.243 0.418 0.336 0.340
Finnish→English — — — 0.388 0.293
English→Finnish — — — 0.549 0.484
Romanian→English — — — — 0.379
English→Romanian — — — — 0.341
Turkish→English — — — — 0.322
English→Turkish — — — — 0.319
Mean 0.330 0.260 0.367 0.405 0.357

Table 4: κ scores measuring inter-annotator agreement for WMT16. See Table 5 for corresponding intra-annotator agreement
scores. WMT14–WMT16 results are based on researchers’ judgments only, whereas prior years mixed judgments of researchers
and crowdsourcers.

outputs6 which had been judged by two or more
judges, and calculating the proportion of time that
they agreed that A < B, A = B, or A > B. In
other words, P (A) is the empirical, observed rate
at which annotators agree, in the context of pair-
wise comparisons.

As for P (E), it captures the probability that two
annotators would agree randomly. Therefore:

P (E) = P (A<B)2 + P (A=B)2 + P (A>B)2

Note that each of the three probabilities in P (E)’s
definition are squared to reflect the fact that we are
considering the chance that two annotators would
agree by chance. Each of these probabilities is
computed empirically, by observing how often an-
notators actually rank two systems as being tied.

Table 4 shows final κ values for inter-annotator
agreement for WMT11–WMT16 while Table 5
details intra-annotator agreement scores. The ex-
act interpretation of the kappa coefficient is dif-
ficult, but according to Landis and Koch (1977),
0–0.2 is slight, 0.2–0.4 is fair, 0.4–0.6 is moder-
ate, 0.6–0.8 is substantial, and 0.8–1.0 is almost
perfect.

Compared to last year’s results, inter-annotator
agreement rates have decreased. Notably, for

6Regardless if they correspond to an individual system
or to a set of systems (“multi-system”) producing identical
translations. Thus, when computing annotator agreement
scores, we effectively treat both individual and multi-systems
in the same way, as “individual comparison units”. By doing
so, we avoid artificially inflating our agreement scores based
on the automatically inferredA = B ties from multi-systems.

Czech→English, we see a drop from 0.458 to
0.244. English→Czech decreases from 0.438 to
0.381. Considering that the total number of data
points collected as well as the number of annota-
tors for these language pairs have increased sub-
stantially, the lower agreement score seems plau-
sible.7 We observe a small increase in agree-
ment for German→English (from 0.423 to 0.475)
and a drop for English→German (from 0.434 to
0.369). Scores for both Russian language pairs
are similar to what had been measured in WMT15.
For Finnish, we again see a decrease (from 0.388
to 0.293 for Finnish→English and from 0.549
to 0.484 for English→Finnish) and our new lan-
guages, Romanian and Turkish, end up with fair
annotator agreement. The average inter-annotator
agreement across all languages is 0.357, which is
also fair and comparable to researchers’ agree-
ment over the last years. Intra-annotator agree-
ment scores have mostly decreased compared to
WMT15, except for both Russian language pairs.
The new languages show moderate agreement ex-
cept for English→Turkish which achieves a fair
score. On average we observe an intra-annotator
agreement which is comparable to researcher-
based scores from WMT13–WMT15.

7Both Czech→English and English→Czech contain
tuning-task systems with very similar quality (according to
both human evaluation and BLEU), which makes the annota-
tion task more difficult.
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Language Pair WMT12 WMT13 WMT14 WMT15 WMT16
Czech→English 0.454 0.479 0.382 0.694 0.504
English→Czech 0.390 0.290 0.448 0.584 0.438
German→English 0.392 0.535 0.344 0.801 0.552
English→German 0.433 0.498 0.576 0.676 0.529
French→English 0.360 0.578 0.629 0.510 —
English→French 0.414 0.495 0.507 0.426 —
Russian→English — 0.450 0.629 0.506 0.552
English→Russian — 0.513 0.570 0.492 0.528
Finnish→English — — — 0.562 0.549
English→Finnish — — — 0.697 0.617
Romanian→English — — — — 0.621
English→Romanian — — — — 0.552
Turkish→English — — — — 0.559
English→Turkish — — — — 0.352
Mean 0.407 0.479 0.522 0.595 0.529

Table 5: κ scores measuring intra-annotator agreement, i.e., self-consistency of judges, across for the past few years of the
human evaluation campaign. Scores are in line with results from WMT14 and WMT15.

3.4 Producing the human ranking

The collected pairwise rankings are used to pro-
duce the official human ranking of the sys-
tems. Since WMT14, we have used the TrueSkill
method for producing the official ranking, in the
following fashion. We produce 1,000 bootstrap-
resampled datasets over all of the available data
(i.e., datasets sampled uniformly with replacement
from the complete dataset). We run TrueSkill over
each dataset. We then compute a rank range for
each system by collecting the absolute rank of
each system in each fold, throwing out the top
and bottom 2.5%, and then clustering systems into
equivalence classes containing systems with over-
lapping ranges, yielding a partial ordering over
systems at the 95% confidence level.

The full list of the official human rankings for
each task can be found in Table 6, which also re-
ports all system scores, rank ranges, and clusters
for all language pairs and all systems. The official
interpretation of these results is that systems in the
same cluster are considered tied. Given the large
number of judgments that we collected, it was pos-
sible to group on average about two systems in a
cluster, even though the systems in the middle are
typically in larger clusters.

In Figure 3–5, we plotted the human evalu-
ation result against everybody’s favorite metric
BLEU. Although these two metrics correlate gen-
erally well, the plots clearly suggest that a fair
comparison of systems of different kinds cannot

rely on automatic scores. Rule-based systems re-
ceive a much lower BLEU score than statistical
systems (see for instance English–German, e.g.,
PROMT-RULE). The same is true to a lesser degree
for statistical syntax-based systems (see English–
German, UEDIN-SYNTAX vs. UEDIN-PBMT).

3.5 Direct Assessment Manual Evaluation

In addition to the standard relative ranking (RR)
manual evaluation, this year a new method of hu-
man evaluation was also trialed in the main trans-
lation task: monolingual direct assessment (DA)
of translation fluency (Graham et al., 2013) and
adequacy (Graham et al., 2014, 2016).

Agreement between human assessors of trans-
lation quality is a known problem in evaluation of
MT and DA therefore aims to simplify translation
assessment, which conventionally takes the form
of a bilingual evaluation, by restructuring the task
into a monolingual assessment. Figure 6 provides
a screen shot of DA adequacy assessment, where
the task is structured as a monolingual similarity
of meaning task.

Human assessors are asked to rate a given trans-
lation by how adequately it expresses the meaning
of the corresponding reference translation on an
analogue scale, which corresponds to an underly-
ing absolute 0–100 rating. DA fluency assessment
is similar with two exceptions, firstly no reference
translation is displayed and secondly, assessors are
asked to rate how much they agree that a given
translation is fluent target language text. DA flu-
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Czech–English
# score range system
1 0.62 1 UEDIN-NMT
2 0.32 2 JHU-PBMT
3 0.21 3 ONLINE-B
4 0.11 4-6 TT-BLEU-MIRA

0.10 4-7 TT-AFRL
0.09 4-7 TT-NRC-NNBLEU
0.07 5-8 TT-NRC-MEANT
0.03 7-10 TT-BEER-PRO
0.00 8-10 PJATK
0.00 8-10 TT-BLEU-MERT

5 −0.07 11 ONLINE-A
6 −1.48 12 CU-MRGTREES

English–Czech
# score range system
1 0.59 1 UEDIN-NMT
2 0.43 2 NYU-MONTREAL
3 0.34 3 JHU-PBMT
4 0.30 4-5 CU-CHIMERA

0.30 4-5 CU-TAMCHYNA
5 0.22 6-7 UEDIN-CU-SYTX

0.19 6-7 ONLINE-B
6 0.16 8-11 TT-BLEU-MIRA

0.15 8-12 TT-BEER-PRO
0.15 8-13 TT-BLEU-MERT
0.14 9-14 TT-AFRL2
0.14 9-14 TT-AFRL1
0.13 9-14 TT-DCU
0.13 11-14 TT-FJFI

7 0.08 15 ONLINE-A
8 −0.03 16 CU-TECTOMT
9 −0.43 17 TT-USAAR-HMM-MERT

10 −0.54 18 CU-MRGTREES
11 −1.13 19 TT-USAAR-HMM-MIRA

12 −1.33 20 TT-USAAR-HARM

Romanian–English
# score range system
1 0.58 1-2 ONLINE-B

0.38 1-2 UEDIN-NMT
2 0.10 3 UEDIN-PBMT
3 −0.09 4-5 UEDIN-SYNTAX
−0.19 4-6 ONLINE-A
−0.32 5-7 JHU-PBMT
−0.46 6-7 LIMSI

English–Romanian
# score range system
1 0.45 1-2 UEDIN-NMT

0.43 1-2 QT21-HIML-COMB
2 0.20 3-7 KIT

0.16 3-7 UEDIN-PBMT
0.14 3-7 ONLINE-B
0.14 3-7 UEDIN-LMU-HIERO
0.12 3-7 RWTH-COMB

3 −0.15 8-10 LIMSI
−0.23 8-10 LMU-CUNI
−0.26 8-11 JHU-PBMT
−0.43 10-12 USFD-RESCORING
−0.57 11-12 ONLINE-A

German–English
# score range system
1 0.82 1 UEDIN-NMT
2 0.25 2-5 ONLINE-B

0.21 2-5 ONLINE-A
0.19 2-5 UEDIN-SYNTAX
0.18 2-6 KIT
0.04 5-7 UEDIN-PBMT
0.03 6-7 JHU-PBMT

3 −0.12 8 ONLINE-G
4 −0.67 9 JHU-SYNTAX
5 −0.93 10 ONLINE-F

Russian–English
# score range system
1 0.45 1-2 AMU-UEDIN

0.43 1-3 ONLINE-G
0.33 2-4 NRC
0.25 3-5 ONLINE-B
0.16 4-5 UEDIN-NMT

2 0.04 6-7 ONLINE-A
0.02 6-7 AFRL-MITLL-PHR

3 −0.11 8-9 AFRL-MITLL-CNTR
−0.17 8-9 PROMT-RULE

4 −1.39 10 ONLINE-F

English–Russian
# score range system
1 0.79 1 PROMT-RULE
2 0.30 2-4 AMU-UEDIN

0.26 2-5 ONLINE-B
0.26 2-5 UEDIN-NMT
0.20 3-5 ONLINE-G

3 0.10 6 NYU-MONTREAL
4 −0.02 7-8 JHU-PBMT
−0.07 7-10 LIMSI
−0.10 8-10 ONLINE-A
−0.15 9-10 AFRL-MITLL-PHR

5 −0.31 11 AFRL-MITLL-VERB

6 −1.26 12 ONLINE-F

Turkish–English
# score range system
1 0.82 1-2 ONLINE-B

0.65 1-3 ONLINE-G
0.56 2-3 ONLINE-A

2 0.21 4-5 TBTK-SYSCOMB
0.12 4-6 PROMT-SMT
−0.00 5-6 YSDA

3 −0.67 7-8 JHU-SYNTAX
−0.76 7-9 JHU-PBMT
−0.94 8-9 PARFDA

English–German
# score range system
1 0.49 1 UEDIN-NMT
2 0.40 2 METAMIND
3 0.29 3 UEDIN-SYNTAX
4 0.17 4 NYU-MONTREAL
5 −0.01 5-10 ONLINE-B
−0.01 5-10 KIT-LIMSI
−0.02 5-10 CAMBRIDGE
−0.02 5-10 ONLINE-A
−0.03 5-10 PROMT-RULE
−0.05 6-10 KIT

6 −0.14 11-12 JHU-SYNTAX
−0.15 11-12 JHU-PBMT

7 −0.26 13-14 UEDIN-PBMT
−0.33 13-15 ONLINE-F
−0.34 14-15 ONLINE-G

Finnish–English
# score range system
1 0.42 1-4 UEDIN-PBMT

0.40 1-4 ONLINE-G
0.39 1-4 ONLINE-B
0.34 1-4 UH-OPUS

2 0.01 5 PROMT-SMT
3 −0.11 6-7 UH-FACTORED
−0.13 6-7 UEDIN-SYNTAX

4 −0.29 8 ONLINE-A
5 −1.03 9 JHU-PBMT

English–Finnish
# score range system
1 0.36 1-3 ONLINE-G

0.31 1-4 ABUMATRAN-NMT
0.29 1-4 ONLINE-B
0.23 3-5 ABUMATRAN-CMB
0.16 4-5 UH-OPUS

2 −0.01 6-8 ABUMATRAN-PB
−0.02 6-8 NYU-MONTREAL
−0.02 6-8 ONLINE-A

3 −0.14 9-10 JHU-PBMT
−0.23 9-12 UH-FACTORED
−0.28 10-13 AALTO
−0.30 10-13 JHU-HLTCOE
−0.35 11-13 UUT

English–Turkish
# score range system
1 0.76 1-2 ONLINE-G

0.62 1-2 ONLINE-B
2 0.38 3 ONLINE-A
3 0.06 4 YSDA
4 −0.13 5-6 JHU-HLTCOE
−0.19 5-7 TBTK-MORPH
−0.29 6-7 CMU

5 −0.54 8-9 JHU-PBMT
−0.66 8-9 PARFDA

Table 6: Official results for the WMT16 translation task. Systems are ordered by their inferred system means, though systems
within a cluster are considered tied. Lines between systems indicate clusters according to bootstrap resampling at p-level
p ≤ .05. Systems with gray background indicate use of resources that fall outside the constraints provided for the shared task.
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Figure 3: Human evaluation scores versus BLEU scores for the German–English and Romanian–English language pairs il-
lustrate the need for human evaluation when comparing systems of different kind. Confidence intervals are indicated by the
shaded ellipses. Rule-based systems and to a lesser degree syntax-based statistical systems receive a lower BLEU score than
their human score would indicate. The big cluster in the Czech-English plot are tuning task submissions.
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Russian–English
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Figure 4: Human evaluation scores versus BLEU scores for the Russian–English and Turkish–English language pairs
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Figure 5: Human evaluation scores versus BLEU scores for the Czech–English and Finnish–English language pairs
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Figure 6: Direct Assessment of translation adequacy as carried out by workers on Mechanical Turk.

ency therefore provides a dimension of the assess-
ment that cannot be biased by the presence of a ref-
erence translation. For both fluency and adequacy,
the simpler monolingual assessment DA employs
also allows the sentence length restriction to be re-
moved.8

DA also aims to avoid the possible source of
bias identified in Bojar et al. (2011), introduced by
simultaneous assessment of several translations at
once, where systems for which translations were
more frequently compared to other low or high
quality outputs resulted in either an unfair advan-
tage or disadvantage for that system. We there-
fore elicit assessments of individual translations in
isolation from the output of other systems, an im-
portant criteria when aiming for absolute quality
judgments.

Large numbers of human assessments of trans-
lations for seven language pairs (cs-en, de-en, fi-
en, ro-en, ru-en, tr-en and en-ru) were collected on
Amazon’s Mechanical Turk.9 Table 7 shows over-
all numbers of translation assessments carried out.

Translations are arranged in sets of 100-
translations per HIT to ensure sufficient repeat
items per worker, before application of strict qual-
ity control measures to filter out assessments from
poorly performing workers. When an analogue (or
100-points, in practice) scale is employed, agree-

8The maximum sentence length with RR was 30 in
WMT16.

9www.mturk.com

ment cannot be measured using the conventional
Kappa coefficient, ordinarily applied to evaluation
of human assessment where judgments are dis-
crete categories or preferences. Instead, we fil-
ter human assessors by how consistently they rate
translations of known distinct quality.

A degraded version of a given original system
output translation is automatically generated by
substituting a sequence of words with a random
phrase, itself selected from elsewhere in the refer-
ence document. Together with the original out-
put, the degraded translation is known as a bad
reference translation pair. Bad reference pairs
are subsequently hidden within HITs, and provide
a mechanism for filtering out workers who are
simply not up to the task or those attempting to
game the system. Assessments of workers who do
not reliably score bad reference translations sig-
nificantly lower than corresponding genuine sys-
tem output translations are filtered out by com-
parison of scores they attribute to bad reference
pairs within HITs. More specifically, we apply a
paired Wilcoxon signed-rank test to score distri-
butions of bad reference pairs, yielding a p-value
for each worker we subsequently employ as a re-
liability estimate. Assessments of workers whose
p-value lies above the conventional 0.05 threshold
are omitted from the evaluation of systems.

Table 8 shows the number of unique workers
who evaluated MT output on Mechanical Turk via
DA for WMT16 for both fluency and adequacy,
those who met our filtering requirement by show-
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Adequacy Fluency

Pre Quality Post Quality Ave. per Pre Quality Post Quality Ave. per
Control Control System Control Control System

cs-en 30,000 16,800 (56.0%) 2,800 16,880 6,880 (40.8%) 1,146
de-en 68,800 33,760 (49.1%) 3,376 20,480 10,400 (50.8%) 1,040
fi-en 63,040 30,080 (47.7%) 3,342 21,760 9,680 (44.5%) 1,075

ro-en 27,920 16,000 (57.3%) 2,285 18,960 8,000 (42.2%) 1,142
ru-en 64,960 37,040 (57.0%) 3,704 24,640 11,520 (46.8%) 1,152
tr-en 48,640 18,400 (37.8%) 2,044 28,000 10,640 (38.0%) 1,182

en-ru 38,160 15,920 (41.7%) 1,326 - - -

Overall 341,520 168,000 (49.2%) 2,666 130,720 57,120 (43.7%) 1,120

DA Manual Evaluation Assessments

Table 7: Numbers of system output translations evaluated on Mechanical Turk for direct assessment (DA) in WMT16, numbers
exclude quality control items.

(A) Sig. (A) & No Sig.
Diff. Diff.

All Bad Ref. Exact Rep.

Adequacy 1307 735 717 (98%)
Fluency 864 380 372 (98%)

DA Workers

Table 8: Number of unique human assessors for DA ade-
quacy and fluency on Mechanical Turk in WMT16, (A) those
whose scores for bad reference pairs were significantly dif-
ferent and numbers of unique human assessors in (A) whose
scores for exact repeat items also showed no significant dif-
ference, paired Wilcoxon signed-rank significance test was
applied in both cases.

ing a significantly lower score for bad reference
items, and the proportion of those workers who si-
multaneously showed no significant difference be-
tween scores they attributed in repeat assessment
of an identical previous translation.

In order to iron out differences in scoring strate-
gies of distinct workers, human assessment scores
for translations are standardized according to each
individual worker’s overall mean and standard de-
viation score. Subsequently, the overall score of a
given MT system participating in the shared task
simply comprises the mean (standardized) score of
its translations.

Table 9 includes mean DA fluency and ade-
quacy scores for all to-English systems participat-
ing in WMT16 translation task, while Table 10
includes results for the single out-of-English lan-
guage pair for which DA was run this year, English
to Russian. Mean standardized scores for systems
not significantly lower than that of any other par-
ticipating system, according to Wilcoxon signed-
rank test, for a given language pair, are highlighted
in bold. Although we also evaluated the fluency of

translations, mean standardized adequacy scores
should provide the primary mechanism for rank-
ing competing systems, since it is entirely possible
to achieve a high fluency score without conveying
the meaning of the source input. Fluency can be
employed as a secondary mechanism to break sys-
tems tied for adequacy or for diagnostic purposes.
Figures 7, 8 and 9 show results of combining sig-
nificance test conclusions for DA adequacy and
fluency, where any ties between systems tied for
adequacy are broken if that system outperformed
the other with respect to fluency. It should be
noted that RR provide official task results, while
DA results are investigatory and do not indicate
official translation task winners.

Finally, we compare scores of the official rank-
ing to mean standardized adequacy scores for sys-
tems evaluated with DA. Table 11 shows the Pear-
son correlation between Trueskill scores for sys-
tems evaluated by researchers with relative pref-
erence judgments (official results) and DA mean
scores collected via crowd-sourcing, showing high
levels of agreement reached overall for all lan-
guage pairs as correlations range from 0.92 to
0.997.

146



DA Adequacy DA Fluency

mean z mean raw (%) mean z mean raw (%)
cs

-e
n

UEDIN-NMT 0.207 75.4 0.499 78.7
JHU-PBMT 0.101 72.6 0.194 69.3
ONLINE-B 0.051 70.8 0.052 64.6
ONLINE-A 0.000 69.5 −0.057 61.2

PJATK −0.024 69.0 −0.014 62.8
CU-MERGEDTREES −0.503 55.8 −0.754 41.1

de
-e

n

UEDIN-NMT 0.204 75.8 0.339 77.5
ONLINE-A 0.095 72.7 0.094 70.1
ONLINE-B 0.086 72.2 0.015 68.4

UEDIN-SYNTAX 0.065 71.5 0.141 71.8
KIT 0.062 71.4 0.192 72.7

UEDIN-PBMT 0.042 70.9 0.004 68.6
JHU-PBMT 0.019 70.5 0.084 70.5
ONLINE-G 0.009 70.2 −0.067 65.3
ONLINE-F −0.204 64.0 −0.348 57.8

JHU-SYNTAX −0.261 62.4 −0.237 62.5

fi-
en

ONLINE-B 0.095 66.9 0.100 65.4
UEDIN-PBMT 0.087 66.3 0.149 66.6

ONLINE-G 0.084 66.4 0.009 62.3
UH-OPUS 0.065 65.9 0.105 65.3

PROMT-SMT −0.037 62.9 −0.093 58.8
UEDIN-SYNTAX −0.090 61.5 −0.041 60.9
UH-FACTORED −0.098 61.2 −0.020 61.1

ONLINE-A −0.126 60.6 −0.094 58.5
JHU-PBMT −0.391 52.7 −0.320 53.1

ro
-e

n

ONLINE-B 0.129 73.9 0.051 66.7
UEDIN-NMT 0.044 71.2 0.258 71.9

UEDIN-PBMT 0.025 71.0 0.028 65.6
UEDIN-SYNTAX 0.000 69.9 −0.020 64.6

ONLINE-A −0.012 69.7 −0.015 64.3
LIMSI −0.123 66.7 −0.071 62.8

JHU-PBMT −0.160 65.7 −0.187 60.2

ru
-e

n

ONLINE-G 0.115 74.2 0.100 69.9
AMU-UEDIN 0.103 73.3 0.178 72.2

ONLINE-B 0.083 72.8 0.030 67.8
NRC 0.060 72.7 0.092 69.9

PROMT-RULE-BASED 0.044 72.1 −0.102 63.8
UEDIN-NMT 0.011 71.1 0.245 74.3
ONLINE-A −0.007 70.8 0.020 66.7

AFRL-MITLL-PHRASE −0.040 70.1 0.047 68.4
AFRL-MITLL-CONTRAST −0.071 69.3 −0.020 66.5

ONLINE-F −0.322 61.8 −0.472 54.7

tr
-e

n

ONLINE-B 0.163 57.1 0.250 60.0
ONLINE-G 0.109 55.0 0.166 58.7
ONLINE-A 0.002 52.2 0.130 57.8

TBTK-SYSCOMB −0.077 49.6 0.009 53.2
PROMT-SMT −0.079 49.2 −0.057 51.4

YSDA −0.088 49.5 −0.036 52.6
JHU-PBMT −0.355 41.0 −0.416 43.1

JHU-SYNTAX −0.364 40.8 −0.307 46.4
PARFDA −0.367 40.5 −0.406 42.3

DA to-English Translation Task

Table 9: DA mean scores for WMT16 translation task participating systems for translation into English.
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Figure 7: Significance test results for pairs of systems competing in the news domain translation task (cs-en, de-en, fi-en),
where a green cell denotes a significantly higher DA adequacy or fluency score for the system in a given row over the system in
a given column, “Combined” results show overall conclusions when adequacy is primarily used to rank systems with fluency
used to break ties between systems tied with respect to adequacy.

148



Adequacy Fluency Combined

on
lin

e.
B

ue
di

n.
nm

t
ue

di
n.

pb
m

t
ue

di
n.

sy
nt

ax
on

lin
e.

A
LI

M
S

I
jh

u.
pb

m
t

jhu−pbmt
LIMSI
online−A
uedin−syntax
uedin−pbmt
uedin−nmt
online−B

on
lin

e.
B

ue
di

n.
nm

t
ue

di
n.

pb
m

t
ue

di
n.

sy
nt

ax
on

lin
e.

A
LI

M
S

I
jh

u.
pb

m
t

jhu−pbmt
LIMSI
online−A
uedin−syntax
uedin−pbmt
uedin−nmt
online−B

on
lin

e.
B

ue
di

n.
nm

t
ue

di
n.

pb
m

t
ue

di
n.

sy
nt

ax
on

lin
e.

A
LI

M
S

I
jh

u.
pb

m
t

jhu−pbmt
LIMSI
online−A
uedin−syntax
uedin−pbmt
uedin−nmt
online−B

ro-en

Adequacy Fluency Combined

on
lin

e.
G

A
M

U
.U

E
D

IN
on

lin
e.

B
N

R
C

P
R

O
M

T.
R

ul
e.

ba
se

d
ue

di
n.

nm
t

on
lin

e.
A

A
F

R
L.

M
IT

LL
.P

hr
as

e
A

F
R

L.
M

IT
LL

.c
on

tr
as

t
on

lin
e.

F

online−F
AFRL−MITLL−contrast
AFRL−MITLL−Phrase
online−A
uedin−nmt
PROMT−Rule−based
NRC
online−B
AMU−UEDIN
online−G

on
lin

e.
G

A
M

U
.U

E
D

IN
on

lin
e.

B
N

R
C

P
R

O
M

T.
R

ul
e.

ba
se

d
ue

di
n.

nm
t

on
lin

e.
A

A
F

R
L.

M
IT

LL
.P

hr
as

e
A

F
R

L.
M

IT
LL

.c
on

tr
as

t
on

lin
e.

F

online−F
AFRL−MITLL−contrast
AFRL−MITLL−Phrase
online−A
uedin−nmt
PROMT−Rule−based
NRC
online−B
AMU−UEDIN
online−G

A
M

U
.U

E
D

IN
on

lin
e.

G
on

lin
e.

B
N

R
C

ue
di

n.
nm

t
P

R
O

M
T.

R
ul

e.
ba

se
d

on
lin

e.
A

A
F

R
L.

M
IT

LL
.P

hr
as

e
A

F
R

L.
M

IT
LL

.c
on

tr
as

t
on

lin
e.

F

online−F
AFRL−MITLL−contrast
AFRL−MITLL−Phrase
online−A
PROMT−Rule−based
uedin−nmt
NRC
online−B
online−G
AMU−UEDIN

ru-en

Adequacy Fluency Combined

on
lin

e.
B

on
lin

e.
G

on
lin

e.
A

tb
tk

.s
ys

co
m

b
P

R
O

M
T.

S
M

T
Y

S
D

A
jh

u.
pb

m
t

jh
u.

sy
nt

ax
P

ar
F

D
A

ParFDA
jhu−syntax
jhu−pbmt
YSDA
PROMT−SMT
tbtk−syscomb
online−A
online−G
online−B

on
lin

e.
B

on
lin

e.
G

on
lin

e.
A

tb
tk

.s
ys

co
m

b
P

R
O

M
T.

S
M

T
Y

S
D

A
jh

u.
pb

m
t

jh
u.

sy
nt

ax
P

ar
F

D
A

ParFDA
jhu−syntax
jhu−pbmt
YSDA
PROMT−SMT
tbtk−syscomb
online−A
online−G
online−B

on
lin

e.
B

on
lin

e.
G

on
lin

e.
A

tb
tk

.s
ys

co
m

b
P

R
O

M
T.

S
M

T
Y

S
D

A
jh

u.
sy

nt
ax

jh
u.

pb
m

t
P

ar
F

D
A

ParFDA
jhu−pbmt
jhu−syntax
YSDA
PROMT−SMT
tbtk−syscomb
online−A
online−G
online−B

tr-en

Figure 8: Significance test results for pairs of systems competing in the news domain translation task (ro-en, ru-en, tr-en),
where a green cell denotes a significantly higher DA adequacy or fluency score for the system in a given row over the system in
a given column, “Combined” results show overall conclusions when adequacy is primarily used to rank systems with fluency
used to break ties between systems tied with respect to adequacy.
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Adequacy

mean mean
z raw (%)

PROMT-RULE-BASED 0.258 69.0
ONLINE-G 0.101 63.8
ONLINE-B 0.092 62.5

AMU-UEDIN 0.084 63.4
UEDIN-NMT 0.062 63.2

ONLINE-A −0.008 60.8
JHU-PBMT −0.023 58.6

NYU-UMONTREAL −0.042 58.3
LIMSI −0.072 58.9

AFRL-MITLL-PHRASE −0.077 58.3
AFRL-MITLL-VERB-ANN −0.093 57.8

ONLINE-F −0.489 43.7

DA English to Russian

Table 10: DA mean scores for WMT16 translation task par-
ticipating systems for translation from English into Russian.
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Figure 9: Significance test results for pairs of systems com-
peting in the news domain translation task (en-ru), where a
green cell denotes a significantly higher DA adequacy score
for the system in a given row over the system in a given col-
umn.

cs-en 0.997
fi-en 0.996
tr-en 0.988

de-en 0.964
ru-en 0.961
ro-en 0.920

en-ru 0.975

DA Correlation with RR

Table 11: Correlation between overall DA standardized
mean adequacy scores and RR Trueskill scores.
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4 IT Translation Task

The IT-domain translation task introduced this
year brought several novelties to WMT:

• 4 out of the 7 languages of the IT task are
new in WMT (Bulgarian, Basque, Dutch and
Portuguese),

• adaptation to the IT domain with its specifics
such as frequent named entities (mostly menu
items, names of products and companies) and
technical jargon,

• adaptation to translation of answers in help-
desk service setting (many of the sentences
are instructions with imperative verbs, which
is very rare in the News translation task and
may require adaptation of the whole transla-
tion pipeline, including e.g. part-of-speech
taggers).

4.1 Data
The test set consisted of 1000 answers from
the Batch 3 of the QTLeap Corpus.10 The
in-domain training data contained 2000 answers
from the Batches 1 and 2 and also localization
files from several open-source projects (LibreOf-
fice, KDE, VLC) and bilingual dictionaries of IT-
related terms extracted from Wikipedia. The out-
of-domain training data contained all the corpora
from the News Task (see Figure 1), plus PaCo2-
EuEn Basque-English corpus and SETimes with
Bulgarian-English parallel sentences.

“Constrained” systems were restricted to use
only these training data provided by the organiz-
ers. Linguistic tools such as morphological ana-
lyzers, taggers, parsers, word-sense disambigua-
tion or named entity recognizer were allowed in
the constrained condition. The split of Batches 1
and 2 into the training set and development test set
was left to the participants.

4.2 Submitted systems
31 systems were submitted in total for the 7 lan-
guage pairs.

Avramidis (2016) describes all
English→German QTL-* systems (DFKI).
Rosa et al. (2016) describe QTL-CHIMERA

(Charles University). Gaudio et al. (2016) de-
scribe the remaining QTL-* systems (partners

10http://metashare.metanet4u.eu/go2/
qtleapcorpus

from the QTLeap project: HF&FCUL for Por-
tuguese, UPV/EHU for Spanish and Basque,
IICT-BAS for Bulgarian, CUNI for Czech and
UG for Dutch). Duma and Menzel (2016)
describe UHDS-DOC2VEC and UHBS-LMI

(University of Hamburg). Pahari et al. (2016)
describe JU-USAAR (Jadavpur University
& Saarland University). Cuong et al. (2016)
describe ILLC-UVA-SCORPIO (University of
Amsterdam). IILC-UVA-DS is based on Hoang
and Sima’an (2014). PROMT-RULE-BASED and
PROMT-HYBRID systems were submitted by the
PROMT LLC company and they are not described
in any paper.

QTL-MOSES is the standard Moses setup
(MERT-tuned on the in-domain training data, but
otherwise without any domain-adaptation) and
serves as a baseline.

4.3 Human evaluation

The main results are presented in Table 12. The
PROMT-* systems won all three language pairs,
for which they were submitted, but they were
trained using additional training data not avail-
able to other participants, so they are considered
unconstrained and not comparable to the con-
strained systems. In all language pairs except for
English→Bulgarian, the baseline (QTL-MOSES)
was outperformed by all other systems.

Table 13 reports the amount of pairwise com-
parisons collected and inter- and intra-annotator
agreement of the human evaluation, which is in a
similar range as in the News task (cf. Tables 4 and
5).

5 Biomedical Translation Task

This is the first time that we have run the Biomed-
ical Translation task at WMT. This task aims to
evaluate systems for the translation of biomedical
titles and abstracts from scientific publications. In
this first edition of the challenge, we have focused
on three language pairs (considering both trans-
lation directions), namely, English/Portuguese
(EN/PT), English/Spanish (EN/ES) and En-
glish/French (EN/FR), and documents in the two
sub-domains of biological sciences and health sci-
ences.

5.1 Task description

The participants were provided with training data
and were required to submit automatic translations
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English→Bulgarian
# score range system
1 5.26 1 QTL-MOSES
2 −5.26 2 QTL-DEEPFMOSES

English→Czech
# score range system
1 0.53 1–2 QTL-CHIMERA-PURE

0.43 1–2 ILLC-UVA-DS
2 0.13 3 QTL-TECTOMT
3 −0.47 4–5 QTL-CHIMERA-PLUS
−0.62 4–5 QTL-MOSES

English→German
# score range system
1 1.61 1 PROMT-RULE-BASED
2 −0.04 2–5 UHBS-LMI
−0.06 2–6 UHDS-DOC2VEC
−0.06 2–6 QTL-RBMT-SMTMENUS
−0.09 3–6 RBMT
−0.10 3–6 QTL-RBMT-MENUS

3 −0.19 7–8 DFKI-SYNTAX
−0.19 7–8 JU-USAAR

4 −0.38 9 QTL-SELECTION
5 −0.49 10 QTL-MOSES

English→Spanish
# score range system
1 3.53 1 PROMT-HYBRID
2 −0.80 2–3 QTL-CHIMERA
−0.81 2–3 QTL-TECTOMT

3 −1.93 4 QTL-MOSES

English→Basque
# score range system
1 1.57 1 QTL-TECTOMT
2 −1.57 2 QTL-MOSES

English→Dutch
# score range system
1 1.95 1 ILLC-UVA-SCORPIO
2 0.36 2 QTL-CHIMERA
3 0.15 3 QTL-TECTOMT
4 −2.46 4 QTL-MOSES

English→Portuguese
# score range system
1 4.61 1 PROMT-HYBRID
2 −1.06 2 QTL-TECTOMT
3 −1.27 3 QTL-CHIMERA
4 −2.28 4 QTL-MOSES

Table 12: Official results for the WMT16 IT translation task. Systems are ordered by their inferred system means, though
systems within a cluster are considered tied. Lines between systems indicate clusters according to bootstrap resampling at p-
level p ≤ .05. Systems with gray background indicate use of resources that fall outside the constraints provided for the shared
task.

Language pair Systems Comparisons Comparisons/sys Inter-κ Intra-κ
English→Bulgarian 2 1,769 884.5 0.447 0.627
English→Czech 5 16,870 3,374.0 0.330 0.463
English→German 10 38,733 3,873.3 0.385 0.492
English→Spanish 4 8,538 2,134.5 0.351 0.398
English→Basque 2 1,485 742.5 0.483 0.610
English→Dutch 4 7,278 1,819.5 0.258 0.249
English→Portuguese 4 7,794 1,948.5 0.594 0.705
Sum 31 82,467
Mean 2,660.2 0.407 0.506

Table 13: Amount of manual-evaluation pairwise comparisons (after “de-collapsing” multi-system outputs) collected and κ
scores measuring inter- and intra-annotator agreement in the IT task. Cf. Tables 3, 4 and 5 for the respective News task
statistics.
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for each document in the test set. Details on the
data, baseline system, automatic evaluation and
manual validation are described below.

Data

We provided the participants with training data of
parallel documents for the three language pairs as
well as monolingual documents for each of the
four languages, as summarized in Table 14. We
did not provide any development data and the par-
ticipants were free to split the training data into a
training and a development datasets.

The training data consisted mainly of the Sci-
elo corpus (Neves et al., 2016), a parallel collec-
tion of scientific publications composed of either
titles, abstracts or title and abstracts which were
retrieved from the Scielo database. For the Sci-
elo corpus, we compiled parallel documents for
all language pairs in the two sub-domains, except
for the EN/FR, where only health was considered,
as there were inadequate parallel documents avail-
able for biology in that pair. In previous work
(Neves et al., 2016), the training data was aligned
using the GMA alignment tool. The quality of
the alignment was found to be satisfactory so that
aligned training data could be made available to
the participants.

The test set consisted of 500 documents (title
and abstract) for each of the two directions of each
language pair, i.e., English to Portuguese (en-pt),
Portuguese to English (pt-en), English to Span-
ish (en-es), Spanish to English (es-en), English to
French (en-fr) and French to English (fr-en). None
of the test documents was included in the training
data and there is no overlap of documents between
the test sets for any language pair, translation di-
rection and sub-domain.

Additionally, we prepared a corpus of paral-
lel titles from MEDLINE R© for all three language
pairs. Finally, we also provided monolingual
documents for the four languages, i.e., English,
French, Spanish and Portuguese, retrieved from
the Scielo database. These consist of documents
in the Scielo database which have no correspond-
ing document in another language.

Evaluation metric

We computed the BLEU score for each of the runs
in comparison to the reference translation, i.e., the
original text made available in the Scielo database,
as provided by the authors of the publications.

Baseline
Our baseline system was described in previous
work (Neves et al., 2016). It consists of the statisti-
cal MT system Moses 11 trained on both the Scielo
corpus and on the parallel collection of Medline
titles. We did not make use of the monolingual
collection as we did not train a language model.

Manual validation
We carried out a manual evaluation for 100 ran-
dom sentences for some selected pairs in the test
data. We used the 3-way ranking task in the Ap-
praise tool 12 which typically shows the source and
the reference translation, and allows the pairwise
comparison of two translations (A and B).

However, to distance the manual evaluation
from the automatic BLEU evaluation which com-
pares automatic runs to the reference translation,
we treated the reference translation as one of the
systems and therefore suppressed the reference
translation in the interface. Evaluators were only
presented with the source sentence, and two trans-
lations to rank. Evaluators were blind to the nature
of the sentences they were evaluating: automatic
system A vs. system B, reference translation vs.
system, or system vs. reference translation.

When comparing two translations in the 3-way
ranking task in Appraise, evaluators were pre-
sented with four options: (1) A>B, translation A
is better than translation B; (2) A=B, the quality of
the two candidate translations is similar; (3) A<B,
translation B is better than translation A; and (4)
Flag Error, to indicate that one of the translations
did not seem to refer to the same source sentence
or there is some other misalignment. The lat-
ter situation could happen when the original sen-
tence pairs were not perfectly aligned. This may
be due to the fact that the reference translations
are created by the article authors independently of
the WMT challenge goals. These authors are not
professional writers or professional translators, so
that some of the content may only be present in
one of the languages, i.e., not every sentence in
one language has a directly corresponding sen-
tence in the other language. Thus, when selecting
the corresponding sentences in the reference trans-
lation, we do it based on the automatic alignment
provided by the GMA tool, which performs with
at least 80% accuracy for our training data (Neves

11http://www.statmt.org/moses/
12https://github.com/cfedermann/Appraise
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Table 14: Statistics on training and test collections for the Biomedical Translation Task. “T” corresponds to percentage of
titles and “A” to percentage of abstracts, separated by a slash. “Docs” to total number of documents, “Lang” identifies the
language,“Sents” to total number of sentences and “Tokens” to total number of tokens.

Dataset Train Docs T/A Lang Sents Tokens

Biological

EN/ES 17,672 49.4/97.7 EN 138,073 3,819,190
ES 128,894 3,887,818

EN/PT 18,180 31.1/96.1 EN 128,357 3,807,296
PT 125,717 3,598,618

Health

EN/ES 75,856 55.6/99.5 EN 628,966 15,978,198
ES 606,231 17,168,994

EN/PT 65,659 74.0/92.8 EN 541,272 14,457,939
PT 525,721 14,447,017

EN/FR 1,135 64.5/99.7 EN 9,393 250,907
FR 9,501 320,132

Dataset Test Docs T/A Lang Sents Tokens

Biological

en-es 500 100/100 EN 4,344 116,388
ES 4,070 125,491

es-en 500 100/100 ES 4,113 124,343
EN 4,405 115,045

en-pt 500 100/100 EN 4,333 114,705
PT 4,205 120,591

pt-en 500 100/100 PT 4,029 114,970
EN 4,164 108,120

Health

en-fr 500 100/100 EN 5,093 137,321
FR 5,782 208,795

fr-en 500 100/100 FR 5,784 206,559
EN 5,178 137,638

en-es 500 100/100 EN 5,111 127,112
ES 5,027 141,473

es-en 500 100/100 ES 5,198 144,666
EN 5,276 128,742

en-pt 500 100/100 EN 3,858 99,001
PT 3,776 101,991

pt-en 500 100/100 PT 3,826 106,735
EN 3,930 102,813

et al., 2016).
Regarding assigning the second option, i.e.,

A=B, we considered situations in which both
translations were equally bad or good. In some
cases, both candidate translations exhibited either
lexical or grammatical issues, but the evaluator
could not rank one candidate as definitely better or
worse than the other. Sometimes, both candidates
were correct and were acceptable translations of
the source sentence, even if not identical. Cur-
rently, this distinction is not captured in the statis-
tics computed by Appraise.

5.2 Participants

Five teams participated in the Biomedical Trans-
lation task, submitting a total of 40 runs. Partici-
pants are listed in Table 15; a short description of
their systems is provided below.

Istrionbox The Istrionbox team utilized a non-
log-linear model based on a weighted average of
the translation and language models. They aligned
the training documents on the phrase level using

an aligner based on a lexicon which contains more
than 930,000 terms derived from many parallel
corpora for English/Portuguese. The language
model was based on phrases, instead of words, as
well as the translation model. For the various runs
that the team submitted, they experimented with
assigning equal or different weights for the distinct
models trained on the biological or the health cor-
pora, and they also considered a bilingual lexicon
and named entities.

IXA The IXA team adapted a general-domain
statistical machine translation system to the
biomedical domain. Three approaches were de-
veloped for English-Spanish and Spanish-English
language pairs, using Moses and three corpora
(News corpora, Scielo Health and Scielo Biolog-
ical, both the bilingual and monolingual docu-
ments). In the system used for the first submission,
the medical vocabulary SNOMED-CT is used to
extend the vocabulary to address the problem of
out-of-vocabulary (OOV) words. In the system
used for the second submission, OOV words are
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Team ID Participating team
Istrionbox Istrionbox, Portugal (Aires et al., 2016)
IXA University of the Basque Country UPV/EHU, Spain (Perez-de Viñaspre

and Labaka, 2016)
LIMSI-TLP LIMSI, France (Ive et al., 2016)
TALP-UPC Universitat Politècnica de Catalunya, Spain (Costa-jussà et al., 2016)
uedin University of Edinburgh, UK (Williams et al., 2016)

Table 15: Participants in the WMT16 Biomedical Translation task.

addressed by expanding generated phase tables
with morphological variants and transliterations of
the remaining words. In the system used for the
third submission, the IXA team used the test set
provided by the organizers to optimize the method
used in the second submission.

TALP The TALP team’s system is a standard
phrase-based system based on Moses and MERT
and enhanced with vocabulary expansion using
bilingual word embeddings and a character-based
neural language model with rescoring. The former
focuses on resolving out-of-vocabulary words,
while the latter enhances the fluency of the sys-
tem.

LIMSI-TLP The LIMSI-TLP system is a
MOSES-based statistical machine translation sys-
tem, rescored with Structured Output Layer neu-
ral network models. It relied on additional in-
domain data, including data from the WMT’14
medical translation task (English-French) and a set
of English-French Cochrane systematic review ab-
stracts. They also experiment with a confusion
network system combination which combines the
outputs of Phrase Based SMT systems trained ei-
ther to translate entire source sentences or spe-
cific syntactic constructs extracted from those sen-
tences. The approach is implemented using Con-
fusion Network decoding.

uedin The University of Edinburgh team used
the phrase-based statistical model from Moses in-
cluding hierarchical lexicalized reordering model
with four orientations in both directions. The
translation model was trained on data from the
WMT13, the Scielo training data as well as the
EMEA corpus. The language model was based
on the interpolation of various language models
trained separately on monoligual English corpora,
such as the WMT14 medical, Scielo, EMEA and
English LDC GigaWord corpus.

5.3 Results

The five participating teams submitted a total of
40 runs. However, only the Spanish–English and
English–Spanish language pairs attracted submis-
sions from more than one team. In addition, one
language pair (fr-en) did not receive any submis-
sion. Table 16 presents the BLEU score for each
run as well as for our baseline system.

All runs obtained a much higher BLEU score
than the baseline system, except for the en-pt and
pt-en submissions, with BLEU scores just slightly
superior to the baseline. The LIMSI run showed
the best improvement over the baseline (246% ab-
solute improvement, from 9.24 to 22.75). Overall,
however, the BLEU scores for all language pairs
remain quite moderate. Regarding comparison of
the various runs and teams for each language pair,
we did not observe considerable differences be-
tween them, except for the the runs of the ”uedin”
system, which obtained around two BLEU points
more than other runs.

We rank the systems as follows according to
their BLEU scores, with B=biology and H=health,
and bl=baseline:

• en-pt(B): Istrionbox>bl;

• en-pt(H): Istrionbox>bl;

• pt-en(B): Istrionbox>bl;

• pt-en(H): Istrionbox>bl;

• en-es(B): TALP>IXA>bl;

• en-es(H): TALP>IXA>bl;

• es-en(B): uedin>IXA>TALP>bl;

• es-en(H): uedin>IXA>TALP>bl;

• en-fr(H): LIMSI>bl;
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Languages Team ID Run ID
BLEU score

Biological Health

en-pt
Istrionbox

1 17.55 19.01
2 16.47 18.33
3 16.45 18.37

Baseline - 15.38 17.22

pt-en
Istrionbox

1 20.88 21.50
2 20.17 20.17
3 20.14 20.62

Baseline - 17.59 18.48

en-es

IXA
1 31.57 28.09
2 31.32 28.06
3 29.61 28.13

TALP
1 31.18 28.11
2 31.17 27.85
3 33.22 29.47

Baseline - 17.82 16.88

es-en

IXA
1 30.66 27.96
2 30.59 27.97
3 29.51 28.12

TALP
1 29.68 27.42
2 29.41 26.74
3 29.83 27.27

uedin 1 31.49 29.05
Baseline - 18.78 16.92

en-fr LIMSI
1 - 22.52
2 - 22.75

Baseline - - 9.24

Table 16: Official BLEU scores for the WMT16 Biomedical Translation task.

For the pairwise manual validation of sentences,
and given the high number of runs for some lan-
guage pairs, e.g., Spanish–English and English–
Spanish, we did not perform a pairwise evaluation
for every pair of two systems. Instead, we consid-
ered only one run from each participant for each
language pair and dataset: the one that achieved
the best BLEU score in the automatic evaluation.
An exception was made for the English–French
and English-Portuguese tasks for which we had
only one participating team: we considered all
combinations of runs and reference translations
for English–French and combinations of the refer-
ence translation and both the run with best BLEU
score and the one that the participant (Istrionbox)
reported as their best run. The results of the man-
ual validation are presented in Table 17.

Only one run (IXA run 3, English–Spanish,
health dataset) was comparable to the reference
translation: 30 vs. 26 for A>B and A<B, respec-

tively. For all other cases, the reference translation
was assigned to be better than the other translation
at least twice as many times.

Regarding comparison between teams and
runs, i.e., ES2PT (biological and health) and
English–French, we did not observe much differ-
ence when comparing distinct runs of the same
team. When comparing runs from distinct teams,
IXA clearly outperformed TALP in two compar-
isons: Spanish–English biological (57 vs. 24) and
Spanish–English health (48 vs. 22). On the other
hand, TALP slightly outperformed IXA in one
dataset: English–Spanish biological (16 vs. 7). Fi-
nally, the uedin system was clearly superior to
TALP in the Spanish–English biological dataset
(60 vs. 20) and to both TALP and IXA in the
Spanish–English health dataset (54 vs. 19 and 41
vs. 15, respectively).

We rank the systems as follows according to our
manual validation (ref=reference):
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Datasets Pairs Runs Total A>B A=B A<B

Biological

en-es
TALP run3 vs. reference 97 18 20 59
IXA run1 vs. TALP run3 70 7 47 16
reference vs. IXA run1 96 50 30 16

es-en
IXA run1 vs. reference 76 17 19 40

reference vs. uedin run1 75 43 14 18
TALP run3 vs. IXA run1 100 24 19 57
reference vs. TALP run3 68 52 6 10
IXA run1 vs. uedin run1 100 30 31 39

uedin run1 vs. TALP run3 100 60 20 20

en-es
reference vs. Istrionbox run1 80 54 20 6

Istrionbox run3 vs. Istrionbox run1 99 22 52 25
Istrionbox run3 vs. reference 80 4 14 62

pt-en reference vs. Istrionbox run3 78 67 7 4

Health

en-fr
reference vs. LIMSI-TLP run2 91 71 5 15

LIMSI-TLP run1 vs. LIMSI-TLP run2 88 26 40 22
LIMSI-TLP run1 vs. reference 85 8 12 65

en-es
reference vs. IXA run3 93 30 37 26

IXA run3 vs. TALP run3 82 23 40 19
TALP run3 vs. reference 94 21 28 45

es-en
reference vs. IXA run3 82 41 29 12

IXA run3 vs. TALP run1 100 48 30 22
TALP run1 vs. reference 75 8 20 47
IXA run3 vs. uedin run1 100 15 44 41
reference vs. uedin run1 79 44 20 15

TALP run1 vs. uedin run1 100 19 27 54

en-pt
Istrionbox run3 vs. Istrionbox run1 100 29 42 29

Istrionbox run1 vs. reference 80 4 15 61
reference vs. Istrionbox run3 82 62 17 3

pt-en Istrionbox run1 vs. reference 89 6 1 82
Table 17: Results for the manual validation carried out in Appraise for the Biomedical Translation task.

• en-pt (B): ref>Istrionbox;

• en-pt (H): ref>Istrionbox;

• pt-en (B): ref>Istrionbox;

• pt-en (H): ref>Istrionbox;

• en-es (B): ref>TALP> IXA;

• en-es (H): {IXA,ref}>TALP;

• es-en (B): ref>uedin>IXA>TALP;

• es-en (H): ref>uedin> IXA>TALP;

• en-fr (H): ref>LIMSI;

5.4 Discussion
In this section we analyze the errors we observed
in the translations submitted by teams, the lessons
we learned in this first edition of the task and our
plans for future work.

Error analysis. During our manual analysis of a
sample of the translations that were submitted for
the test data, we noticed that their quality is still
poor in comparison to the reference translations.
We identified numerous problems, as summarized
below:

• many missing words or words in the source
language mixed in with the target language,
probably due to words or concepts in the
source language that could not be translated
to the target language;

• incorrect ordering of adjectives and nouns,
given that, in contrast to English, nouns typi-
cally precede adjectives in Portuguese, Span-
ish and French;

• incorrect agreement of nouns, verbs and ad-
jectives with respect to gender and number;

• incorrect punctuation, e.g., periods placed in
the middle of a sentence;

• incorrect casing for words, e.g., common
words which were capitalized or in upper
case;

• missing translations for acronyms, i.e., the
acronym in the source language was used in-
stead.

We note that some of these issues were ignored
during the manual evaluation, for instance, incor-
rect capitalization was not penalized if the trans-
lation was otherwise better or comparable to the
other translation.
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Lessons learned. We performed a comparison
of the systems based only on the overall results
on the complete test set and on the samples of sets
that we randomly selected for manual validation.
For this first edition of the Biomedical Translation
task, we aimed at providing an evaluation platform
for the automatic translation of scientific publica-
tions, in particular for titles and abstracts in the
biomedical domain.

In this first edition of the task, the training and
test data was obtained from the parallel publica-
tions available in Scielo. We did not perform
manual translation of the documents for either the
training or the test data, but rather used the origi-
nal text available in Scielo for all languages under
consideration here. In practice, this means that the
reference translations were produced by the arti-
cle authors independently of the WMT challenge
goals. These authors are not professional writers
or professional translators, and some of them may
have limited proficiency in the languages they are
required to use for publication. This situation has
an impact on the quality of the reference trans-
lations, compared to other WMT tasks. It is re-
flected in the manual evaluation which indicates
that for some language pairs (notably English–
Spanish health), participant runs were rated over-
all as better or equal to the reference translation.
Our experience with this first edition of the task
indicates that the Scielo corpus is a valuable re-
source for biomedical WMT, however more work
is needed in terms of quality assurance to ensure
that meaningful evaluation results can be obtained.

Plan for future editions. In next editions, we
plan to build on the established pipeline to collect
and pre-process Scielo data to prepare a new test
dataset. More importantly, we plan to work to-
wards improved data and evaluation quality.

While we initially focused on characterizing
the quality of the alignment in the parallel Scielo
corpus, we are planning to craft a higher quality
dataset by removing any sentence pairs with align-
ment issues. Furthermore, the data set will also be
pruned for sentences exhibiting lexical, grammati-
cal or fluency issues. These steps will contribute to
improve the significance of the evaluation results,
especially in terms of BLEU scores.

Furthermore, we believe that the nature of sci-
entific texts and biomedical texts in particular calls
for specific evaluation metrics. One of the in-
tended uses of translation systems in the biomedi-

cal domain is to provide health professionals with
access to the latest research results that are pub-
lished in a language other than their native lan-
guage. Consequently, health professionals may
use the translated information to make clinical
decisions impacting patients care. It is vital
that translation systems do not contribute to the
dissemination of incorrect clinical information.
Therefore, the evaluation of biomedical translation
systems should include an assessment at the doc-
ument level indicating whether a translation con-
veyed erroneous clinical information.

6 Quality Estimation

The fifth edition of the WMT shared task on
quality estimation (QE) of machine translation
(MT) builds on the previous editions of the task
(Callison-Burch et al., 2012; Bojar et al., 2013,
2014, 2015), with “traditional” tasks at sentence
and word levels, a new task for entire documents
quality prediction, and a variant of the word-level
task: phrase-level estimation.

The goals of this year’s shared task were:

• To advance work on sentence and word-
level quality estimation by providing domain-
specific, larger and professionally annotated
datasets.

• To analyse the effectiveness of different types
of quality labels provided by humans for
longer texts in document-level prediction.

• To investigate quality estimation at a new
level of granularity: phrases.

These goals are addressed through three groups
of tasks: Task 1 at sentence level (Section 6.3),
Task 2 at word and phrase levels (Section 6.4),
and Task 3 at document level (Section 6.6). Tasks
1 and 2 provide the same dataset with English-
German translations generated by a statistical ma-
chine translation (SMT) system, while Task 3 pro-
vides an English-Spanish dataset of translations
taken from all participating systems in WMT08-
WMT13. These datasets were annotated with
different labels for quality: for Tasks 1 and 2,
the labels were automatically derived from the
post-editing of the machine translation output,
while for Task 3, scores were computed based
on a two-stage post-editing process. Any exter-
nal resource, including additional quality estima-
tion training data, could be used by participants
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(no distinction between constrained and uncon-
strained tracks was made). As presented in Sec-
tion 6.1, participants were also provided with a
baseline set of features for each task, and a soft-
ware package to extract these and other quality
estimation features and perform model learning,
with suggested methods for all levels of predic-
tion. Participants, described in Section 6.2, could
submit up to two systems for each task.

Data used to build MT systems or internal sys-
tem information (such as model scores or n-best
lists) were made available on request for Tasks 1
and 2.

6.1 Baseline systems
Sentence-level baseline system: For Task 1,
QuEst++13 (Specia et al., 2015) was used to ex-
tract 17 features from the SMT source/target lan-
guage training corpus:

• Number of tokens in source & target sen-
tences.

• Average source token length.

• Average number of occurrences of the target
word within the target sentence.

• Number of punctuation marks in source and
target sentences.

• Language model probability of source and
target sentences based on models built from
the SMT training corpus.

• Average number of translations per source
word in the sentence as given by IBM Model
1 extracted from the SMT training corpus.

• Percentage of unigrams, bigrams and tri-
grams in frequency quartiles 1 (lower fre-
quency words) and 4 (higher frequency
words) in the source language extracted from
the source SMT training corpus.

• Percentage of unigrams in the source sen-
tence seen in the source SMT training corpus.

These features were used to train a Support
Vector Regression (SVR) algorithm using a Ra-
dial Basis Function (RBF) kernel within the
scikit-learn toolkit (Pedregosa et al., 2011).14

13https://github.com/ghpaetzold/
questplusplus

14http://scikit-learn.org/

The γ, ε and C parameters were optimised via grid
search with 5-fold cross validation on the training
set.

Word-level baseline system: For Tasks 2 and
2p, the baseline features were extracted with the
Marmot tool (Logacheva et al., 2016b).

For the baseline system we used a number of
features that have been found the most informa-
tive in previous research on word-level QE. Our
baseline set of features is loosely based on the one
described in (Luong et al., 2014). It contains the
following 22 features:

• Word count in the source and target sen-
tences, source and target token count ratio.
Although these features are sentence-level
(i.e. their values will be the same for all
words in a sentence), the length of a sentence
might influence the probability of a word be-
ing wrong.

• Target token, its left and right contexts of one
word.

• Source word aligned to the target token, its
left and right contexts of one word. The
alignments were taken from the SMT system
that produced the automatic translations.

• Binary dictionary features: whether target to-
ken is a stopword, a punctuation mark, a
proper noun, a number.

• Target language model features:

– The order of the highest order ngram
which starts and end with the target to-
ken.

– Backoff behaviour of the ngrams
(ti−2, ti−1, ti), (ti−1, ti, ti+1),
(ti, ti+1, ti+2), where ti is the tar-
get token (the backoff behaviour was
computed as described in (Raybaud
et al., 2011)).

• The order of the highest order ngram which
starts and ends with the source token.

• The Part-of-speech tags of the target and
source tokens.

This set of baseline features is similar to the
one used at WMT15 QE shared task (Bojar et al.,
2015). We excluded three features used the last
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year: pseudo-reference features and number of
WordNet senses for the source and target tokens.

We model the task as a sequence prediction
problem, and train our baseline system using the
Linear-Chain Conditional Random Fields (CRF)
algorithm with the CRFSuite tool (Okazaki,
2007). The model was trained using the passive-
aggressive optimisation algorithm.

Phrase-level baseline system: The phrase-level
features were also extracted with Marmot, but they
are different from the word-level features. The
baseline set of phrase-level features is based on a
list of features which were used for sentence-level
QE in QuEst++ toolkit. These so-called “black-
box” features do not use the internal information
from the MT system. We use the following fea-
ture set consisting of 72 features, using the SMT
source/target language training corpus:

• Source phrase frequency features:

– average frequency of ngrams (unigrams,
bigrams, trigrams) from different quar-
tiles of frequency (from the low fre-
quency to high frequency ngrams);

– percentage of distinct source ngrams
(unigrams, bigrams, trigrams) seen in a
corpus of the source language.

• Translation probability features:

– average number of translations per
source word in the sentence (with dif-
ferent translation probability thresholds:
0.01, 0.05, 0.1, 0.2, 0.5);

– average number of translations per
source word in the sentence (with dif-
ferent translation probability thresholds:
0.01, 0.05, 0.1, 0.2, 0.5) weighted by
the frequency of each word in the source
corpus.

• Punctuation features:

– difference between numbers of various
punctuation marks (periods, commas,
colons, semicolons, question and excla-
mation marks) in the source and the tar-
get phrases;

– difference between numbers of various
punctuation marks normalised by the
length of the target phrase;

– percentage of punctuation marks in the
target and the source.

• Language model features:

– log probability of the source and the tar-
get phrases;

– perplexity of the source and the target
phrases.

• Phrase statistics:

– lengths of the source and target phrases;
– ratio of the source and the target phrase

lengths;
– average length of tokens in source and

target phrases;
– average occurrence of target word

within the phrase.

• Alignment features:

– Number of unaligned target words;
– Number of target words aligned to more

than one word;
– Average number of alignments per word

in the target phrase.

• Part-of-speech features:

– percentage of content words in the
source and target phrases;

– percentage of words of a particular part-
of-speech (verb, noun, pronoun) in the
source and the target phrases;

– ratio of numbers of words of a particular
part-of-speech (verb, noun, pronoun) in
the source and the target phrases;

– percentage of numbers and alphanu-
meric tokens in the source and the target
phrases;

– ratio of the percentage of numbers and
alphanumeric tokens in the source and
the target phrases;

This feature set was originally designed for sen-
tences. We expect that since phrases are sequences
of words of varied length, they can be treated
analogously for QE. However, unlike sentences,
which are translated independently, phrases are re-
lated to their neighbouring phrases in a sentence,
and in this respect they are similar to words in
the context of QE. Therefore, as in the baseline
word-level system, we treat phrase-level QE as a
sequence labelling task and model it using Con-
ditional Random Fields. The phrase-level base-
line system is trained with CRFSuite using the
passive-aggressive optimisation algorithm.
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Document-level baseline system: For Task 3,
17 baseline features equivalent to those for sen-
tence level were extracted at document level us-
ing QuEst++. These features are aggregations of
sentence-level baseline features. Some sentence-
level features were summed (number of tokens
in the source and target sentences and number of
punctuation marks in source and target sentences),
while all remaining were averaged.

The model was trained with a SVR algorithm
with RBF kernel using the scikit-learn toolkit.
The γ, ε and C parameters were optimised via grid
search with 5-fold cross validation on the training
set.

6.2 Participants
Table 18 lists all participating teams submitting
systems to any of the tasks. Each team was al-
lowed up to two submissions for each task. In the
descriptions below, participation in specific tasks
is denoted by a task identifier.

CDACM (Task 2): The CDACM team partici-
pated in Task 2 for the word and phrase-level QE.
They use a Recurrent Neural Network Language
Model (RNN-LM) architecture for word-level QE.
To estimate the phrase-level quality, they use the
output of the word-level QE system. For this task,
they use a modified RNN-LM with other RNN
variants like Long Short Term Memory (LSTM),
deep LSTM and Gated Recurring Units (GRU).
The modified system predicts a label (OK/BAD)
rather than predicting the word as in the case of
standard RNN-LM. The input to the system is a
word sequence, similar to the standard RNN-LM.
They also tried bilingual models with RNN-LM
and found that they perform better than monolin-
gual models. In the training data, the distribu-
tion of labels (OK/BAD) is skewed, with signifi-
cantly more OK labels. To handle this issue, they
use strategies to replace the OK label with sub-
labels to balance the distribution. The sub-labels
are OK B, OK I, OK E, depending on the loca-
tion of the token in the sentence.

POSTECH (Task 1, Task 2): POSTECH’s sub-
missions (SENT/RNN for Task 1, WORD/RNN
for Task 2 and PHR/RNN for Task 2p) are RNN-
based QE systems consisting of two component:
two bidirectional RNNs on the source and tar-
get sentences in the first component and other
RNNs for predicting the final quality in the sec-
ond component. The first component is an RNN-

based modified neural MT model which gener-
ates quality vectors. Quality vectors indicate a
sequence of vectors about target words’ transla-
tion quality. The second component using other
RNNs predicts the quality at sentence level (Task
1), word level (Task 2), and phrase level (Task 2p).
POSTECH’s RNN-based systems are entirely neu-
ral approaches for QE. Due to the small amount of
data to train the prediction models, each compo-
nent of the systems is trained separately by using
different training data. To train the first component
of the systems, the Europarl v7 English-German
parallel corpus was used. To train the second com-
ponent of the systems, WMT16 QE task English-
German datasets were used.

RTM (Task 1, Task 2, Task 3): Referential trans-
lation machines (RTMs) (Biçici and Way, 2015)
are a language-independent approach for predict-
ing translation quality, as well as for addressing
other text similarity tasks. They eliminate the need
to access any task or domain specific information
or resource. SVR and regression trees are used
in combination with feature selection and partial
least squares for the document and sentence-level
prediction tasks and global linear models with dy-
namic learning were used for the word and phrase-
level prediction tasks.

SHEF (Task 1): The SHEF systems exploit
RNNs and the principle of compositionality to of-
fer a resource-light solution to sentence-level QE.
They use only one side of the translation, the
source (SRC) or the target (TGT). They split the
sentence in ngrams and train a model that pre-
dicts the quality of ngrams. To calculate the qual-
ity of an entire sentence translation, they split its
source/target side in ngrams, estimate their qual-
ity individually, then average their quality scores.
They use word embedding models trained over 7
billion words as external resource (English and
German) using word2vec.

SHEF-LIUM (Task 1): The two joint sub-
missions from the University of Sheffield and
LIUM use (i) a Continuous Space Language
Model (CSLM) to extract sentence embeddings
and cross-entropy scores, (ii) a neural network
MT (NMT) model, (iii) a set of QuEst++ fea-
tures (iv) a combination of features produced by
QuEst++ and the features produced with CSLM
and NMT. When added to QuEst++ standard fea-
ture sets for Task 1, the CSLM sentence embed-
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ID Participating team
CDACM Centre for Development of Advanced Computing, India (Patel and M,

2016)
POSTECH Pohang University of Science and Technology, Republic of Korea (Kim

and Lee, 2016)
RTM Referential Translation Machines, Turkey (Bicici, 2016b)

SHEF University of Sheffield, UK (Paetzold and Specia, 2016)
SHEF-LIUM University of Sheffield, UK and Laboratoire d’Informatique de

l’Université du Maine, France (Shah et al., 2016)
SHEF-MIME University of Sheffield, UK (Beck et al., 2016)

UAlacant University of Alicante, Spain (Esplà-Gomis et al., 2016)
UFAL Nile University, Egypt & Charles University, Czech Republic (Abdel-

salam et al., 2016)
UGENT Ghent University, Belgium (Tezcan et al., 2016)

UNBABEL Unbabel, Portugal (Martins et al., 2016)
USFD University of Sheffield, UK (Logacheva et al., 2016a)

USHEF University of Sheffield, UK (Scarton et al., 2016)
UU Uppsala University, Sweden (Sagemo and Stymne, 2016)

YSDA Yandex School of Data Analysis, Russia (Kozlova et al., 2016)

Table 18: Participants in the WMT16 Quality Estimation shared task.

ding features along with the cross entropy and
NMT likelihood led to large improvements in pre-
diction, and achieved third place in the scoring and
second place in the ranking task variants according
to the official evaluation metrics. Neural network
features alone also performed very well. This is a
very encouraging finding since for many language
pairs it is sometime hard to find appropriate re-
sources to build hand-crafted features, while the
neural network features used only require (suffi-
cient) monolingual data to train models, which is
available in abundance for many languages.

SHEF-MIME (Task 2): The University of
Sheffield’s submission to the word-level QE task
is based on imitation learning, an approach that
treats structured prediction as a sequence of ac-
tions taken by a binary classifier. This approach
allows the use of arbitrary information from pre-
vious tag predictions and has the ability to train
the classifier using non-decomposable loss func-
tions over the predicted structure. The submitted
system uses the baseline features provided by the
shared task organisers plus additional features re-
lying on the predicted structure, such as previous
tag ngrams and the total number of BAD predic-
tions. It employs an online learning algorithm as
the underlying classifier and uses a loss function
based on the official shared task evaluation metric.
No external data or resources were used for this

submission.

UALacant (Task 2): The submissions of the
Universitat d’Alacant team focus for Task 2 were
obtained by applying the approach by Esplà-
Gomis et al. (2015), which uses any source of
bilingual information available online in order to
spot sub-segment correspondences between the
source segment and the translation hypothesis.
These sub-segment correspondences are used to
extract a collection of features that are then used
by a multilayer perceptron to determine the fi-
nal word-level QE labels. The probabilities pro-
vided by this classifier for every word in a phrase
are then used as new features for a second multi-
layer perceptron that is able to obtain quality esti-
mates at the phrase level. Three sources of bilin-
gual information available online were used by the
UAlacant submissions: two online MT systems,
Lucy LT KWIK15 and Google Translate,16 and
the bilingual concordancer Reverso Context.17

Two systems were submitted, both for word-level
and phrase-level QE tasks: one using only features
based on external sources of bilingual information,
and another combining them with the baseline fea-
tures provided by the task organisers.

15http://www.lucysoftware.com/catala/
traduccio-automatica/kwik-translator-/

16http://translate.google.com
17http://context.reverso.net/translation/
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UFAL (Task 1): The submission is based on
word alignments and bilingual distributed repre-
sentations to introduce a new set of features for the
sentence-Level QE task. The features extracted in-
clude three alignment-based features, three bilin-
gual embedding-based features, two embedding-
based features constrained on alignment links, as
well as a set of 74 bigrams used as boolean fea-
tures. The set of bigrams represents the most fre-
quent bigrams in translations that have changed
after the post-edition, and they are compiled by
aligning translations to their post-editions pro-
vided in the WMT QE datasets. To produce
these features, GIZA++ (Och and Ney, 2003) was
used for word alignment and Multivec (Berard
et al., 2016) was used for the bilingual model,
which jointly learns distributed representations for
source and target languages using a parallel cor-
pus. To build the bilingual model, domain-specific
data compiled from the resources made available
for the WMT 16 IT-Domain shared task was used.
As prediction model, a Linear Regression model
using scikit-learn was built using a combina-
tion of QuEst++ baseline features and the new fea-
tures proposed.

UGENT-LT3 (Task 1, Task 2): The submissions
for the word-level task use 41 features in com-
bination with the baseline feature set to train bi-
nary classifiers. The 41 additional features at-
tempt to capture accuracy errors (concerned with
the meaning transfer from the source to target sen-
tences) using word and phrase alignment proba-
bilities, fluency errors (concerned with the well-
formedness of target sentence) using language
models trained on word surface forms and on
part-of-speech tags, and terminology errors (con-
cerned with the domain-specific terminology) us-
ing a bilingual terminology list. Based on the com-
bined feature set, SCATE-RF uses random forests
for binary classification, which combines deci-
sion trees into an ensemble. SCATE-ENS uses
the same feature set and combines different algo-
rithms into an ensemble by applying the major-
ity voting scheme. For the sentence-level task,
SCATE-SVM1 adds 18 features to the baseline
feature set to train SVR models using an RBF ker-
nel. SCATE-SVM2 additionally utilises an extra
feature, which is based on the percentage of words
that are labelled as BAD by the best word-level QE
system (SCATE RF). External language resources
from the IT domain are used to extract the addi-

tional features for both tasks.

UNBABEL (Task 2): Two systems were
submitted for the word-level task. UNBA-
BEL 2 linear is a feature-based linear sequen-
tial model. It uses the baseline features pro-
vided by the shared task organisers (with slight
changes) conjoined with individual labels and
pairs of consecutive labels. It also uses vari-
ous syntactic dependency-based features (depen-
dency relations, heads, and second-order struc-
tures like siblings and grandparents). The syntac-
tic dependencies are predicted with TurboParser
trained on the TIGER German treebank. UN-
BABEL 2 ensemble uses a stacked architecture,
inspired by the last year’s QUETCH+ system
(Kreutzer et al., 2015), which combines three
neural systems: one feedforward and two re-
current ones. The predictions of these sys-
tems are added as additional features in the lin-
ear system above. The following external re-
sources were used: part-of-speech tags and extra
syntactic dependency information obtained with
TurboTagger and TurboParser (Martins et al.,
2013), trained on the Penn Treebank (for English)
and on the version of the German TIGER corpus
used in the SPMRL shared task (Seddah et al.,
2014) for German. For the neural models, pre-
trained word embeddings from Polyglot (Al-
Rfou et al., 2013) and those produced with a neural
MT system (Bahdanau et al., 2014) were used.

USFD (Task 2): USFD’s submissions tested two
different approaches for phrase-level QE. The first
one (CONTEXT submission) is an enhancement
of the baseline feature set provided with the con-
text features. The additional features consist of the
source and target tokens which precede and fol-
low the phrase under consideration, part-of-speech
tags of these tokens, and language model scores
for ngrams at the borders of the phrase. The
second approach (W&SLP4PT submission) learns
phrase-level labels from predictions at other lev-
els. The models are trained on a set of seven fea-
tures that are based on (i) the phrase segmentation
itself (length and ratio to the sentence), (ii) word-
level predictions (number of predicted OK/BAD
words in the current phrase and in the sentence),
and (iii) the predicted quality of the sentence.
CRFsuite is used to train the prediction models
in both cases.
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USHEF (Task 3): Two different systems were
submitted for Task 3. The first system (BASE-
EMB-GP) combines the 17 baseline features with
word embeddings from the source documents (En-
glish) using a Gaussian Process (GP) model. The
word embeddings were learned by using the Con-
tinuous Bag-of-Words (CBOW) model (Mikolov
et al., 2013), trained on the Google’s billion-word
corpus,18 with a vocabulary size of 527K words.
Document embeddings are extracted by averaging
word embeddings in the document. The GP model
was trained with two Rational Quadratic kernels
(Rasmussen and Williams, 2006): one for the 17
baseline features and another for the 500 features
from the embeddings. Since each kernel has its
own set of hyperparameters, the full model can
leverage the contributions from the two different
sets. The second system (GRAPH-DISC) com-
bines the baseline features with discourse-aware
features. The discourse aware features are the
same as the ones used by Scarton et al. (2015a)
plus Latent Semantic Analysis (LSA) cohesion
features (Scarton and Specia, 2014), number of
subtrees and height of the Rhetorical Structure
Theory (RST) tree and entity graph-based coher-
ence scores (Sim Smith et al., 2016). Discourse-
aware and RST tree features were extracted only
for English (tools are only available for this lan-
guage), LSA features were extracted for both lan-
guages, and entity graph-based coherence scores
were extracted for the target language only (Span-
ish), as the source documents are expected to be
coherent. This QE model was trained with an SVR
algorithm.

UU (Task 1): The UU system uses SVR to pre-
dict HTER scores based on features extracted with
QuEst++ plus additional features. The feature
vector consists of a combination of the 17 base-
line features and top performing new features pro-
posed by UU. These new features are related to re-
ordering and noun translation, grammatical corre-
spondence and structural integrity, based on parse
trees and part-of-speech tags. The system submit-
ted uses Kendall Tau distances in alignments be-
tween source and target for measuring reordering,
noun group ratio, verb ratio and probabilistic con-
text free grammars probabilities.

18https://github.com/ciprian-chelba/
1-billion-word-language-modeling-benchmark

YSDA (Task 1): The YSDA submission is based
on a simple idea that the more complex the sen-
tence is the more difficult it is to translate. For this
purpose, it uses information provided by syntac-
tic parsing (information from parsing trees, some
specific language constructions, etc). Addition-
ally, it uses features based on pseudo-references,
back-translation, web-scale language model, word
alignments (as given by the data for Task 2),
and combinations of several features. A regres-
sion model was training to predict BLEU as tar-
get metric instead HTER. The machine learning
pipeline uses an SVR with RBF kernel to pre-
dict BLEU scores, followed by a linear SVR to
predict HTER scores from BLEU scores. As
external resources, the system uses a syntac-
tic parser, pseudo-references and back-translation
from web-scale MT system, and a web-scale lan-
guage model.

6.3 Task 1: Predicting sentence-level quality

This task consists in scoring (and ranking) transla-
tion sentences according to the percentage of their
words that need to be fixed. HTER (Snover et al.,
2006) is used as quality score, i.e. the minimum
edit distance between the machine translation and
its manually post-edited version in [0,1].

As in previous years, two variants of the results
could be submitted:

• Scoring: An absolute HTER score for each
sentence translation, to be interpreted as an
error metric: lower scores mean better trans-
lations.

• Ranking: A ranking of sentence translations
for all source sentences from best to worst.
For this variant, it does not matter how the
ranking is produced (from HTER predictions
or by other means). The reference ranking is
defined based on the true HTER scores.

Data The data is the same as that used for the
WMT16 Automatic Post-editing task, collected
By the QT21 Project19 in the Information Technol-
ogy (IT) domain.20 Source segments are English
sentences and target segments are German trans-
lations produced by a strong SMT system built
within the QT21 Project. The human post-editions

19http://www.qt21.eu/
20The source sentences and reference translations were

provided by TAUS (https://www.taus.net/) and come
from a unique IT vendor.
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are a manual revision of the target, done by profes-
sional translators using the PET post-editing tool
(Aziz et al., 2012). HTER labels were computed
using the TERCOM tool21 with default settings (to-
kenised, case insensitive, exact matching only),
and scores capped to 1.

As training and development data, we provided
English-German datasets with 12,000 and 1,000
source sentences, their machine translations, post-
editions and HTER scores. As test data, we pro-
vided an additional set of 2,000 English-German
source-translations pairs produced by the same
SMT system used for the training data.

Evaluation Evaluation was performed against
the true HTER label and/or ranking, using the fol-
lowing metrics:

• Scoring: Pearson’s r correlation score (pri-
mary metric, official score for ranking sub-
missions), Mean Average Error (MAE) and
Root Mean Squared Error (RMSE).

• Ranking: Spearman’s ρ rank correlation and
DeltaAvg.

Statistical significance on Pearson r and Spear-
man rho was computed using the William’s test,
following the approach suggested in (Graham,
2015).

Results Table 19 summarises the results for
Task 1, ranking participating systems best to worst
using Pearson’s r correlation as primary key.
Spearman’s ρ correlation scores should be used to
rank systems according to the ranking variant. We
note that three systems have not submitted results
ranking evaluation variant.

6.4 Task 2: Predicting word-level quality
The goal of this task is to evaluate the extent to
which we can detect word-level errors in MT out-
put. Various classes of errors can be found in
translations, but for this task we consider all error
types together, aiming at making a binary distinc-
tion between OK and BAD tokens. The decision to
bucket all error types together was made because
of the lack of sufficient training data that could al-
low consideration of more fine-grained error tags.

Data This year’s word-level task uses the same
dataset as Task 1, for a single language pair:
English-German. Each instance of the training,

21http://www.cs.umd.edu/˜snover/tercom/

development and test sets consists of the follow-
ing elements:

• Source sentence (English).

• Automatic translation (German).

• Manual post-edition of the automatic transla-
tion.

• Word-level binary (OK/BAD) labelling of the
automatic translation.

The binary labels for the datasets were acquired
automatically with the TERCOM tool. The tool iden-
tifies four types of errors: substitution of a word
with another word, deletion of a word (word was
omitted by the translation system), insertion of a
word (a spurious word was added by the transla-
tion system), and word or sequence of words shift
(word order error). Every word in the machine-
translated sentence is tagged with one of these er-
ror types or not tagged if it matches a word from
the reference.

All the untagged (correct) words were tagged
with OK, while the words tagged with substitution
and insertion errors were assigned the tag BAD.
The deletion errors are not associated with any
word in the automatic translation, so we could not
consider them. We also disabled the shift errors by
running TERCOMwith the option ‘-d 0’. The reason
for that is the fact that searching for shifts intro-
duces significant noise in the annotation. The tool
cannot discriminate between cases where a word
was really shifted and where a word (especially
common words such as prepositions, articles and
pronouns) was deleted in one part of the sentence
and then independently inserted in another part of
this sentence, i.e. to correct an unrelated error. The
statistics of the datasets are outlined in Table 20.

Evaluation This year’s evaluation procedure is
different from the one used in previous QE tasks.
Previously, the submissions were evaluated in
terms of F1-score for the BAD class. However,
this metric was criticised for being biased towards
“pessimistic” labellings. It tends to rate higher the
outputs of systems which labelled most of words
as BAD, e.g. a trivial “all-BAD” baseline out-
performs many real systems in terms of F1-BAD
score (Bojar et al., 2013).

Therefore, this year we used a different metric:
the multiplication of F1-scores of the BAD and
OK classes (herein referred to as F1-mult). As it
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System ID Pearson’s r ↑ MAE ↓ RMSE ↓ Spearman’s ρ ↑ DeltaAvg ↑
English-German

• YSDA/SNTX+BLEU+SVM 0.525 12.30 16.41 – –
POSTECH/SENT-RNN-QV2 0.460 13.58 18.60 0.483 7.663

SHEF-LIUM/SVM-NN-emb-QuEst 0.451 12.88 17.03 0.474 8.129
POSTECH/SENT-RNN-QV3 0.447 13.52 18.38 0.466 7.527

SHEF-LIUM/SVM-NN-both-emb 0.430 12.97 17.33 0.452 7.886
UGENT-LT3/SCATE-SVM2 0.412 19.57 24.11 0.418 7.615

UFAL/MULTIVEC 0.377 13.60 17.64 0.410 7.114
RTM/RTM-FS-SVR 0.376 13.46 17.81 0.400 6.655

UU/UU-SVM 0.370 13.43 18.15 0.405 6.519
UGENT-LT3/SCATE-SVM1 0.363 20.01 24.63 0.375 7.008

RTM/RTM-SVR 0.358 13.59 18.06 0.384 6.379
BASELINE 0.351 13.53 18.39 0.390 6.300

SHEF/SimpleNets-SRC 0.320 13.92 18.23 – –
SHEF/SimpleNets-TGT 0.283 14.35 18.22 – –

Table 19: Official results for the scoring ad ranking variants of the WMT16 Quality Estimation Task 1. The systems are
ranked according to the Pearson r metric and significance results are also computed for this metric. The winning submissions
are indicated by a •. These are the top-scoring submission and those that are not significantly worse according to Williams
test with 95% confidence intervals. The systems in the grey area are not different from the baseline system at a statistically
significant level according to the same test.

Sentences Words % of BAD
words

Training 12,000 210,958 21.4
Development 1,000 19,487 19.54
Test 2,000 34,531 19.31

Table 20: Datasets for Task 2.

was shown in (Logacheva et al., 2016c), this met-
ric is not biased neither towards “pessimistic” nor
to “optimistic” labellings, and is good at discrimi-
nating between different systems.

We tested the significance of the results using
randomisation tests (Yeh, 2000) with Bonferroni
correction (Abdi, 2007).

Results The results for Task 2 are summarised in
Table 21. We show the performance of all partici-
pating systems as well as the baseline model. The
results are ordered by the F1-mult metric. The top
three submissions are statistically significantly dif-
ferent from any other system. However, we cannot
unambiguously depict other significance groups in
the table. Therefore, we only show the systems
which are not significantly different from the base-
line (grey area). The models above and below the
grey area are significantly better and worse than
the baseline system, respectively.

In order to show and analyse the groups of
significantly different systems we plot the results
of significance test as a heatmap (see Table 22).
Here, a cell at the crossing of a row and a col-
umn corresponding to different submissions con-
tains the information about the significance of the
difference in their results: the darker the cell is,
the lower is the significance in the difference for

the pair of systems. The coloured frames denote
groups of submissions which are not significantly
different.

We should also note that in order to adequately
evaluate the significance for multiple experiments
we used Bonferroni correction. The essence of
this method is that in cases when multiple results
are compared (i.e. multiple comparisons are per-
formed) the final significance level is computed
as the initial significance level over the number of
comparisons. In our case we had 91 comparisons
which gave us αB = α

91 = 0.0005 for the sig-
nificance level of 0.05. Bonferroni correction is
quite a conservative method, so the number of sig-
nificance groups may vary when using a different
correction technique.

Overall, there are 10 groups of significantly
different results: three of them contain one sub-
mission (the three best-performing models), other
seven contain two to five models each (these are
the groups denoted by frames of different colours).

6.5 Task 2p: predicting phrase-level quality

As an extension of the word-level task, we intro-
duced a new task: phrase-level prediction. For this
task, given a “phrase” (segmentation as given by
the SMT decoder), participants are asked to label it
as ‘OK’ or ‘BAD’. Errors made by MT engines are
interdependent and one incorrectly chosen word
can cause more errors, especially in its local con-
text. Phrases as produced by SMT decoders can be
seen as a representation of this local context and
in this task we ask participants to consider them as
atomic units, using phrase-specific information to
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System ID F1-mult ↑ F1-BAD F1-OK
English-German

• UNBABEL/ensemble 0.495 0.560 0.885
UNBABEL/linear 0.463 0.529 0.875

UGENT-LT3/SCATE-RF 0.411 0.492 0.836
UGENT-LT3/SCATE-ENS 0.381 0.464 0.821

POSTECH/WORD-RNN-QV3 0.380 0.447 0.850
POSTECH/WORD-RNN-QV2 0.376 0.454 0.828
UAlacant/SBI-Online-baseline 0.367 0.456 0.805

CDACM/RNN 0.353 0.419 0.842
SHEF/SHEF-MIME-1 0.338 0.403 0.839

SHEF/SHEF-MIME-0.3 0.330 0.391 0.845
BASELINE 0.324 0.368 0.880

RTM/s5-RTM-GLMd 0.308 0.349 0.882
UAlacant/SBI-Online 0.290 0.406 0.715
RTM/s4-RTM-GLMd 0.273 0.307 0.888

Table 21: Official results for the WMT16 Quality Estimation Task 2. The winning submissions are indicated by a •. These
are the top-scoring submission and those that are not significantly worse according to approximate randomisation tests with
95% confidence intervals. The grey area indicates the submissions whose results are not statistically different from the baseline
according to the same test.

improve upon the results of the word-level task.

Data The data to be used is exactly the same as
for Task 1 and the word-level task. The labelling
of this data was adapted from word-level labelling
by assigning the ‘BAD’ tag to any phrase that con-
tains at least one ‘BAD’ word. The phrase seg-
mentation used in this dataset is the original seg-
mentation of sentences produced by the SMT de-
coder during translation.

The dataset statistics are outlined in Table 23
(this is similar to Table 20, but shows the percent-
age of incorrect phrases instead of words).

Evaluation Although the QE was produced at
the level of phrases, we used word-level metrics
to evaluate the performance of participating sys-
tems. This choice was motivated by the fact that
the length of phrases can vary significantly, and
an incorrectly labelled phrase can actually mean 1
to 5 incorrectly labelled words, while phrase-level
metrics do not weigh incorrect labels by the length
of the phrases. We decided to use word-level eval-
uation to make the results of this task more intu-
itive. We used the same metric as the one used
in task 2: multiplication of word-level F1-OK and
word-level F1-BAD (F1-mult). However, the test
set was re-labelled in order to agree with phrase
boundaries: if a phrase had at least one BAD word,
all its labels were replaced with BAD.

Thus, the sequence
OK ‖ BAD OK OK ‖ OK ‖ BAD OK ‖ OK OK

was converted to:
OK ‖ BAD BAD BAD ‖ OK ‖ BAD BAD ‖ OK OK

As in Task 2, statistical significance was com-

puted using randomisation tests with Bonferroni
correction.

Results The results of the phrase-level task are
represented in Table 24. Here, unlike the word-
level task, we cannot find a single winner: al-
though the F1-mult scores of the top five systems
vary from 0.379 to 0.364, this difference is not
significant. However, all the winning submissions
outperform the baseline.

Analogously to the previous task, we provide
the F1-BAD and F1-OK scores in order to bet-
ter understand the differences between the models.
We can see that some models have very close F1-
mult scores, although their per class components
scores can differ. For example, the F1-mult scores
of two submissions by the USFD team are very
close (0.367 and 0.364). However, if we decom-
pose these scores, we will see that both F1-BAD
and F1-OK scores of the two models have around
2% of absolute difference: the W&SLP4PT model
is more “pessimistic” (i.e. it is better at labelling
BAD words), while the CONTEXT model identi-
fies the correct words more accurately. However,
the combinations of these scores lead to very sim-
ilar F1-mult. The situation is the same with all
top five submissions: the differences in F1-BAD
are levelled off by the F1-OK component, and the
values of the F1-mult are closer than those of F1-
BAD.

This suggests that the F1-mult score might not
be an best metric for the phrase-level task. While
in the phrase-level models phrases of different
length are treated in the same way, the word-level
metric unfolds each phrase-level label to a set of
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UNBABEL/ensemble

UNBABEL/linear

UGENT/LT3-RF

UGENT/LT3-ENS

POSTECH/WORD-RNN-QV3

POSTECH/WORD-RNN-QV2

UAlacant/SBI-Online-baseline

CDACM/RNN

SHEF/SHEF-MIME-1

SHEF/SHEF-MIME-0.3

BASELINE

RTM/s5-RTM-GLMd

UAlacant/SBI-Online

RTM/s4-RTM-GLMd

Table 22: Randomised significance test for the word-level task with Bonfferroni correction. The darker the cell, the lower the
significance level of the difference between the scores of the corresponding systems. The coloured frames denote groups of
submissions which are not significantly different. The blue row shows the baseline system.
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Sentences Words % of BAD
words

Training 12,000 210,958 29.84
Development 1,000 19,487 30.21
Test 2,000 34,531 29.53

Table 23: Datasets for Task 2p.

word-level labels, thus giving different importance
to phrases of different lengths. In order to find a
more suitable metric we tested another evaluation
strategy. We evaluated the submissions in terms
of phrase-level F1-scores: here all phrases were
considered as uniform atomic units regardless of
their lengths, and F1-BAD and F1-OK were com-
puted as harmonic means of precision and recall
for phrase-level of OK and BAD labels.

Table 25 shows the performance of phrase-level
QE models measured in terms of multiplication of
phrase-level F1-scores. Except for some changes
in the order of models, this ranking is very similar
to the official one represented in Table 24. Here,
the order of submissions by the POSTECH and
CDACM teams is different from the ranking pro-
duced with the primary metric, but they are still
not significantly different. On the other hand, the
USFD team models are no longer best-performing
under the phrase-level F1-score. This evaluation
shows that phrase-level F1-mult is slightly better
at discriminating between models, although they
are still considered too close and no single best-
performing approach can be identified.

6.6 Task 3: Predicting document-level quality

The document-level QE task consists in scoring
and ranking documents according to their pre-
dicted quality. Knowing the quality of entire doc-
uments is useful for scenarios where fully auto-
mated approaches are used. An example is gisting,
mainly if the user of the system does not know the
source language. Another example are scenarios
where post-editing is not an option or cannot be
performed for the entire data.

Different from last year’s task, in this second
edition we use entire documents and a document-
oriented quality score. The quality scores are
achieved by a two-stage post-editing method
(Scarton et al., 2015b), with post-editing done by
professional translators. In the first stage, sen-
tences are shuffled and post-edited without context
(PE1). In the second stage, the post-edited sen-
tences (from the first stage) are put together in the
document context and post-edited again (PE2) by

the same translator. This approach aims to isolate
problems that can only be solved with document-
level information.

Although the annotation task is considerably
simple to perform, generating reliable quality la-
bels from the data is not a trivial task. Aver-
age (AVG) and Standard Deviation (STDEV) of
HTER between PE1 and MT (PE1 ×MT ), PE2
and MT (PE2 ×MT ) and PE2 and PE1 (PE2 ×
PE1) are presented in Table 26.22

As shown in Table 26, PE1 ×MT and PE2 ×
MT show low variation. As discussed last year
(Bojar et al., 2015), we hypothesise that the low
variation in the scores means that quality labels
are not not able to distinguish documents reliably.
PE2×PE1 values, on the other hand, show a high
variation, indicating that the documents vary more
when only document-wide errors are considered.
However, taking only PE2 × PE1 as quality la-
bel is not ideal as it disregards problems at word
and sentence levels, which certainly also influence
the quality of the document as whole. Our solu-
tion is to combine the scores such as to maintain
a high enough variation in the data, while consid-
ering all issue levels. More specifically, we use a
linear combination of PE1×MT and PE2×PE1

(Equation 1).

f = w1 · PE1 ×MT + w2 · PE2 × PE1, (1)

where w1 and w2 are empirically defined weights.
w1 was fixed to 1, while w2 was optimised aim-
ing at finding how much relevance we should give
to each component in order to meet two crite-
ria. First, the final label (f ) should lead to sig-
nificant data variation (in terms of standard devi-
ation on the mean). Second, the difference be-
tween the MAE of the mean baseline23 and the
MAE of the official baseline QE system should be
large enough.24 The quality labels were defined
by Equation 1 with w1 = 1 and w2 = 13.

22HTER was calculated by using the Asiya toolkit im-
plementation of TER (non-tokenised and case insensitive)
(Giménez and Màrquez, 2010).

23This baseline is calculated by assuming the mean of the
training set as the predicted value of all instances in the test
set.

24In our experiments, for variance we defined that the ratio
between the standard deviation and mean should be at least
0.5 and for MAE difference, we defined it to be at least 0.1.
w2 was increased by 1 at each iteration and the optimisation
process stopped when any of the requirements was met.
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System ID F1-mult ↑ F1-BAD F1-OK
English-German

• CDACM/RNN 0.380 0.503 0.755
• POSTECH/PHR-RNN-QV3 0.378 0.495 0.764
• POSTECH/PHR-RNN-QV2 0.369 0.478 0.772

• USFD2/W&SLP4PT 0.368 0.486 0.757
• USFD2/CONTEXT 0.365 0.470 0.777
RTM/s5 RTM-GLMd 0.327 0.408 0.802

BASELINE 0.321 0.401 0.800
RTM/s4 RTM-GLMd 0.307 0.377 0.814

Ualacant/SBI-Online-baseline 0.259 0.493 0.526
UAlacant/SBI-Online 0.098 0.459 0.213

Table 24: Official results for the WMT16 Quality Estimation Task 2p. The winning submissions are indicated by a •. These are
the top-scoring submission and those that are not significantly worse according to approximate randomisation tests with 95%
confidence intervals. The grey area indicates the submissions whose results are not statistically different from the baseline.

System ID F1-mult ↑ F1-BAD F1-OK
English-German

• POSTECH/PHR-RNN-QV3 0.393 0.518 0.759
• POSTECH/PHR-RNN-QV2 0.388 0.504 0.771

• CDACM/RNN 0.378 0.500 0.756
USFD/CONTEXT 0.364 0.467 0.780

USFD/W&SLP4PT 0.363 0.475 0.764
RTM/s5-RTM-GLMd 0.331 0.413 0.802

BASELINE 0.311 0.389 0.799
RTM/s4-RTM-GLMd 0.306 0.376 0.815

UAlacant/SBI-Online-baseline 0.275 0.502 0.547
UAlacant/SBI-Online 0.146 0.456 0.320

Table 25: Results for the WMT16 Quality Estimation Task 2p computed in terms of phrase-level F1-scores. The winning
submissions are indicated by a •. These are the top-scoring submission and those that are not significantly worse according to
approximate randomisation tests with 95% confidence intervals. The grey area indicates the submissions whose results are not
statistically different from the baseline.

PE1 ×MT PE2 ×MT PE2 × PE1

AVG 0.346 0.381 0.042
STDEV 0.108 0.091 0.034

Ratio 0.312 0.239 0.810

Table 26: AVG and STDEV of the post-edited data.

Data The documents were extracted from the
WMT translation task test data from 2008 to 2013,
using submissions from all participating MT sys-
tems. Source documents were randomly chosen.
For each source document, a translation was taken
from a different MT system. We considered EN-
ES as language pair, extracting 208 documents.
All documents were post-edited as previously ex-
plained. 146 documents were used for training and
62 for test.

Evaluation The evaluation of the document-
level task was the same as that for the sentence-
level task. Pearson’s r, MAE and RMSE are re-
ported as evaluation metrics for the scoring task,
with Pearson’s r as official metric for the ranking
of systems. For the ranking task, Spearman’s ρ
correlation and DeltaAvg are reported, with Spear-
man’s rho as main metric. The significance of the
results is evaluated by applying the Williams test

on Pearson’s r scores.

Results The results of both the scoring and rank-
ing variants of the task are given in Table 27,
sorted from best to worst by using the Pearson’s
r scores as primary key. USHEF/BASE-EMB-
GP and RTM/RTM-FS+PLS-TREE showed the
best scores, with no significant difference between
them. The other two systems are not statistically
significantly different from the baseline.

The two winning submissions are very differ-
ent. The BASE-EMB-GP system combines word
embeddings with the official baseline features in a
GP model with two-kernels, while RTM-FS+PLS-
TREE is an RTM implementation that explores
more sophisticated features from the source and
target texts. For ranking variant, however, RTM-
FS+PLS-TREE showed better results. Moreover,
this is the only system with higher scores than the
baseline that is also significantly better than the
baseline.

6.7 Discussion

In what follows, we discuss the main findings of
this year’s shared task based on the goals we had
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System ID Pearson’s r ↑ MAE ↓ RMSE ↓ Spearman’s ρ ↑ DeltaAvg ↑
English-Spanish
• USHEF/BASE-EMB-GP 0.391 0.295 0.128 0.393 0.111
• RTM/RTM-FS+PLS-TREE 0.356 0.253 0.118 0.476 0.123

RTM/RTM-FS-SVR 0.293 0.268 0.125 0.360 0.119
BASELINE 0.286 0.278 0.139 0.354 0.093

USHEF/GRAPH-DISC 0.256 0.285 0.144 0.285 0.061

Table 27: Official results for the scoring ad ranking variants of the WMT16 Quality Estimation Task 3. The systems are
ranked according to the Pearson r metric and significance results are also computed for this metric. The winning submissions
are indicated by a •. These are the top-scoring submission and those that are not significantly worse according to Williams
test with 95% confidence intervals. The systems in the grey area are not different from the baseline system at a statistically
significant level according to the same test.

previously identified for it.

Domain specific, professionally done
post-editions
Last year we used the largest dataset of all editions
of the shared task to date (for sentence and phrase-
level QE): ∼14K segment pairs altogether. How-
ever, the findings were somewhat inconclusive as
the quality of the dataset was dubious (crowd-
sourced post-editions). This year we were able
to collect a dataset of comparable size (15K) but
in a completely controlled way, and with profes-
sional (paid) translators to ensure the quality of
the data. Another critical difference in this year’s
main dataset is its domain: IT, as opposed to the
rather general, “news” domain that had been used
so far. Finally, we had access to the SMT sys-
tem that produced the translations, which was very
important for the new task introduced this year –
phrase-level QE. For phrase-level QE, the segmen-
tation of the sentences in phrases was necessary.
Having a more repetitive text domain was deemed
particularly relevant for the word and phrase-level
tasks, where data sparsity is a major issue.

In practice, we found that this year’s main
dataset is similar to last year’s in terms of error
distribution at the word-level: about 20% of the
words are labelled as BAD. One thing to notice,
however, is that with the new data systems did not
seem to benefit from filtering data out. Last year,
various systems reported improvements from fil-
tering out significant portions of the “all/mostly
GOOD” sentences, which could have meant that
these sentences may not have been correct, but did
not get post-edited by the crowdworkers.

In terms of progress with respect to last year for
comparable tasks, although direct comparisons are
not possible, we observed that:

• For sentence-level, the Pearson correlation of
the winning submission last year was 0.39

(against 0.14 of the baseline system). This
year, the winning submission reached 0.52
Pearson correlation, with many other systems
above 0.4 (against 0.35 of the same baseline
system as last year). One can speculate that
the task was made somewhat “easier” by us-
ing high quality data, but the delta in Pearson
correlation between the baseline and winning
submission is still very substantial.

• For word-level, the main metric used this
year (F1-mult) is different from the one used
last year (F1-BAD), and this may have been
the metric most systems optimised against, so
looking at the F1-BAD results for both years
is not entirely fair to this year’s systems, but
nevertheless this year’s systems performed
much better: 0.56 against 0.43 last year. The
baseline system used last year was much sim-
pler, and therefore comparisons against the
baseline cannot be made.

Effectiveness of new quality label provided by
humans for document-level prediction
Participation in the document-level task was again
disappointingly low, with only four systems.
Document-level QE is still a relative new area and
engaging the community is therefore still a chal-
lenge.

The main changes in this year’s task were the
fact that entire documents are used (potentially re-
sulting in the need for more discourse/document-
wide features), and the the fact that the quality la-
bels are computed based on human post-editing.
We start by analysing the new quality label against
automatic metrics (such as BLEU) used in previ-
ous work. Our hypothesis is that automatic met-
rics are not reliable labels for document-level eval-
uation (as discussed in (Scarton et al., 2015b)).
Therefore, we expect that our new label would per-
form differently from these metrics. We use cor-
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relation to measure whether or not the new label
shows different behaviour. Table 28 shows Pear-
son r correlation scores for automatic metrics ver-
sus the new label, as well as between HTER and
all labels. The HTER score was calculated consid-
ering the last version of the two-stage post-editing
method (PE2 ×MT ).

NEW (↓) BLEU(↑) TER(↓) METEOR(↑)
BLEU −0.168 - - -
TER +0.195 −0.928 - -
METEOR −0.186 +0.954 −0.961 -
HTER(↓) +0.516 −0.462 +0.449 −0.452

Table 28: Pearson r correlation between automatic metrics,
our new label (NEW) and HTER. All correlation scores are
significant with 95% of confidence.

Although the new label showed some corre-
lation to BLEU, TER and METEOR, the best
correlation is showed with HTER. On the other
hand, the automatic metrics showed higher cor-
relation among themselves than against HTER
scores, which is expected since such metrics are
similar in many ways.

An important observation is that the automatic
metrics are calculated against a human translation
and HTER is calculated against a post-edited ver-
sion. The effect of this is that BLEU, TER and
METEOR compare the MT output to a human
translation that can be completely different from
the MT output, without necessarily meaning that
the machine translation is bad. HTER, conversely,
compares the MT output to its post-edited version.

It is also worth noticing that although HTER did
not show a high variation (0.091 for mean 0.381 -
third column of Table 26), similar to the automatic
metrics, it still did not show very high correla-
tion with BLEU, TER and METEOR. Conversely,
the new label showed high correlation with HTER,
but much lower correlation with BLEU, TER and
METEOR than HTER itself. This seems to indi-
cate that the new label captures different informa-
tion than BLEU, TER and METEOR. Therefore,
we believe that the new label and standard evalu-
ation metrics provide complementary information
on translation quality.

In terms of features, most are similar to
those used by the systems submitted last year,
which are aggregations of sentence-level fea-
ture values. Therefore, our hypothesis that
discourse/document-aware features would show
better results on evaluating full document was not
proved. Systems using discourse-aware features
(USHEF/GRAPH-DISC) did not show improve-

ments relative to the baseline system. This could
be an indication of the limitations of the features
or of the labels themselves.

QE at the phrase level
One of the main motivations for switching from
the word level to phrase level is the fact that MT
errors are often context-dependent, and the wrong
choice of a word might be explained by an error
in its context. A good example of such errors are
adjectives that take the gender of the noun they
depend on, and become erroneous if this noun is
replaced with another noun of a different gender.

This motivation suggests that the phrases to be
used as atomic units in a phrase-level QE sys-
tem should be syntactically motivated. However,
there can be other approaches. For example, the
very popular SMT systems manipulate sequences
of words as opposed to single words. These se-
quences – referred to as “phrases” – are not lin-
guistically motivated phrases. During decoding
these phrases are selected or rejected as atomic
units (regardless of the quality of the individual
words they consist of), and thus it may be useful
to estimate the quality of the entire phrase.

Overall, there is no single answer to what
should be considered as a “phrase” in a phrase-
level QE system. A fully-fledged phrase-level QE
system should be able to handle both the segmen-
tation of a sentence into phrases and the labelling
of each phrase for quality. However, each of these
two steps is a complex problem on itself. There-
fore, for the first edition of the task we decided to
simplify it and provide the phrase segmentation.
Following Logacheva et al. (2015), we considered
a “phrase” the final segmentation produced by the
SMT decoder by an MT decoder that generated
the automatic translations in the dataset. This seg-
mentation is useful for decoding-time QE.

The baseline phrase-level QE system uses a
set of features which were originally designed
for sentences and later adapted for smaller se-
quences. These features were used to train a CRF
model. Participants chose many different tech-
niques to model the task. The best performing
ones are deep neural networks: the Recurrent Neu-
ral Network from the POSTECH team which pre-
dicts the phrase-level label and the CDACM Re-
current Neural Network whose word-level predic-
tions were successfully applied to the phrase-level
task. Two of the submitted models make use of
the baseline feature set: the USFD team enhanced
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it with context information, while the UAlacante
team combined it with features based on pseudo-
reference translations coming from a number of
sources.

Several teams attempted to take into account
the predictions for other the task at other levels.
The phrase-level submission from CDACM sim-
ply labels the phrase-level test set using word-
level predictions; while the UAlacant submission
uses the probability of each word in a phrase be-
ing labelled as BAD along with other external fea-
tures. Similarly, USFD uses information on word
labels within a phrase as well as the information
on sentence-level quality.

Comparison of word-level and phrase-level
models The word-level and phrase-level sys-
tems that participated in Tasks 2 and 2p are not di-
rectly comparable. Although they are evaluated on
the same test sentences, and the labels for the test
set come from the same post-editions, they are not
identical. The labels for the phrase-level test set
were modified in order to comply with the phrase-
level training data. We established a pessimistic
approache where a phrase is considered BAD if
any of its words is BAD. We changed the word-
level labels so that all labels within a BAD phrase
are also BAD. This is analogous to replacing some
OK labels with BAD labels for words.

Nevertheless, we can still try to compare the
word-level and phrase-level submissions if we
change the word-level submissions appropriately.
Let us consider that a word-level QE model was
used to label phrases for quality. Following the
rules mentioned above we will label a phrase as
BAD if our QE model labelled any of words of
this phrase as BAD. After performing this trans-
formation we can use the Task 2p test set to eval-
uate both phrase-level and (modified) word-level
submissions.

While this comparison is an approximation as
the submitted word-level models were not trained
to predict the quality of phrases, it still al-
lows a rough comparison between word-level and
phrase-level QE models. One of the purposes
of the phrase-level task was to understand if the
subsentence-level QE can benefit from joint la-
belling of groups of words, and this cross-task
comparison is a means to try to answer that ques-
tion.

Table 29 contains the joint results of Tasks 2 and
2p. The best-performing system is the winning

word-level submission. Moreover, the word-level
systems tend to perform better in this task in gen-
eral: the top seven positions in this joint table are
occupied by the word-level systems. Some of the
phrase-level systems which performed well turn
out not to be better than the word-level baseline
system. Presumably, this result means that defin-
ing the quality for individual words yields better
results in general.

Another observation we can make from this ta-
ble is the change in the significance level of the re-
sults: some of the word-level submissions which
were significantly different from the word-level
baseline model in the original (word-level) task
are no longer different in the phrase-level version.
This can shed some light on the difficulties we had
with defining the single best phrase-level system:
perhaps the lack of significance in the differences
between the labellings is derived from the phrase-
level task itself. Alternatively, as it was discussed
in Section 6.5, it could be explained by the fact that
F1-mult score is not a suitable metric for phrase-
level QE.

In order to examine how the phrase-level task
relates to the word-level one more closely we per-
formed a different comparison. Some of the teams
presented their results for both variants of Task 2,
and the majority of them have similar models for
both levels: they tried to adapt their original word-
level system for the phrase-level task. We can
compare these pairs of systems to see if the adap-
tation was successful. This is not a direct compar-
ison, because the models, although similar, can-
not be identical due to differences between words
and phrases. This comparison was only done for
analysis, as it can give us more insights on the fu-
ture perspectives for the phrase-level task. Table
30 outlines the results of this comparison.25

Here, in order to enable the direct comparison,
we adapted the word-level systems to phrase-level
test set the same way as we did for Table 29. It can
be clearly seen that the performance of word-level
systems is better than that of the analogous phrase-
level systems. There are multiple possible reasons
for that, for example, wrong choice of phrase-level
features, limitations of models originally designed
for word-level QE in dealing effectively with word

25The submission by the CDACM team was not included
in the table because their phrase-level submission is an adap-
tation of word-level predictions to phrase level. It was per-
formed analogously to our word-level submissions adapta-
tion, therefore it should be no different.
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System ID F1-mult ↑
English-German

• word UNBABEL/ensemble 0.517
word UNBABEL/linear 0.487
word UGENT-LT3/SCATE-RF 0.426
word POSTECH/WORD-RNN-QV3 0.399
word UGENT-LT3/SCATE-ENS 0.395
word POSTECH/WORD-RNN-QV2 0.388
word CDACM/RNN 0.381
phrase CDACM/RNN 0.379
phrase POSTECH/PHR-RNN-QV3 0.378
phrase POSTECH/PHR-RNN-QV2 0.369
word UAlacant/SBI-Online-baseline 0.369
phrase USFD/W&SLP4PT 0.367
word SHEF/SHEF-MIME-0.3 0.367
word SHEF/SHEF-MIME-1 0.367
phrase USFD/CONTEXT 0.364
word BASELINE 0.360
word RTM/s5-RTM-GLMd 0.344
phrase RTM/s5-RTM-GLMd 0.327
phrase BASELINE 0.321
word RTM/s4-RTM-GLMd 0.313
phrase RTM/s4-RTM-GLMd 0.307
word UAlacant/SBI-Online 0.290
phrase UAlacant/SBI-Online-baseline 0.259
phrase UAlacant/SBI-Online 0.097

Table 29: Comparison of submissions for Tasks 2 and 2p in terms of word-level F1-mult scores computed on the test set used
for the Task 2p. Word-level systems (Task 2) are indicated by “word”, while phrase-level systems (Task 2p), by “phrase”.
The winning submission is indicated with •. The grey area indicates the models which are not significantly different from
the word-level baseline system, the cyan area indicates the models which are not significantly different from the phrase-level
baseline.

System ID Word-level Phrase-level
English-German

POSTECH/RNN-QV3 0.399 0.378
POSTECH/RNN-QV2 0.388 0.369
RTM/s5-RTM-GLMd 0.344 0.327
RTM/s4-RTM-GLMd 0.313 0.307
Ualacant/SBI-Online-baseline 0.369 0.259
Ualacant/SBI-Online 0.290 0.097

Table 30: Comparison of systems’ performance in Task 2 (word-level) and 2p (phrase-level). Performance is evaluated in
terms of word-level F1-mult scores computed on the test set used for the Task 2p. The submissions to the word-level task are
modified in order to comply with the phrase-level task.

sequences.
Nevertheless, it is worth noticing the phrase-

level QE systems introduced a number of inter-
esting strategies that allowed them to outperform
a strong baseline phrase-level model. Finally, we
recall that the evaluation metric – word-level F1-
mult – has difficulties to distinguish phrase-level
systems. This suggests that we may need to find a
different metric for evaluation of the phrase-level
task, with phrase-level F1-mult one of the candi-
dates.

7 Automatic Post-editing Task

This year WMT hosted the second round of the
shared task on MT automatic post-editing (APE),
which consists in automatically correcting the er-
rors present in a machine translated text. As

pointed out by Chatterjee et al. (2015b), from the
application point of view the task is motivated by
its possible uses to:

• Improve MT output by exploiting informa-
tion unavailable to the decoder, or by per-
forming deeper text analysis that is too ex-
pensive at the decoding stage;

• Cope with systematic errors of an MT system
whose decoding process is not accessible;

• Provide professional translators with im-
proved MT output quality to reduce (human)
post-editing effort;

• Adapt the output of a general-purpose MT
system to the lexicon/style requested in a spe-
cific application domain.
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Also this year, the general framework consisted
in a “black box” scenario in which the MT sys-
tem that produced the translations is unknown to
the participants and cannot be modified. How-
ever, building on the lessons learned in the first pi-
lot round (Bojar et al., 2015), some changes have
been made.

The major differences concern the domain and
the origin of the data. First, we moved from
the general news domain to the more specific
information technology (IT) domain. This
novelty is motivated by the difficulties observed in
the pilot round, in which the baseline (the simple
do-nothing APE system that leaves all the test sen-
tences unmodified) remained unbeaten. Indeed,
the scarce repetitiveness of the news domain pre-
vented participants to learn from the training data
effective correction patterns that are also applica-
ble to the test set. Second, concerning the ori-
gin of the data, we moved from post-edits ob-
tained from non-professional crowdsourced work-
force to material collected from professional trans-
lators. Data collected from trained professionals
represents first of all a more standard scenario for
the translation industry. Besides this, they are con-
sidered to guarantee higher translation coherence,
feature higher repetitiveness and, eventually, make
the APE task more feasible by automatic systems.

Other changes concern the language combina-
tion and the evaluation mode. As regards the
languages, we moved from English-Spanish to
English-German, which is one of the language
pairs covered by the QT21 Project26 that sup-
ported data collection and post-editing. Con-
cerning the evaluation, we changed from TER
scores computed both in case-sensitive and case-
insensitive mode to a single ranking based on case
sensitive measurements.

Besides these changes the new round of the
APE task included some extensions in the evalu-
ation. BLEU (Papineni et al., 2002) has been in-
troduced as a secondary evaluation metric to mea-
sure the improvements over the rough MT output.
In addition, to gain further insights on final output
quality, a subset of the outputs of the submitted
systems has also been manually evaluated.

Based on these changes and extensions, the
goals of this year’s shared task were to: i) im-
prove and stabilize the evaluation framework in
view of future rounds, ii) analyze the effect on task

26http://www.qt21.eu/

feasibility of data coming from a narrow domain,
iii) analyze the effect of post-edits collected from
professional translators, iv) analyze how humans
perceive TER/BLEU performance differences be-
tween different systems, v) measure the progress
made during one year of research on the APE task.

Although the changes made with respect to the
first pilot round prevent from fair and informa-
tive result comparisons, we believe that these ob-
jectives were successfully achieved. Most notice-
ably, the higher feasibility of the task brought by
domain-specific data and professional post-edits
resulted in significant baseline improvements (up
to 3.2 TER and 5.5 BLEU points), which are also
evident to human evaluation. These positive re-
sults, together with the increase in the number of
participants with respect to the pilot round (from
four to six), represent a good starting point for fu-
ture rounds of the APE task.

7.1 Task description

Similar to last year, participants were provided
with training and development data consisting of
(source, target, human post-edit) triplets, and were
asked to return automatic post-edits for a test set of
unseen (source, target) pairs.

7.1.1 Data
One of the findings of the first pilot task was that
the origin and the domain of the data pose specific
challenges to the participating systems. In particu-
lar, our analysis highlighted the strong dependence
of system results on data repetitiveness, which
tends to be higher within restricted domains and
with coherent post-edits. On one side, restricted
domains are more likely to feature smaller vocabu-
laries and to be more repetitive (or, in other terms,
less sparse). This situation, in turn, will likely de-
termine a higher applicability of the learned error
correction patterns. On the other side, coherent
post-edits (like those produced within controlled
professional environments) will result in a lower
variability in the correction of specific errors and,
in turn, in favorable conditions to learn and gather
reliable statistics. These considerations motivate
some of the major changes of this year’s round
of the APE task, namely those concerning the do-
main (a specific one as opposed to news) and the
origin of the post-edits (from professional transla-
tors instead of crowdsourced).

The data used this year was released by the
QT21 Project. This material was obtained by
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randomly sampling from a collection of English-
German (source, target, human post-edit) triplets
drawn from the Information Technology (IT)
domain.27 Also this year, the main reason for ran-
dom sampling was to induce a higher data homo-
geneity and, in turn, to increase the chances that
correction patterns learned from the training set
can be applied also to the test set. The down-
side of losing information yielded by text coher-
ence (an aspect that some APE systems might take
into consideration) has hence been accepted in ex-
change for a higher error repetitiveness across the
three data sets.

The training and development sets respectively
consist of 12, 000 and 1, 000 instances. In each
instance:

• The source (SRC) is a tokenized English sen-
tence whose length ranges between 3 and 30
tokens;

• The target (TGT) is a tokenized German
translation of the source. Translations were
obtained with a statistical MT system.28 This
information, however, was unknown to par-
ticipants, for which the MT system was a
black-box.

• The human post-edit (PE) is a manually-
revised version of the target, done by profes-
sional translators.29

Test data (2, 000 instances) consists of (source,
target) pairs having similar characteristics of those
in the training set. Human post-edits of the test
target instances were left apart to measure system
performance.

Table 31 provides some basic statistics about
the data. As discussed in Section 7.3, the differ-
ences in the domain and the origin of this year’s
data can contribute to explain the large improve-
ments over the baseline, which in the first pilot
round unfortunately remained unbeaten. These
differences are highlighted by the Repetition Rate

27The source sentences (together with their reference
translations which were not used for the task) were provided
by TAUS (https://www.taus.net/) and originally come
from a unique IT vendor.

28It consists of a phrase-based machine translation system
leveraging generic and in-domain parallel training data and
using a pre-reordering technique (Herrmann et al., 2013). It
takes also advantages of POS and word class-based language
models.

29German native speakers working at Text&Form https:
//www.textform.com/.

(RR30) scores reported in Table 32. Values are in-
deed very close to those observed in the IT-related
corpus (the Autodesk Post-Editing Data corpus31)
that was used last year as a term of comparison to
motivate the high difficulty of dealing with news
data.

7.1.2 Evaluation metric

System performance was evaluated by computing
the distance between automatic and human post-
edits of the machine-translated sentences present
in the test set (i.e. for each of the 2, 000 target
test sentences). Differently from the first edition of
the task, in which this distance was only measured
in terms of Translation Error Rate (TER) (Snover
et al., 2006), this year the BLEU (Papineni et al.,
2002) score was also used. TER is an evalua-
tion metric commonly used in MT-related tasks
(e.g. in quality estimation) to measure the mini-
mum edit distance between an automatic transla-
tion and a reference translation.32 BLEU is the
reference metric for MT evaluation and is based
on modified n-gram precision to find how many of
the n-grams in the candidate translation are present
in the reference translation over the entire test set.
The main difference between the two metrics is
that TER works at word level, while BLEU takes
advantage of words and n-grams with n from 2 to
4. Systems were ranked based on the average TER
calculated on the test set by using the TERcom33

software: lower average TER scores correspond
to higher ranks. BLEU was computed using the
multi-bleu.perl package34 available in MOSES.

Differently from the pilot round, in which TER
was computed both in case-sensitive and case-
insensitive mode, this year we opted for only one
mode. Working with German, for which case er-
rors are of crucial importance, participants’ sub-
missions were evaluated with the more strict case-
sensitive mode.

30Repetition rate measures the repetitiveness inside a text
by looking at the rate of non-singleton n-gram types (n=1...4)
and combining them using the geometric mean. Larger value
means more repetitions in the text.

31https://autodesk.app.box.com/
Autodesk-PostEditing

32Edit distance is calculated as the number of edits (word
insertions, deletions, substitutions, and shifts) divided by the
number of words in the reference. Lower TER values indicate
lower distance from the reference as a proxy for higher MT
quality.

33http://www.cs.umd.edu/˜snover/tercom/
34https://github.com/moses-smt/mosesdecoder/

blob/master/scripts/generic/multi-bleu.perl
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Tokens Types Lemmas
SRC TGT PE SRC TGT PE SRC TGT PE

Train (12,000) 201,505 210,573 214,720 9,328 14,185 16,388 5,628 11,418 13,244
Dev (1,000) 17,827 19,355 19,763 2,931 3,333 3,506 1,922 2,686 2,806
Test (2,000) 31,477 34,332 35,276 3,908 4,695 5,047 2,479 3,753 4,050

Table 31: Data statistics.

APE@WMT15 APE@WMT16
(EN-ES, news, crowd) (EN-DE, IT, prof.)

SRC 2.905 6.616
TGT 3.312 8.845
PE 3.085 8.245

Table 32: Repetition Rate (RR) of the WMT15 (English-
Spanish, news domain, crowdsourced post-edits) and
WMT16 (English-German, IT domain, professional post-
editors) APE Task data.

7.1.3 Baseline
The official baseline results are the TER and
BLEU scores calculated by comparing the raw MT
output with the human post-edits. In practice, the
baseline APE system is a system that leaves all the
test targets unmodified.35 Baseline results are re-
ported in Table 34.

Monolingual translation as another term of
comparison. To get some insights about the
progress with respect to the first pilot task, partic-
ipating systems were also evaluated against a re-
implementation of the approach firstly proposed
by Simard et al. (2007).36 Last year, in fact, this
statistical post-editing approach represented the
common backbone of all submissions (this is also
reflected by the close results achieved by partici-
pants in the pilot task). For this purpose, a phrase-
based SMT system based on Moses (Koehn et al.,
2007) was used. Translation and reordering mod-
els were estimated following the Moses protocol
with default setup using MGIZA++ (Gao and Vo-
gel, 2008) for word alignment. For language mod-
eling we used the KenLM toolkit (Heafield, 2011)
for standard n-gram modeling with an n-gram
length of 5. Finally, the APE system was tuned on

35In the case of TER, the baseline is computed by averag-
ing the distances between each machine-translated sentence
and its human-revised version. The actual evaluation metric
is the human-targeted TER (HTER). For the sake of clarity,
since TER and HTER compute edit distance in the same way
(the only difference is in the origin of the correct sentence
used for comparison), henceforth we will use TER to refer to
both metrics.

36This is done based on the description provided
in (Simard et al., 2007). Our re-implementation, however,
is not meant to officially represent such approach. Discrep-
ancies with the actual method are indeed possible due to our
misinterpretation or to wrong guesses about details that are
missing in the paper.

the development set, optimizing TER/BLEU with
Minimum Error Rate Training (Och, 2003). The
results of this additional term of comparison are
also reported in Table 34.

For each submitted run, the statistical signifi-
cance of performance differences with respect to
the baselines and the re-implementation of Simard
et al. (2007) was calculated with the bootstrap
test (Koehn, 2004).

7.2 Participants
This year, six teams (two more than in the pilot
round) participated in the APE task by submitting
a total of eleven runs. Participants are listed in
Table 33; a short description of their systems is
provided in the following.

Adam Mickiewicz University. This system is
among the very first ones exploring the appli-
cation of neural translation models to the APE
task. In particular, it investigates the following
aspects: i) the use of artificially-created post-
edited data to train the neural models, ii) the log-
linear combination of monolingual and bilingual
models in an ensemble-like manner, iii) the ad-
dition of task-specific features in the log-linear
model to control the final output quality. Con-
cerning the data, in addition to the official train-
ing and development material, the system exploits
the English-German bilingual training material re-
leased for the IT-domain and news translation
shared tasks. The German monolingual common
crawl corpus admissible for these two tasks is also
exploited. This data is used by a “round-trip trans-
lation” approach aimed to artificially create the
huge amount of triples needed to train the neu-
ral models. Such models are attentional encoder-
decoder models (Bahdanau et al., 2014) trained
with subword units (Sennrich et al., 2015) in or-
der to deal with the limited ability of neural trans-
lation models to handle out-of-vocabulary words.
They include both monolingual models trained to
translate from TGT to PE, and cross-lingual mod-
els trained to translate from SRC to PE. An en-
semble is obtained through their log-linear combi-
nation with empirically-set weights (higher for the
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ID Participating team
AMU Adam Mickiewicz University, Poland (Junczys-Dowmunt and Grundkiewicz, 2016)
CUNI Univerzita Karlova v Praze, Czech Republic (Libovický et al., 2016)
DCU Dublin City University, Ireland
FBK Fondazione Bruno Kessler, Italy (Chatterjee et al., 2016)
JUSAAR Jadavpur University, India & Saarland University, Germany
USAAR Saarland University, Germany (Pal et al., 2016)

Table 33: Participants in the WMT16 Automatic Post-editing task.

TGT-to-PE model). Finally, a task-specific feature
based on string matching is added to the log-linear
combination to control the faithfulness of the APE
results with regard to the input. This is done by
penalizing words in the output that do not appear
in the input to be corrected.

Univerzita Karlova v Praze. Also this system
is based on the neural translation model with atten-
tion proposed by Bahdanau et al. (2014) and ex-
tends it to include multiple encoders able to man-
age different input representations. Each encoder
is a bidirectional RNN that takes in input a one-
hot vector for each representation of a word. The
decoder is an RNN which receives an embedding
of the previously produced word as an input in ev-
ery time step together with the hidden state from
the previous time step. The RNNs output is then
used to compute the attention and the next word
distribution. The attention is computed over each
of the encoders separately. The initial state of the
decoder is obtained by a weighted combination of
the encoders final states. To improve the capability
of the network to focus on the edits made by the
post-editors, the target sentence is converted in the
minimum-length sequence of edit operations per-
formed on the machine-translated sentence. For
this purpose, the network vocabulary is extended
adding two more tokens (keep and delete) and the
new representation is made of a sequence of keep,
delete and insert operations, where the insert op-
eration is defined by placing the word itself. The
different inputs used for the APE task submission
are the source sentence and its translation into the
target language and the sequence of edits. The
network is trained using only the task data. To
better handle the complexity of the German target
language, different language-dependent pre- and
post-processing are used, in particular, splitting
the contracted prepositions and articles and sep-
arating some pronouns from their case ending.

Dublin City University. This system is de-
signed as an automatic rule learning system. It
considers four types of editings, i.e. replace-
ment, deletion, insertion and reordering, as gener-
alized replacement (GR) editings. GR editings are
learned from aligning words in source and target
sentences and records replacement pairs and their
corresponding contexts for each source and target
sentence pair. When the source word is empty,
it is of an insertion editing; similarly, when the
target word is empty, it is of a deletion editing.
When the source words and target words in a GR
editing both comprise the same set of words but
with different orderings, it is of a reordering edit-
ing. The word-based GR editings and their gener-
alization which uses POSs to replace their context
words, comprise the whole rule set of GR editings.
There is no linguistic knowledge incorporated in
the system, which therefore can be applied to any
language for post-editing purposes. Three things
are learned from the training set, 1) the GR rules,
2) the precedence ordering of these rules, and 3)
the maximum number of rules to be applied to
a sentence. For each set of GR rules, the prece-
dence ordering can be ranked based on the counts
of replacement words, the counts of their context
words, the lengths of GR editings, the number
of occurrences of GR editings observed in train-
ing set and/or their combinations. In the training
phase, given a set of GR rules, the system will ap-
ply the rules to the training set using different set-
tings of precedence ordering and maximum num-
ber of rules to be applied for each sentence. The
system is trained when one setting is selected if
the system yields the best overall post-edited re-
sults by applying that setting. In the test phase,
the GR rules will be applied to each sentence in
the test set using the trained precedence ordering
and stop when the maximum number of rules to be
applied is met for that sentence.
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Fondazione Bruno Kessler. This system com-
bines the monolingual statistical approaches pre-
viously exploited in Chatterjee et al. (2015a) with
a factored machine translation model that is able to
leverage benefits from both. One is the monolin-
gual statistical translation approach proposed by
Simard et al. (2007). The other is the context-
aware variant proposed by Béchara et al. (2011).
The former is more robust and it better general-
izes the learned post-editing rules. The latter is
prone to data sparsity, word alignment and tun-
ing problems due to its richer representation of
the terms. Nevertheless, by integrating knowl-
edge about the source context in the learned rules,
its precision is a good complement to the higher
recall of (Simard et al., 2007). By enabling a
straightforward integration of additional annota-
tion (factors) at the word-level, factored transla-
tion models (Koehn and Hoang, 2007) are used
to leverage such complementarity. In the FBK
system they include part-of-speech-tag and class-
based neural language models (LM) along with
statistical word-based LM to improve the fluency
of the post-edits. These models are built upon
a data augmentation technique (i.e. the exten-
sion of the monolingual parallel corpus with the
post-edits available in the training data), which
helps to mitigate the problem of over-correction
in phrase-based APE systems. One of the submit-
ted runs incorporates a quality estimation model
(C. de Souza et al., 2013, 2014), which aims to
select the best translation between the MT output
and the automatic post-edit.

Jadavpur University & Saarland University.
This system contains three basic components: sta-
tistical APE, word deletion model and word sur-
face form correction model. The final generated
translation is the product of a multi-engine re-
ranking system. The statistical APE component
is based on the phrase-based APE approach of Pal
et al. (2015). MT outputs generally contain four
types of errors: presence of unwarranted words,
wrong word surface form, absence of some rele-
vant words, and wrong word order. The system
tries to address the first two types of errors. The
word deletion model is based on source language
context modelling and target language word dele-
tion frequency in the training data. The surface
form correction model tries to fix the morphologi-
cal errors by generating all possible surface forms
for each root word present in the MT output and

to select the most likely sequence of word sur-
face forms by applying a language model. The
word deletion model and the word surface form
correction model are applied to all the APE out-
puts. Finally, the generated translation candidates
are ranked using a ranking algorithm based on
language model information and a length-based
heuristic. The top ranked output is chosen as the
final APE output.

Saarland University. This system combines the
Operation Sequence Model (OSM) (Durrani et al.,
2011) with the classic phrase-based statistical MT
(PB-SMT) approach. The OSM-APE method rep-
resents the post-edited translation process as a lin-
ear sequence of operations such as lexical genera-
tion of post-edited translation and their orderings.
The translation and reordering decisions are con-
ditioned on n previous translation and reordering
decisions. This technique is able to model both lo-
cal and long-range reorderings that are quite useful
when dealing with the German language. To im-
prove the capability of choosing the correct edit to
process, eight new features are added to the log-
linear model. These features capture the cost of
deleting a phrase and different information on pos-
sible gaps in reordering operations. The monolin-
gual alignments between the MT outputs and their
post-edits are computed using different methods
based on TER, METEOR (Snover et al., 2006) and
Berkeley Aligner (Liang et al., 2006). Only the
task data is used for these submissions.

7.3 TER/BLEU results

The official TER and BLEU results achieved by
participants are reported in Table 34. The sub-
mitted runs are sorted based on the average (case-
sensitive) TER measured on test data, which was
this year’s primary evaluation metric.

Looking at the performance of the two base-
lines, i.e. the raw MT output (Baseline) and the
basic statistical APE approach of Simard et al.
(2007), the latter outperforms the former with both
metrics. This indicates that, under this year’s
evaluation conditions, the MT outputs could be
improved by learning from human post-editors’
work.

Differently from the pilot task (Bojar et al.,
2015), in which none of the runs was able to beat
the baselines, this year half of the participants
achieved this goal by producing automatic post-
edited sentences that result in lower TER (with a
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ID Avg. TER BLEU
AMU Primary 21.52 67.65
AMU Contrastive 23.06 66.09
FBK Contrastive 23.92 64.75
FBK Primary 23.94 64.75
USAAR Primary 24.14 64.10
USAAR Constrastive 24.14 64.00
CUNI Primary 24.31 63.32
(Simard et al., 2007) 24.64 63.47
Baseline 24.76 62.11
DCU Contrastive 26.79 58.60
JUSAAR Primary 26.92 59.44
JUSAAR Contrastive 26.97 59.18
DCU Primary 28.97 55.19

Table 34: Official results for the WMT16 Automatic Post-
editing task – average TER (↓), BLEU score (↑).

maximum of -3.24 points) and higher BLEU score
(up to +5.54 points). All differences with respect
to such baselines are statistically significant. This
suggests that the correction patterns learned from
the data were reliable enough to allow most sys-
tems to effectively correct the original MT output.

The obvious question is whether the improve-
ments observed this year are due to the new data
set (i.e. domain-specific texts and professional
post-edits) or to a real technology jump (i.e. the
use of neural end-to-end APE systems, factored
or operational sequential models). A partial an-
swer is given by the performance of the approach
of Simard et al. (2007), which we run on the data
of both rounds of the APE task with the same im-
plementation. Although its results on the two test
sets are difficult to compare (also due to the differ-
ent language setting), the overall TER scores and
the relative distances with respect to the other sub-
mitted runs can give us some indications.

First of all, on the pilot test set, the basic statis-
tical APE method damaged the original MT out-
put quality, with a TER reduction of about 1 point.
On this year’s data it achieves a small improve-
ment (though statistically significant only in terms
of BLEU). This suggests that, as hypothesized in
Section 7.1.1, the higher repetitiveness featured by
the selected data can facilitate the work of the APE
systems. The new scenario, with repetition rates
for SRC, TGT and PE that are more than twice the
values measured last year (see Table 32), makes
them able to learn from the training data a larger
number of reliable and re-applicable correction
patterns. However, the large improvements ob-

tained this year by the top runs can only be reached
by moving from the basic statistical MT backbone
shared by all last year’s participants to new and
more reliable APE solutions. Indeed, its distance
from the top-ranked systems has increased from
0.6 up to 3.12 TER points. While on one side it
is true that the new data made the task easier, on
the other side the deployed solutions and the in-
creased results’ distance over the basic statistical
APE approach indicate a significant step forward.

In terms of TER and BLEU evaluations, there
are minor differences (only for the lower ranked
systems) between the two rankings. This confirms
that both metrics capture similar linguistic phe-
nomena and the use of n-grams does not show par-
ticular advantages.

7.4 System/performance analysis

Differently from the pilot round, in which TER re-
sults were more concentrated (the difference be-
tween the top and the lowest ranked system was
about 1.5 points), this year systems’ performance
is distributed within an interval of about 7.5 points.
Indeed, the two rankings of Table 34 can be seen
as composed of three blocks: the best system,
the systems scoring around the baselines and the
lower performing systems. Trying to go beyond
rough TER/BLEU measurements and to shed light
on such performance differences, in this section
we focus on a more fine-grained analysis of sys-
tems’ behaviour and the corresponding errors.

7.4.1 System behaviour
A first interesting aspect to analyse is systems’ be-
haviour which, compared to last year, reflects the
larger variety of approaches explored. Does this
variety result in major differences in the correc-
tion strategies/operations? To answer this ques-
tion, we first analysed the submitted runs taking
into consideration the changes made by each sys-
tem to the test instances. Table 35 shows the num-
ber of modified, improved and deteriorated sen-
tences. It’s worth noting that, as observed last
year, for all the systems the number of modified
sentences is higher than the sum of the improved
and the deteriorated ones. This difference is rep-
resented by modified sentences for which the cor-
rections do not yield TER variations. This grey
area, for which quality improvement/degradation
can not be automatically assessed, contributes to
motivate the human evaluation discussed in Sec-
tion 7.5
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Modified Improved Deteriorated
AMU Primary 1,613 935 374
AMU Contrastive 1475 776 386
FBK Contrastive 640 377 148
FBK Primary 654 384 153
USAAR Primary 421 290 74
USAAR Contrastive 499 314 105
CUNI Primary 498 284 138
(Simard et al., 2007) 700 320 253
DCU Contrastive 407 48 314
JUSAAR Primary 1,521 320 835
JUSAAR Contrastive 1,540 326 837
DCU Primary 797 54 651

Table 35: Number of test sentences modified, improved and deteriorated by each submitted run.

Looking at the numbers in Table 35, it be-
comes evident that the overall number of modi-
fied sentences is considerably larger than in the
pilot task. On average, the best run submitted
by each team modified 42.5% sentences. This
amount is much larger than last year, when the
percentage was 18.0%, probably due to the higher
repetitiveness of the data which makes possible
to learn more reliable and applicable correction
rules. The same holds for the average number
of improved sentences, which this year is signif-
icantly larger (18.7% vs. 11% in the pilot). This
trend is confirmed by the performance of our re-
implementation of Simard et al. (2007), which
modified 35% of the sentences (vs. 26% in the
pilot), improving 45% (vs. 11% last year) and de-
teriorating 36% of them (vs. 61%).

These figures, however, vary considerably
across the submitted runs. Among the systems that
improve over the basic statistical APE approach,
the top-ranked one modified an impressive num-
ber of test sentences (80%), which is more than
twice the amount of items changed by the other
submissions. For the same system, the improved
and the deteriorated ones are respectively about
58% and 23% of the total, which is in line with the
other participants that improved the baseline. An
interesting general conclusion that we can draw is
that the neural approach adopted by the top-ranked
system allowed it to better cope with the data spar-
sity issues that affect the other methods (despite
the higher repetitiveness of this year’s data). More
thorough investigations that are beyond the scope
of this overview should verify the hypothesis that
learning and generalising rules from a relatively
small amount of human post-edits is easier with

Figure 10: System Behaviour – TER(MT, APE)

neural models than with pure statistical solutions.
Another aspect that should be checked is whether
the neural solution performs better per se or thanks
to the much larger amount of training data needed
for its deployment.

Further insights about systems’ behaviour can
be drawn from the analysis of Figure 10. It plots
the distribution of the edit operations done by each
system (insertions, deletions, substitutions, shifts)
obtained by computing the TER between the orig-
inal MT output and the output of each system as
reference (only for the primary submissions).

The figure evidences some interesting trends,
starting from the much larger proportion of shifts
made by the top-ranked neural approach. More
than 450 shift operations (9.2% of the total),
in fact, represent the major difference between
the behaviour of the winning system and all the
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Figure 11: System Error – TER(APE, human post-edits)

other submissions (the second-ranked one per-
forms only 26 shifts, 2.5% of the total). It is likely,
but this should be verified, that the available train-
ing data featured correction patterns that the neural
method was able to model and re-apply better than
the other solutions. Overall, the behaviour of the
best system is the most balanced with respect the
three other operations. In total, insertions, dele-
tions and substitutions (respectively 1,132, 1,465
and 1,807) are considerably more that those made
by the other systems and they are more evenly dis-
tributed (23%, 30% and 37% respectively). As a
term of comparison, the second-ranked primary
submission performed much less operations (83
insertions, 652 deletions and 248 substitutions),
with a clear predominance (65%) of deletions that
is common also to other submissions. As a gen-
eral remark, best results seem to be associated with
a rather homogeneous distribution of the types of
correction patterns learned by the system.

7.4.2 System error
Another interesting aspect to analyse is the effect
of the different methods on the types of errors
made by each system. Does the variety in the ap-
proaches result in major differences in the types of
errors made? To answer this question, Figure 11
plots the distribution of the edit operations needed
to transform the output of each system into the
human post-edits available for each test sentence.
Such distribution of systems’ errors is obtained by
computing the TER between their output and the
human post-edits of the original translations as ref-
erence.

The figure does not show visible trends that can
provide us with useful hints. In terms of error dis-
tribution, the task baseline, our re-implementation
of Simard et al. (2007), and the submitted pri-
mary runs show almost identical ratios. Inser-
tions range between 17% and 20% of the total,
deletions range between 23% and 28%, substitu-
tions range between 44% and 49%. The high-
est percentage of substitution errors suggests that
the major problem for all systems is the lexical
choice. Half of the errors in the APE output be-
long to this error category, indicating that learn-
ing the appropriate lexical replacements from hu-
man post-edits is still one of the main challenges.
Comparing the error distribution in the MT base-
line (our ground truth in terms of what has to be
corrected) with the actions actually made by each
system as shown in Figure 10, it is interesting to
emphasise the higher similarity with the distribu-
tions of the operations made by the top-performing
system. “AMU Primary”, indeed, seems to per-
form a slightly larger amount of insertions com-
pared to the total insertions actually needed, while
the other operations are substantially in line with
the expected amount. Based on TER information,
nothing can be said about which of them are actu-
ally correct/wrong. The only conclusions we can
draw at this stage are: i) a good amount of MT
errors is corrected (the global TER decreases), ii)
the actions of the top-performing system are quite
evenly distributed, iii) such distribution is the clos-
est to the distribution of ground truth operations
but iv) errors (missing corrections and/or wrong
corrections) still remain in all classes.

In light of these considerations, we performed
further analysis by evaluating this years’ APE sub-
missions also from another point of view. To this
aim, in the next section we try to understand the re-
lation between the participants’ performance and
the human perception of translation quality.

7.5 Human Evaluation

To assess the quality of APE systems and produce
a ranking based on human judgement, as well as
analyze how humans perceive TER/BLEU perfor-
mance differences between the submitted systems,
two runs of human evaluations were conducted.
The whole evaluation took approximately a month
and was performed mainly by student translators
who annotated the APE systems’ outputs. This
subsection describes the human evaluation pro-
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cedure, gives details about the annotators’ back-
grounds and profiles, and finally presents the re-
sults of the evaluation.

7.5.1 Evaluation Procedure
The two runs of human evaluation were conducted
using the Appraise37 (Federmann, 2012) open-
source annotation platform through the ranking
task interface. A ranking task consists of a source
segment and the outputs of up to 5 anonymized
APE systems randomly selected from the set of
participants and displayed in random order to hu-
man evaluators. The main difference between the
two evaluation runs is the following: for the first
run, the annotators were presented with a transla-
tion reference consisting of the manual post-edit of
the machine-translated source segment, while for
the second run no translation reference was pre-
sented to the human evaluator. For both evaluation
runs, the non-post-edited MT output was included
among the systems to evaluate. For the second
evaluation run, the human post-edited version of
the MT output was included among the systems to
evaluate.

A total of 200 randomly extracted source seg-
ments taken from the test set presented in Table 31
with their corresponding systems’ outputs were
considered for the first evaluation run, while 100
source segments went through the second run. The
decision to consider a larger set of segments for
the first evaluation run is based on the previous
editions of WMT, where human evaluations con-
ducted for the translation tasks included a transla-
tion reference. The smaller scale evaluation for the
second run can be seen as a pilot study, where no
translation reference is given to the annotators and
where the human post-edit is presented as part of
the anonymized systems. The latter setup allows
us to see if APE systems can reach human post-
editing in terms of quality while avoiding evalua-
tion bias towards a reference.

We carried out six annotation sessions in a con-
trolled environment of approximately 45 to 60
minutes each, divided in two blocks of equal dura-
tion with a small break in between. Prior to the hu-
man evaluation task, we provided annotators with
a pilot study in order to be introduced to the rank-
ing task and be familiarized with the annotation
interface. For each source sentence, five systems’
outputs were randomly selected among the partic-

37https://github.com/cfedermann/Appraise

ipants and the non-post-edited MT output. For the
second evaluation run, the human post-edit was in-
cluded in the random selection of target sentences
to annotate. The human annotators then ranked the
outputs from 1 to 5 (1 being the best) with ties al-
lowed. All source segments were evaluated by at
least 3 annotators. The annotations were then used
with the TrueSkill38 adaptive ranking system to
produce a score for each system based on their in-
ferred means (Sakaguchi et al., 2014). This score
was used to sort and cluster the systems submitted
by the participants, as well as the MT output and
the human post-edit, and produce the final ranking
presented in Section 7.5.3

7.5.2 Annotators Background
A total of 37 annotators participated in the man-
ual evaluation of APE systems, including 30
5th semester B.A. students in the Comparative
Linguistics, Literature, and Translation program
taught in Saarland University.39 The remaining
7 evaluators are expert translators and lecturers
at Saarland University in the Applied Linguis-
tics, Translation and Interpreting department.40

Among the annotators, 34 are native German
speakers with strong English skills and have com-
pleted introductory courses such as translation the-
ory and translation studies, machine translation,
CAT tools, and MT evaluation and post-editing.
The remaining 3 annotators have strong German
skills and have been living in Germany for several
years.

7.5.3 Results
The first and second runs of human evaluation re-
sults are respectively presented in Table 36 and Ta-
ble 37.

The first run shows a preference for the AMU
Primary system compared to the other submis-
sions (Table 36). These results confirm those ob-
tained with the automatic metrics as shown in Ta-
ble 34 and we can see that two systems are above
the Baseline (the raw MT output). The CUNI
Primary and USAAR Primary systems are in the
same cluster with the Baseline, which indicates a
non-significant difference with p ≤ 0.05. Two
systems are in a single cluster below the base-
line, namely JUSAAR Primary and DCU Primary,
being on par with the results obtained using au-

38https://github.com/keisks/wmt-trueskill
39http://fr46.uni-saarland.de/?id=2393
40http://fr46.uni-saarland.de
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# Score Range ID
1 1.967 1 AMU Primary
2 0.033 2 FBK Primary
3 -0.108 3-4 CUNI Primary

-0.191 3-5 USAAR Primary
-0.211 3-5 Baseline

4 -0.712 6-7 JUSAAR Primary
-0.778 6-7 DCU Primary

Table 36: Results of the first run of human evaluation in-
cluding human post-edited MT output as translation refer-
ence. Scores and ranges are obtained with TrueSkill (Sak-
aguchi et al., 2014). Lines between systems indicate clusters
according to bootstrap resampling at p-level p ≤ 0.05 based
on 1, 000 runs. Systems within a cluster are considered tied.

# Score Range ID
1 2.058 1 Human Post-edit
2 0.867 2 AMU Primary
3 -0.213 3-4 CUNI Primary

-0.348 3-6 FBK Primary
-0.374 3-6 USAAR Primary
-0.499 5-7 Baseline
-0.675 6-8 JUSAAR Primary
-0.816 7-8 DCU Primary

Table 37: Results of the second run of human evaluation
without translation reference provided to annotators. Scores
and ranges are obtained with TrueSkill (Sakaguchi et al.,
2014). Lines between systems indicate clusters according to
bootstrap resampling at p-level p ≤ 0.05 based on 1, 000
runs. Systems within a cluster are considered tied.

tomatic metrics. The correlation between auto-
matic metrics and the first manual evaluation run
indicates the reliability of popular MT metrics for
the evaluation of APE systems. On average, an-
notators needed 53 seconds to perform one rank-
ing task, while the fastest ranking was performed
in 18.3 seconds and the slowest one took more
than 4 minutes and 30 seconds (averaged over at
least 3 annotators for the same source segment).
The agreement between annotators on the first run
of evaluation is k = 0.481 according to Fleiss’
Kappa (Fleiss, 1971).

The results of the second run of manual evalua-
tion (Table 37) show that the human post-editing
of MT output is preferred by human annotators
when compared to the other systems’ outputs,
reaching the first position. It indicates that, in spite
of the significant improvements over the original
MT output, none of the submitted APE systems
managed to reach the translation quality achieved
by human post-editing. The second position in
the ranking is reached by the AMU Primary sys-

tem, while a single cluster is ranked third and con-
tains all the remaining systems as well as the Base-
line. This smaller amount of clusters can be due
to the limited scale of the second run of manual
evaluation involving 100 source segments only,
compared with the 200 segments for the first run.
However, this second run shows that the AMU Pri-
mary system is again preferred by human evalua-
tors compared to the other systems without nec-
essarily being closer to the human post-edited MT
output, which is not included as a translation refer-
ence, and thus without biasing human judgements.
The agreement between annotators for the second
run of evaluation is slightly lower compared to
the first run, with a Fleiss’ Kappa of k = 0.466.
For both runs, the inter-annotator agreement is
considered moderate. On average, the annota-
tors needed 60 seconds per ranking task, while the
fastest ranked outputs was completed in 21.7 sec-
onds and the slowest one in 3 minutes.

7.6 Lessons learned and outlook

The objectives of this pilot APE task were to: i)
improve and stabilize the evaluation framework in
view of future rounds, ii) analyze the effect on task
feasibility of data coming from a narrow domain,
iii) analyze the effect of post-edits collected from
professional translators, iv) analyze how humans
perceive TER/BLEU performance differences be-
tween different systems, v) measure the progress
made during one year of research on the APE task.

Concerning the first point, no specific issues
emerged this year calling for major changes. The
overall format, starting from the baselines and the
evaluation metrics adopted, will likely be kept also
for the next round.

As regards points ii) and iii) the positive effect
of domain-specific data and professional-quality
post-edits is evident. Most likely, these favorable
conditions for automatic post-editing will be kept
as well, also because they represent a more stan-
dard translation scenario compared to the generic
news domain.

Regarding point iv), an interesting finding of
the manual evaluation is a correlation between hu-
man judgements and the results obtained with au-
tomatic metrics. This confirms the reliability of
popular MT metrics, namely BLEU and TER, for
APE systems evaluation. Despite the baseline im-
provements and the significant overall TER/BLEU
gains, the feedback from human evaluators regard-
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ing the quality of the APE MT segments is not
fully positive yet, showing that there is still room
for improvement. One explanation for this is prob-
ably related to the domain specificity of the data
set used for this year’s APE shared task. Many
segments contain sets of instructions and com-
mands that are used in user manuals of the IT do-
main and were given to annotators without con-
text. The annotators also pointed out that they con-
sidered difficult to rank very similar segments, as
most APE systems do not make substantial modi-
fications of the MT output, which results in similar
outputs in terms of quality and leads to challeng-
ing comparisons for humans. This aspect is em-
phasized when no translation reference is given to
the annotators. In this case, only the top-ranked
system emerges as a source of corrections that are
significantly better than the baseline (in spite of
the impressive TER and BLEU gains, respectively
up to -3.24 and +5.54 points).

In terms of progress over the last year, this was a
successful follow-up. More participants, some of
which new, resulted in a larger variety in the sub-
mitted systems. Those pursuing the phrase-based
approach that dominated the pilot round managed
to improve over this common backbone in dif-
ferent ways. Other teams introduced interesting
novelties, bringing also into the APE framework
the popularity of neural approaches. The tangi-
ble result is represented by the large improvements
over the (last year unbeaten) baseline achieved by
most of the systems. Such gains indicate the good
potential of APE systems to improve MT output
in black-box conditions and motivate further re-
search and developments.
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Bojar, O., Ercegovčević, M., Popel, M., and
Zaidan, O. (2011). A grain of salt for the wmt
manual evaluation. In Proceedings of the Sixth
Workshop on Statistical Machine Translation,
pages 1–11, Edinburgh, Scotland. Association
for Computational Linguistics.

Bojar, O., Graham, Y., , and Stanojević, A. K. M.
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C. de Souza, J. G., González-Rubio, J., Buck, C.,
Turchi, M., and Negri, M. (2014). FBK-UPV-
UEdin participation in the WMT14 Quality Es-
timation shared-task. In Proceedings of the
Ninth Workshop on Statistical Machine Trans-
lation, Baltimore, MD, USA.

Callison-Burch, C., Fordyce, C. S., Koehn, P.,
Monz, C., and Schroeder, J. (2007). (Meta-
) evaluation of machine translation. In Pro-
ceedings of the Second Workshop on Statistical
Machine Translation, pages 136–158, Prague,
Czech Republic. Association for Computational
Linguistics.

Callison-Burch, C., Fordyce, C. S., Koehn, P.,
Monz, C., and Schroeder, J. (2008). Further
meta-evaluation of machine translation. In Pro-
ceedings of the Third Workshop on Statistical
Machine Translation, pages 70–106, Columbus,
Ohio. Association for Computational Linguis-
tics.

Callison-Burch, C., Koehn, P., Monz, C., Peter-
son, K., Przybocki, M., and Zaidan, O. (2010).
Findings of the 2010 joint workshop on statisti-
cal machine translation and metrics for machine
translation. In Proceedings of the Joint Fifth
Workshop on Statistical Machine Translation
and MetricsMATR, pages 17–53, Uppsala, Swe-
den. Association for Computational Linguistics.

Callison-Burch, C., Koehn, P., Monz, C., Post, M.,
Soricut, R., and Specia, L. (2012). Findings of
the 2012 workshop on statistical machine trans-
lation. In Proceedings of the Seventh Workshop
on Statistical Machine Translation, pages 10–
48, Montreal, Canada. Association for Compu-
tational Linguistics.

Callison-Burch, C., Koehn, P., Monz, C., and
Schroeder, J. (2009). Findings of the 2009
Workshop on Statistical Machine Translation.
In Proceedings of the Fourth Workshop on
Statistical Machine Translation, pages 1–28,
Athens, Greece. Association for Computational
Linguistics.

Callison-Burch, C., Koehn, P., Monz, C., and
Zaidan, O. (2011). Findings of the 2011 work-
shop on statistical machine translation. In Pro-
ceedings of the Sixth Workshop on Statistical
Machine Translation, pages 22–64, Edinburgh,
Scotland. Association for Computational Lin-
guistics.

Chatterjee, R., C. de Souza, J. G., Negri, M., and
Turchi, M. (2016). The FBK Participation in
the WMT 2016 Automatic Post-editing Shared
Task. In Proceedings of the First Conference on
Machine Translation, Berlin, Germany. Associ-
ation for Computational Linguistics.

Chatterjee, R., Turchi, T., and Negri, M. (2015a).
The FBK Participation in the WMT15 Auto-
matic Post-editing Shared Task. In Proceed-
ings of the 10th Workshop on Statistical Ma-
chine Translation (WMT).

Chatterjee, R., Weller, M., Negri, M., and Turchi,
M. (2015b). Exploring the Planet of the APEs: a
Comparative Study of State-of-the-art Methods
for MT Automatic Post-Editing. In Proceedings
of the 53rd Annual Meeting of the Association
for Computational Linguistics), Beijing, China.

Chung, J., Cho, K., and Bengio, Y. (2016). NYU-
MILA Neural Machine Translation Systems for
WMT16. In Proceedings of the First Confer-
ence on Machine Translation, Berlin, Germany.
Association for Computational Linguistics.

Cohen, J. (1960). A Coefficient of Agreement for
Nominal Scales. Educational and Psychologi-
cal Measurement, 20(1):37–46.
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A Pairwise System Comparisons by Human Judges

Tables 40–46 show pairwise comparisons between systems for each language pair. The numbers in each
of the tables’ cells indicate the percentage of times that the system in that column was judged to be better
than the system in that row, ignoring ties. Bolding indicates the winner of the two systems.

Because there were so many systems and data conditions the significance of each pairwise compar-
ison needs to be quantified. We applied the Sign Test to measure which comparisons indicate genuine
differences (rather than differences that are attributable to chance). In the following tables ? indicates sta-
tistical significance at p ≤ 0.10, † indicates statistical significance at p ≤ 0.05, and ‡ indicates statistical
significance at p ≤ 0.01, according to the Sign Test.

Each table contains final rows showing how likely a system would win when paired against a randomly
selected system (the expected win ratio score) and the rank range according bootstrap resampling (p ≤
0.05). Gray lines separate clusters based on non-overlapping rank ranges.
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LIMSI .64‡ .61‡ .59‡ .56‡ .53? .54† –
score .58 .37 .09 -.08 -.18 -.32 -.46
rank 1-2 1-2 3 4-5 4-6 5-7 6-7

Table 38: Head to head comparison, ignoring ties, for Romanian-English systems
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Table 39: Head to head comparison, ignoring ties, for English-Romanian systems
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Table 40: Head to head comparison, ignoring ties, for Czech-English systems
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TT-US’R-MIRA .100‡ .99‡ .99‡ .99‡ .99‡ .99‡ .99‡ .99‡ .99‡ .99‡ .100‡ .100‡ .99‡ .99‡ .97‡ .98‡ .95‡ .96‡ – .07‡
TT-US’R-HARM .99‡ .100‡ .100‡ .100‡ .100‡ .100‡ .100‡ .100‡ .100‡ .100‡ .100‡ .100‡ .100‡ .100‡ .100‡ .100‡ .99‡ .100‡ .93‡ –

score .59 .42 .34 .30 .30 .22 .19 .16 .15 .15 .13 .13 .13 .12 .07 -.02 -.43 -.54 -.113 -.132
rank 1 2 3 4-5 4-5 6-7 6-7 8-11 8-12 8-13 9-14 9-14 9-14 11-14 15 16 17 18 19 20

Table 41: Head to head comparison, ignoring ties, for English-Czech systems
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UEDIN-NMT – .38‡ .34‡ .36‡ .34‡ .34‡ .32‡ .31‡ .19‡ .21‡
ONLINE-B .62‡ – .50 .48 .49 .44† .43‡ .40‡ .30‡ .28‡
ONLINE-A .66‡ .50 – .52 .48 .44† .44† .44† .32‡ .25‡

UEDIN-SYNTAX .64‡ .52 .48 – .50 .46? .47 .40‡ .29‡ .29‡
KIT .66‡ .51 .52 .50 – .45† .47 .43‡ .31‡ .27‡

UEDIN-PBMT .66‡ .56† .56† .54? .55† – .48 .44‡ .33‡ .31‡
JHU-PBMT .68‡ .57‡ .56† .53 .53 .52 – .47 .31‡ .29‡
ONLINE-G .69‡ .60‡ .56† .60‡ .57‡ .56‡ .53 – .37‡ .34‡

JHU-SYNTAX .81‡ .70‡ .68‡ .71‡ .69‡ .67‡ .69‡ .63‡ – .50
ONLINE-F .79‡ .72‡ .75‡ .71‡ .73‡ .69‡ .71‡ .66‡ .50 –

score .81 .25 .21 .19 .17 .04 .02 -.12 -.67 -.93
rank 1 2-5 2-5 2-5 2-6 5-7 6-7 8 9 10

Table 42: Head to head comparison, ignoring ties, for German-English systems
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UEDIN-NMT – .46 .34‡ .41‡ .31‡ .31‡ .31‡ .29‡ .32‡ .27‡ .27‡ .31‡ .28‡ .25‡ .22‡
METAMIND .54 – .41‡ .40‡ .33‡ .36‡ .35‡ .35‡ .34‡ .33‡ .29‡ .34‡ .30‡ .29‡ .30‡

UEDIN-SYNTAX .66‡ .59‡ – .44† .35‡ .39‡ .35‡ .33‡ .41‡ .38‡ .27‡ .36‡ .25‡ .27‡ .27‡
NYU-UMONTREAL .59‡ .60‡ .56† – .39‡ .48 .41‡ .45? .41‡ .44† .37‡ .39‡ .38‡ .35‡ .34‡

ONLINE-B .69‡ .67‡ .65‡ .61‡ – .49 .51 .49 .49 .48 .46† .42‡ .38‡ .38‡ .32‡
KIT-LIMSI .69‡ .64‡ .61‡ .52 .51 – .53 .48 .50 .45 .47 .42‡ .39‡ .42‡ .43†
CAMBRIDGE .69‡ .65‡ .65‡ .59‡ .49 .47 – .47 .53? .46? .42‡ .48 .39‡ .43‡ .42‡

ONLINE-A .71‡ .65‡ .67‡ .55? .51 .52 .53 – .47 .49 .47? .44‡ .38‡ .37‡ .36‡
PROMT-RULE-BASED .68‡ .66‡ .59‡ .59‡ .51 .50 .47? .53 – .48 .46† .47? .42‡ .39‡ .41‡

KIT .73‡ .67‡ .62‡ .56† .52 .55 .54? .51 .52 – .46† .44‡ .40‡ .42‡ .41‡
JHU-SYNTAX .73‡ .71‡ .73‡ .63‡ .54† .53 .58‡ .53? .54† .54† – .48 .42‡ .46? .42‡

JHU-PBMT .69‡ .66‡ .64‡ .61‡ .58‡ .58‡ .52 .56‡ .53? .56‡ .52 – .43‡ .47 .47
UEDIN-PBMT .72‡ .70‡ .75‡ .62‡ .62‡ .61‡ .61‡ .62‡ .58‡ .60‡ .58‡ .57‡ – .45? .48

ONLINE-F .75‡ .71‡ .73‡ .65‡ .62‡ .58‡ .57‡ .63‡ .61‡ .58‡ .54? .53 .55? – .48
ONLINE-G .78‡ .70‡ .73‡ .66‡ .68‡ .57† .58‡ .64‡ .59‡ .59‡ .58‡ .53 .52 .52 –

score .49 .39 .28 .16 -.00 -.01 -.02 -.02 -.03 -.04 -.13 -.15 -.25 -.32 -.34
rank 1 2 3 4 5-10 5-10 5-10 5-10 5-10 6-10 11-12 11-12 13-14 13-15 14-15

Table 43: Head to head comparison, ignoring ties, for English-German systems
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UEDIN-PBMT – .50 .48 .49 .40‡ .36‡ .38‡ .32‡ .21‡
ONLINE-G .50 – .51 .47? .39‡ .41‡ .38‡ .30‡ .23‡
ONLINE-B .52 .49 – .50 .39‡ .36‡ .34‡ .35‡ .22‡
UH-OPUS .51 .53? .50 – .42‡ .38‡ .38‡ .34‡ .24‡

PROMT-SMT .60‡ .61‡ .61‡ .58‡ – .46† .46† .42‡ .28‡
UH-FACTORED .64‡ .59‡ .64‡ .62‡ .54† – .50 .47 .28‡
UEDIN-SYNTAX .62‡ .62‡ .66‡ .62‡ .54† .50 – .46† .29‡

ONLINE-A .68‡ .70‡ .65‡ .66‡ .58‡ .53 .54† – .34‡
JHU-PBMT .79‡ .77‡ .78‡ .76‡ .72‡ .72‡ .71‡ .66‡ –

score .42 .40 .39 .33 .01 -.11 -.13 -.28 -.102
rank 1-4 1-4 1-4 1-4 5 6-7 6-7 8 9

Table 44: Head to head comparison, ignoring ties, for Finnish-English systems
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ONLINE-G – .50 .49 .47? .46? .38‡ .43‡ .39‡ .33‡ .34‡ .32‡ .30‡ .33‡
ABUMATRAN-NMT .50 – .48 .43? .46? .41‡ .43‡ .35‡ .37‡ .38‡ .35‡ .36‡ .34‡

ONLINE-B .51 .52 – .50 .46? .41‡ .40‡ .41‡ .38‡ .35‡ .38‡ .33‡ .31‡
ABUMATRAN-COMBO .53? .57? .50 – .48 .38‡ .45† .40‡ .38‡ .38‡ .37‡ .37‡ .37‡

UH-OPUS .54? .54? .54? .52 – .45† .47 .45† .42‡ .38‡ .39‡ .39‡ .37‡
ABUMATRAN-PBSMT .62‡ .59‡ .59‡ .62‡ .55† – .47 .51 .47 .42‡ .41‡ .42‡ .41‡
NYU-UMONTREAL .57‡ .57‡ .60‡ .55† .53 .53 – .50 .46? .44‡ .44‡ .45† .41‡

ONLINE-A .61‡ .65‡ .59‡ .60‡ .55† .49 .50 – .47 .42‡ .40‡ .37‡ .43‡
JHU-PBMT .67‡ .63‡ .62‡ .62‡ .58‡ .53 .54? .53 – .47 .46? .43‡ .43‡

UH-FACTORED .66‡ .62‡ .65‡ .62‡ .62‡ .58‡ .56‡ .58‡ .53 – .49 .46? .47
AALTO .68‡ .65‡ .62‡ .63‡ .61‡ .59‡ .56‡ .60‡ .54? .51 – .51 .46?

JHU-HLTCOE .70‡ .64‡ .67‡ .63‡ .61‡ .58‡ .55† .62‡ .57‡ .54? .49 – .47?
UUT .67‡ .66‡ .69‡ .63‡ .63‡ .59‡ .59‡ .57‡ .57‡ .53 .54? .53? –
score .36 .31 .29 .23 .15 -.01 -.01 -.01 -.14 -.22 -.28 -.30 -.35
rank 1-3 1-4 1-4 3-5 4-5 6-8 6-8 6-8 9-10 9-12 10-13 10-13 11-13

Table 45: Head to head comparison, ignoring ties, for English-Finnish systems
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PROMT-RULE-BASED – .38‡ .34‡ .33‡ .33‡ .31‡ .26‡ .31‡ .20‡ .26‡ .21‡ .07‡
AMU-UEDIN .62‡ – .44† .51 .46? .45? .33‡ .35‡ .32‡ .31‡ .28‡ .14‡

ONLINE-B .66‡ .56† – .50 .46 .46 .33‡ .37‡ .36‡ .36‡ .26‡ .11‡
UEDIN-NMT .67‡ .49 .50 – .50 .43‡ .40‡ .36‡ .35‡ .35‡ .30‡ .14‡

ONLINE-G .67‡ .54? .54 .50 – .46? .40‡ .41‡ .39‡ .38‡ .33‡ .13‡
NYU-UMONTREAL .69‡ .55? .54 .57‡ .54? – .50 .42‡ .43‡ .43‡ .38‡ .16‡

JHU-PBMT .74‡ .67‡ .67‡ .60‡ .60‡ .50 – .43† .46? .40‡ .37‡ .20‡
LIMSI .69‡ .65‡ .63‡ .64‡ .59‡ .58‡ .57† – .51 .45? .40‡ .20‡

ONLINE-A .80‡ .68‡ .64‡ .65‡ .61‡ .57‡ .54? .49 – .47 .42‡ .17‡
AFRL-MITLL-PHRASE .74‡ .69‡ .64‡ .65‡ .62‡ .57‡ .60‡ .55? .53 – .41‡ .20‡
AFRL-MITLL-VERB-A .79‡ .72‡ .74‡ .70‡ .67‡ .62‡ .63‡ .60‡ .58‡ .59‡ – .25‡

ONLINE-F .93‡ .86‡ .89‡ .86‡ .87‡ .84‡ .80‡ .80‡ .83‡ .80‡ .75‡ –
score .78 .30 .26 .25 .20 .10 -.01 -.07 -.10 -.14 -.31 -.126
rank 1 2-4 2-5 2-5 3-5 6 7-8 7-10 8-10 9-10 11 12

Table 46: Head to head comparison, ignoring ties, for English-Russian systems
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AMU-UEDIN – .51 .44† .47 .41‡ .37‡ .38‡ .34‡ .35‡ .16‡
ONLINE-G .49 – .47 .44† .41‡ .38‡ .41‡ .35‡ .36‡ .18‡

NRC .56† .53 – .47 .45† .40‡ .39‡ .38‡ .34‡ .19‡
ONLINE-B .53 .56† .53 – .49 .44† .42‡ .41‡ .36‡ .22‡

UEDIN-NMT .59‡ .59‡ .55† .51 – .45† .46? .40‡ .44‡ .23‡
ONLINE-A .63‡ .62‡ .60‡ .56† .55† – .48 .47 .45† .22‡

AFRL-MITLL-PHRASE .62‡ .59‡ .61‡ .58‡ .54? .52 – .45† .46† .25‡
AFRL-MITLL-CONTRA .66‡ .65‡ .62‡ .59‡ .60‡ .53 .55† – .50 .29‡

PROMT-RULE-BASED .65‡ .64‡ .66‡ .64‡ .56‡ .55† .54† .50 – .23‡
ONLINE-F .84‡ .82‡ .81‡ .78‡ .77‡ .78‡ .75‡ .71‡ .77‡ –

score .44 .42 .32 .25 .15 .03 .02 -.11 -.16 -.138
rank 1-2 1-3 2-4 3-5 4-5 6-7 6-7 8-9 8-9 10

Table 47: Head to head comparison, ignoring ties, for Russian-English systems
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ONLINE-B – .44† .45? .35‡ .32‡ .31‡ .21‡ .20‡ .17‡
ONLINE-G .56† – .47 .38‡ .36‡ .31‡ .19‡ .19‡ .19‡
ONLINE-A .55? .53 – .41‡ .40‡ .35‡ .24‡ .15‡ .16‡

TBTK-SYSCOMB .65‡ .62‡ .59‡ – .47 .46 .26‡ .23‡ .23‡
PROMT-SMT .68‡ .64‡ .60‡ .53 – .46 .30‡ .29‡ .21‡

YSDA .69‡ .69‡ .65‡ .54 .54 – .32‡ .27‡ .26‡
JHU-SYNTAX .79‡ .81‡ .76‡ .74‡ .70‡ .68‡ – .47 .42?

JHU-PBMT .80‡ .81‡ .85‡ .77‡ .71‡ .73‡ .53 – .44
PARFDA .83‡ .81‡ .84‡ .77‡ .79‡ .74‡ .58? .56 –

score .82 .65 .56 .21 .12 .00 -.67 -.76 -.93
rank 1-2 1-3 2-3 4-5 4-6 5-6 7-8 7-9 8-9

Table 48: Head to head comparison, ignoring ties, for Turkish-English systems
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ONLINE-G – .45 .41† .31‡ .26‡ .30‡ .25‡ .23‡ .16‡
ONLINE-B .55 – .46 .34‡ .29‡ .29‡ .30‡ .22‡ .18‡
ONLINE-A .59† .54 – .42† .38‡ .40‡ .29‡ .25‡ .25‡

YSDA .69‡ .66‡ .58† – .43† .44† .40‡ .34‡ .31‡
JHU-HLTCOE .74‡ .71‡ .62‡ .57† – .46 .45 .35‡ .35‡

TBTK-MORPH-HPB .70‡ .71‡ .60‡ .56† .54 – .45? .44† .41‡
CMU .75‡ .70‡ .71‡ .60‡ .55 .55? – .38‡ .42†

JHU-PBMT .77‡ .78‡ .75‡ .66‡ .65‡ .56† .62‡ – .41†
PARFDA .84‡ .82‡ .75‡ .69‡ .65‡ .59‡ .58† .59† –

score .76 .61 .37 .05 -.12 -.19 -.29 -.54 -.66
rank 1-2 1-2 3 4 5-6 5-7 6-7 8-9 8-9

Table 49: Head to head comparison, ignoring ties, for English-Turkish systems
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Abstract

This paper presents the results of the
WMT16 Metrics Shared Task. We asked
participants of this task to score the out-
puts of the MT systems involved in the
WMT16 Shared Translation Task. We
collected scores of 16 metrics from 9 re-
search groups. In addition to that, we com-
puted scores of 9 standard metrics (BLEU,
SentBLEU, NIST, WER, PER, TER and
CDER) as baselines. The collected scores
were evaluated in terms of system-level
correlation (how well each metric’s scores
correlate with WMT16 official manual
ranking of systems) and in terms of seg-
ment level correlation (how often a met-
ric agrees with humans in comparing two
translations of a particular sentence).

This year there are several additions to
the setup: large number of language pairs
(18 in total), datasets from different do-
mains (news, IT and medical), and differ-
ent kinds of judgments: relative ranking
(RR), direct assessment (DA) and HUME
manual semantic judgments. Finally, gen-
eration of large number of hybrid systems
was trialed for provision of more conclu-
sive system-level metric rankings.

1 Introduction

Automatic evaluation of machine translation qual-
ity is essential in the development and selection of
machine translation systems. Many different au-
tomatic MT quality metrics are available and the
Metrics Shared Task1 is held annually at WMT
to assess their quality, starting with Koehn and
Monz (2006) and following up to Stanojević et al.
(2015).

1http://www.statmt.org/wmt16/
metrics-task/

Metrics participating in the metrics task rely on
the existence of reference translations with which
MT outputs are compared, and the metrics task it-
self then needs manual judgments of translation
quality in order to check the extent to which the
automatic metrics can approximate the judgment.
A related WMT task on quality estimation as-
sesses the performance of methods where no ref-
erence translations are needed, requiring only the
manual quality judgments (Bojar et al., 2016b).

This year, we keep the two main types of met-
ric evaluation: system-level, where a metric is ex-
pected to provide a quality score for the whole
translated document, and segment-level, where the
score is needed for every individual sentence.

We experiment with several novelties. Specifi-
cally, test sets this year come from three domains:
news, IT and medical/health-related texts.

The added domains bring in an extended set
of languages. In sum, the metrics task this
year includes 18 language pairs, English paired
with Basque, Bulgarian, Czech, Dutch, Finnish,
German, Polish, Portuguese, Romanian, Russian,
Spanish, and Turkish, in one or both directions.

On the evaluation side, we rely on three golden
truths of manual judgment:

• Relative Ranking (RR) of up to 5 different
translation candidates at a time, as collected
in WMT in the past,

• Direct Assessment (DA) evaluating the ade-
quacy of a translation candidate on an abso-
lute scale in isolation from other translations,

• HUME, a composite segment-level score ag-
gregated over manual judgments of transla-
tion quality of semantic units of the source
sentence.

Additional changes to the task evaluation in-
clude a change in the way we compute confidence
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News Task

Tuning Task

IT Task
HimL Year 1

Hybrid
cs de ro fi ru tr English into

Track Test set Systems into-English cs de ro fi ru tr bg es eu nl pl pt
RRsysNews newstest2016 3 3 3 • • • • • • • • • • • •
RRsysIT it-test2016 3 3 • • • • • • •
DAsysNews newstest2016 3 3 3 • • • • • • · · · · • ·
RRsegNews newstest2016 3 3 • • • • • • • • • • • •
DAsegNews newstest2016 3 • • • • • • •
HUMEseg himl2015 3 • • • •

Table 1: Overview of “tracks” of the WMT16 metrics task. “•” indicates language pairs covered in
the evaluation, “·” are language pairs planned but abandoned due to difficulties in obtaining human
judgments.

intervals for metric correlations with human as-
sessment, resulting in more reliable conclusions as
to which metrics outperform others.

The official method of evaluation remains un-
changed, relying on RR in both the system-level
(TrueSkill) and segment-level (Kendall’s τ ) met-
rics, see below for details and references.

Our datasets are described in Section 2. This in-
cludes the test sets, system outputs, human judg-
ments of translation quality as well as participating
metrics across the tasks. Results of system-level
metric evaluation are provided in Section 3.1 and
Section 3.2, the results of the segment-level evalu-
ation are provided in Section 3.3.

2 Data

Table 1 provides the complete picture of the
golden truths, test sets, translation systems and
language pairs involved in the metrics task this
year. For simplicity, we called each of these setups
a “track”, indicating the underlying type of golden
truth (RR/DA/HUME), system- or segment-level
evaluation (sys/seg) and the particular test set.

While the set of setups is much larger this year,
the participants of the task were affected rather
minimally. Participants were only required to run
metrics on the additional test sets and with an ad-
ditional large set of hybrid systems in the system-
level evaluation. As in the previous years, partici-
pants were allowed take part in any subset of lan-
guage pairs and setups.

2.1 Test Sets

We use the following test sets:

newstest2016 is the main test set. It is the test set
used in WMT16 News Translation Task (Bo-
jar et al., 2016b), with approximately 3,000
sentences for each translation direction (with
the exception of Romanian which only has

1,999 sentences). The set includes a sin-
gle reference translation for each direction,
except English→Finnish with two reference
translations.

it-test2016 is the set of 1,000 sentences trans-
lated from English into seven other European
languages. The IT test sentences typically
contain instructions for operating commonly
used software like web browsers, mail clients
or image editors, e.g.: “In message box click
on More > Archived.”

himl2015 is part of the official test set created
by the EU project HimL.2 These are health-
related texts from Cochrane summaries and
NHS 24 online content. The texts originated
in English and the target languages consist
of Czech, German, Polish and Romanian ver-
sions created by post-edition of phrase-based
MT output. From the full set of about 3,000
sentences, 800 were given as input to the
participants of the metrics task and in the
end about 340 sentences per language pair
were used for evaluation, as those sentences
have manual score suitable to employ as the
golden truth for metric evaluation.

The sentences of NHS 24 tend to be shorter
and simpler translations, e.g. “Choose lower
fat options such as semi-skimmed milk and
low fat yogurt.”, while Cochrane summaries
are longer and often contain specific termi-
nology, e.g. “The purpose of this research
was to determine how good the TEG and
ROTEM assessments are at diagnosing TIC
in adult trauma patients who are bleeding.”

2.2 Translation Systems
Characteristics of the particular underlying trans-
lation task MT systems is likely an important fac-

2http://www.himl.eu/test-sets
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tor affecting the difficulty of the metrics task. For
instance, if all of the systems perform similarly, it
will be more difficult, even for the humans, to dis-
tinguish between the quality of translations. If the
task includes a wide range of systems of varying
quality, however, or systems quite different in na-
ture, this could in some way could make the task
easier for metrics, with metrics that are more sen-
sitive to certain aspects of MT output performing
better.

The MT systems included in evaluation of met-
rics are as follows:

News Task Systems are all MT systems partici-
pating in the WMT16 News Translation Task
(Bojar et al., 2016b). These systems dif-
fer widely in nature (standard phrase-based,
syntax-based, transfer-based or even rule-
based systems, also with a large number of
neural MT systems), with the precise set of
systems and system types also depending on
specific language pair.

Tuning Task Systems are all Moses phrase-
based systems run by the organizers of the
WMT16 Tuning Task (Jawaid et al., 2016).
All of these systems share the same phrase
tables and language models, they are trained
on relatively large volumes of data, and differ
only in the model weights as provided by the
participants of the tuning task. Tuning task
was limited to Czech↔English language
pairs.

IT Task Systems are participants of the WMT16
IT-domain Translation Task (Bojar et al.,
2016b), translating only from English to
seven other European languages. This is gen-
erally a smaller set of systems and the num-
ber of covered system architectures here is
also smaller. As far as we know, no neural
system was involved in the task.

HimL Year 1 Systems are MT systems released
in the first year of the EU project HimL3.
They are all Moses-based and trained on
available data in the medical or health-related
domain.

Hybrid Systems were created by combining the
output of two newstest2016 translation task
systems, with the aim of providing a larger

3http://www.himl.eu/

set of systems against which to evaluate met-
rics, as described further in Section 3.1. In
short, we create 10K hybrid MT systems for
each language pair.

Excluding the hybrid systems, we ended up
with 171 system outputs across 18 language pairs
and 3 test sets.

2.3 Manual MT Quality Judgments
There are three distinct “golden truths” employed
to evaluate metrics this year: Relative Ranking
(RR, as in previous year), Direct Assessment (DA)
and HUME, a semantic-based manual metric.

The details of the methods are provided in
this section, separately for system-level evaluation
(Section 2.3.1, using RR and DA) and segment-
level evaluation (Section 2.3.2, using RR, DA and
HUME).

The RR manual judgments were provided by
MT researchers taking part in WMT tasks, as in
recent years of the campaign, after it was em-
pirically established that judgments of RR col-
lected through crowd-sourcing platforms were not
reliable (Bojar et al., 2013). DA judgments are
more robust in this respect and while the origi-
nal plan was to collect DA from both researchers
and crowd-sourced non-experts, only the latter ul-
timately took place due to time constraints.

2.3.1 System-level Manual Quality
Judgments

In system-level evaluation, the goal is to assess
the quality of translation of an MT system for the
whole document. Both our manual scoring meth-
ods RR and DA nevertheless proceed sentence by
sentence, aggregating the final score in some way.

Relative Ranking (RR) As in previous WMT
shared tasks, human assessors of MT output (only
researchers this year) were presented with the
source language input, target language reference
translation and the output of five distinct MT out-
put translations. Human assessors were required
to rank the five translations from best to worse,
with ties allowed. As introduced in WMT15, iden-
tical translations from distinct systems were col-
lapsed into a single translation before running the
human evaluation to increase the overall efficiency
of RR human assessment.

Each five-tuple relative ranking was employed
to produce 10 pairwise assessments, later com-
bined into a score for each MT system that re-
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flects the frequency by which the output of that
system was preferred to the output of other sys-
tems. Several methods have been tested in the past
for the exact score calculation and WMT16 has
again adopted TrueSkill as the official ranking ap-
proach. Please see the WMT16 overview paper
for details on how this score is computed.

To increase annotator efficiency, a maximum
sentence length of 30 words was applied to RR
human assessment.

Direct Assessment (DA) In addition to the stan-
dard relative ranking (RR) manual evaluation
employed to yield official system rankings in
WMT16 translation task, this year the translation
task also trialed a new method of human evalua-
tion, monolingual direct assessment (DA) of trans-
lation fluency (Graham et al., 2013) and adequacy
(Graham et al., 2014; Graham et al., 2016). For
investigatory purposes, therefore, we also include
evaluation of metrics with reference to the newly
trialed human assessment method.

Since sufficient levels of agreement in human
assessment of translation quality are difficult to
achieve, the DA setup simplifies the task of trans-
lation assessment (conventionally a bilingual task)
into a simpler monolingual assessment for both
fluency and adequacy. Furthermore, DA avoids
bias that has been problematic in previous eval-
uations introduced by simultaneous assessment
of several alternate translations of a given single
source language input, where scores of systems for
which translations were often compared to high or
low quality translations resulted in an unfair ad-
vantage or disadvantage (Bojar et al., 2011). DA
achieves this by assessment of individual transla-
tions in isolation from other outputs of the same
source input.

Translation adequacy is structured as a mono-
lingual assessment of similarity of meaning where
the target language reference translation and the
MT output are displayed to the human assessor.
Human assessors rate a given translation by how
adequately it expresses the meaning of the refer-
ence translation on an analogue scale correspond-
ing to an underlying 0-100 rating scale.4 Fluency
assessment is similar to adequacy except that no
reference is displayed and assessors are asked to
rate how much they agree that a given translation

4The only numbering displayed on the rating scale are ex-
treme points 0 and 100%, and three ticks indicate the levels
of 25, 50 and 75 %.

is fluent target language text.
Large numbers of DA human assessments of

translations for seven language pairs (targeting
English and Russian) were collected on Amazon’s
Mechanical Turk,5 via sets of 100-translation hits
to ensure sufficient repeat items per worker, be-
fore application of strict quality control measures
to filter out assessments from poorly performing
workers.

In order to iron out differences in scoring strate-
gies attributed to distinct workers, human assess-
ment scores for translations were standardized ac-
cording to an individual worker’s overall mean
and standard deviation score. Mean standardized
scores for translation task participating systems
were computed by firstly taking the average of
scores for individual translations in the test set
(since some were assessed more than once), before
combining all scores for translations attributed to
a given MT system into its overall adequacy or flu-
ency score.

Although the WMT16 Translation Task in-
cluded both fluency and adequacy DA human as-
sessment, the metrics task this year employed only
DA adequacy scores. We hope to incorporate DA
fluency into future metric evaluations, however.

Finally, although it is common to apply a sen-
tence length restriction in WMT human evalu-
ation, the simplified DA setup does not require
restriction of the evaluation in this respect and
no sentence length restriction was applied in DA
WMT16.

2.3.2 Segment-level Manual Quality
Judgments

Segment-level metrics have been evaluated against
the pairwise judgments implied by the 5-way rel-
ative ranking annotation. This year, we add two
new variants of human assessment: segment-level
DA and HUME.

Segment-level DA Adequacy assessments were
collected for translations sampled from the out-
put of systems participating in WMT16 transla-
tion task for seven language pairs (Graham et al.,
2015).6 Since the actual MT system is not im-
portant for segment-level assessment, we sampled
500 translations per language pair at random.

5http://www.mturk.com/
6Translations produced by ONLINEA were unfortu-

nately omitted from segment-level DA due to submission and
data collection timing constraints.
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Metric Participant
BEER ILLC – University of Amsterdam (Stanojević and Sima’an, 2015)

CHARACTER RWTH Aachen University (Wang et al., 2016)
CHRF1,2,3, WORDF1,2,3 Humboldt University of Berlin (Popović, 2016)

DEPCHECK Charles University, no corresponding paper
DPMFCOMB-WITHOUT-RED Chinese Academy of Sciences and Dublin City University (Yu et al., 2015)

MPEDA Jiangxi Normal University (Zhang et al., 2016)
UOW.REVAL University of Wolverhampton (Gupta et al., 2015b)

UPF-COBALT, COBALTF, METRICSF Universitat Pompeu Fabra (Fomicheva et al., 2016)
DTED University of St Andrews, (McCaffery and Nederhof, 2016)

Table 2: Participants of WMT16 Metrics Shared Task

Segment-level DA adequacy scores were col-
lected as in system-level DA, described in Sec-
tion 2.3.1, again with strict quality control and
score standardization applied. To achieve accurate
segment-level scores for translations, a human as-
sessment of each translation was collected from 15
distinct human assessors before combination into
a mean adequacy score for each individual trans-
lation. Although in general agreement in human
assessment of MT has been difficult to achieve,
segment-level DA scores employing a minimum
of 15 repeat assessments have been shown to be
almost perfectly replicable. In repeat experiments,
for all tested language pairs, a correlation of above
0.9 between (a) segment-level DA scores for trans-
lations collected in an initial experiment run and
(b) the same collected in a repeat evaluation of the
same translations, by combining assessments of a
minimum of 15 human assessors (Graham et al.,
2015).

A distinction between DA and RR is that while
RR works off a single set of human assessments
for evaluation of both system-level and segment-
level metrics, DA additionally includes a variant
of its methodology designed specifically for eval-
uation of segment-level metrics.

HUME The HUME metric (Birch et al., 2016)
is a novel human evaluation measure that decom-
poses over the UCCA semantic units. UCCA
(Abend and Rappoport, 2013) is an appealing
candidate for semantic analysis, due to its cross-
linguistic applicability, support for rapid anno-
tation, and coverage of many fundamental se-
mantic phenomena, such as verbal, nominal and
adjectival argument structures and their inter-
relations. HUME operates by aggregating human
assessments of the translation quality of individ-
ual semantic units in the source sentence. We
thus avoid the semantic annotation of machine-
generated text, which is often garbled or seman-

tically unclear. This also allows the re-use of
the source semantic annotation for measuring the
quality of different translations of the same source
sentence, and avoids reliance on possibly subop-
timal reference translations. HUME shows good
inter-annotator agreement, and reasonable correla-
tion with Direct Assessment (Graham et al., 2015).

2.4 Participants of the Metrics Shared Task

Table 2 lists the participants of the WMT16
Shared Metrics Task, along with their metrics. We
have collected 16 metrics from a total of 9 research
groups.

The following subsections provide a brief sum-
mary of all the metrics that participated. The
list is concluded by our baseline metrics in Sec-
tion 2.4.10.

2.4.1 BEER
BEER (Stanojević and Sima’an, 2015) is a trained
evaluation metric with a linear model that com-
bines features capturing character n-grams and
permutation trees. BEER has participated in pre-
vious years of the evaluation task. This year the
learning algorithm is improved (linear SVM in-
stead of logistic regression) and some features that
are relatively slow to compute are removed (para-
phrasing, syntax and permutation trees) which re-
sulted in a very large speed-up. BEER is usually
trained for ranking but in this case there was a
compromise: the initial model is trained for rank-
ing (RR) with ranking SVM and then the out-
put from SVM is scaled using trained regression
model to approximate absolute judgment (DA).

2.4.2 CHARACTER

CHARACTER (Wang et al., 2016) is a novel
character-level metric inspired by the commonly
applied translation edit rate (TER). It is defined as
the minimum number of character edits required
to adjust a hypothesis, until it completely matches
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the reference, normalized by the length of the hy-
pothesis sentence. CHARACTER calculates the
character-level edit distance while performing the
shift edit on word level. Unlike the strict matching
criterion in TER, a hypothesis word is considered
to match a reference word and could be shifted, if
the edit distance between them is below a thresh-
old value. The Levenshtein distance between the
reference and the shifted hypothesis sequence is
computed on the character level. In addition, the
lengths of hypothesis sequences instead of refer-
ence sequences are used for normalizing the edit
distance, which effectively counters the issue that
shorter translations normally achieve lower TER.

2.4.3 CHRF and WORDF
WORDF1,2,3 (Popović, 2016) calculate a simple
F-score combination of the precision and recall of
word n-grams of maximal length 4 with different
setting for the β parameter (β = 1, 2, or 3). Pre-
cision and recall that are used in computation of
the F-score are arithmetic averages of precisions
and recalls, respectively, for the different n-gram
orders. CHRF1,2,3 calculate the F-score of char-
acter n-grams of maximal length 6. β parameter
gives β times weight to recall: β = 1 implies
equal weights for precision and recall.

2.4.4 DEPCHECK

DEPCHECK is based on the automatic post-editing
tool Depfix (Rosa, 2014). For each sentence, DE-
PCHECK computes the percentage of nodes post-
edited by Depfix, obtaining a “relative depcheck
error rate” (RDER). The value of the DEPCHECK

metric is then defined as 1 − RDER. DEPCHECK

does not distinguish the error types or whether
there was more than one Depfix rule applied to a
node. It is suggested for a future version of DE-
PCHECK to assign a weight (either by hand, or
training from some golden data) to each rule that
was applied to the MT output.

2.4.5 DPMFCOMB-WITHOUT-RED
The authors of DPMFCOMB-WITHOUT-RED fol-
low the work on last year’s metric DPMFCOMB

(Yu et al., 2015), but modify it with two main
differences. Firstly, they use the ‘case insen-
sitive’ instead of ‘case sensitive’ option when
using Asiya. Secondly, REDP are not used.
Thus, DPMFCOMB-WITHOUT-RED is a com-
bined metric including 57 single metrics. Weights
of the individual metrics are trained with SVM-

rank, using training data from the English-targeted
language pairs from WMT12 to WMT14. In
the results DPMFCOMB-WITHOUT-RED is rep-
resented as DPMFCOMB for brevity.

2.4.6 DTED

DTED (McCaffery and Nederhof, 2016) is based
on Tree Edit Distance. The scoring is done over
the dependency parse tree of the output where the
number of edit operations (insert, delete or sub-
stitute) needed to convert it to the correct (refer-
ence) dependency tree is used as an indicator of
the translation quality. Unlike the majority of met-
rics which evaluate many aspects of translation,
DTED evaluates only the word order.

2.4.7 MPEDA

MPEDA (Zhang et al., 2016) is developed on the
basis of the METEOR metric. In order to ac-
curately match words or phrases with the same
or similar meaning, it extracts a domain-specific
paraphrase table from the monolingual corpus and
applies that paraphrase table to the METEOR
metric to replace the general one. Unlike tra-
ditional paraphrase extraction approaches, it first
filters out a domain-specific sub-corpus from a
large general monolingual corpus and then ex-
tracts domain-specific paraphrase table from the
sub-corpus by Markov Network model. Since
the proposed paraphrase extraction approach can
be used in all languages, MPEDA is language-
independent.

2.4.8 UOW.REVAL

UOW.REVAL (Gupta et al., 2015b) uses
dependency-tree Long Short Term Memory
(LSTM) network to represent both the hypothesis
and the reference with a dense vector. Training
is performed using the judgements from WMT13
(Bojar et al., 2013) converted to similarity scores.
The final score at the system level is obtained
by averaging the segment level scores obtained
from a neural network which takes into account
both distance and Hadamard product of the two
representations.

UOW.REVAL is the same as UOW LSTM
(Gupta et al., 2015a) that participated in the
WMT15 task except that LSTM vector dimension
is 150 for UoW.ReVal instead of 300.
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cs de ro fi ru tr English into
Track into-English cs de ro fi ru tr bg es eu nl pl pt
RRsysNews T4,F3,T6 T4,F1 T4,F1 T4,F1 T4,F2 T4,F2 T5,F4,T6 T5,F5 T5,F6 T5,F6 T5,F2 T5,F6
RRsysIT T8,F4 T8,F5 T8 T8,F7 T8 T8,F7 T8,F7
DAsysNews T4,F3,T7 T4,F1,T7 T4,F1,T7 T4,F1,T7 T4,F2,T7 T4,F2,T7 T5,F2,T7
RRsegNews T9 T9 T9 T9 T9 T9 T10 T10 T10 T10 T10 T10
DAsegNews T9,F8 T9,F8 T9,F8 T9,F8 T9,F8 T9,F8 T10,F9
HUMEseg T11,F10 T11,F10 T11,F10 T11,F10

Table 3: Overview of tables (T) and figures (F) reporting results of the individual “tracks” and language
pairs.

2.4.9 UPF-COBALT, COBALTF and
METRICSF

UPF-COBALT (Fomicheva et al., 2016) is an
alignment-based metric that examines the syn-
tactic contexts of lexically similar candidate and
reference words in order to distinguish meaning-
preserving variations from the differences indica-
tive of MT errors. This year the metric was im-
proved by explicitly addressing MT fluency. The
new version of the metric, COBALTF, combines
various components of UPF-COBALT with a num-
ber of fine-grained features intended to capture the
number and scale of disfluent fragments contained
in MT sentences. METRICSF is a combination
of three evaluation systems, BLEU, METEOR and
UPF-COBALT, with the fluency-oriented features.

2.4.10 Baseline Metrics
As mentioned by Bojar et al. (2016a), metrics
task occasionally suffers from “loss of knowl-
edge” when successful metrics participate only in
one year.

We attempt to avoid this by regularly evaluating
also a range of “baseline metrics”:

• Mteval. The metrics MTEVALBLEU
(Papineni et al., 2002) and MTEVAL-
NIST (Doddington, 2002) were computed
using the script mteval-v13a.pl7

which is used in the OpenMT Evaluation
Campaign and includes its own tokeniza-
tion. We run mteval with the flag
--international-tokenization
since it performs slightly better (Macháček
and Bojar, 2013).

• Moses Scorer. The metrics MOSES-
BLEU, MOSESTER (Snover et al., 2006),
MOSESWER, MOSESPER and MOSECDER
(Leusch et al., 2006) were produced by the
Moses scorer which is used in Moses model

7http://www.itl.nist.gov/iad/mig/
tools/

optimization. To tokenize the sentences, we
used the standard tokenizer script as available
in Moses toolkit. Since Moses scorer is ver-
sioned on Github, we strongly encourage au-
thors of high-performing metrics to add them
to Moses scorer, as this will ensure that their
metric can be included in future tasks.

As for segment-level baselines, we employ the
following modified version of BLEU:

• SentBLEU. The metric SENTBLEU is com-
puted using the script sentence-bleu, part of
the Moses toolkit. It is a smoothed version
of BLEU that correlates better with human
judgments for segment-level.

For computing system-level scores, the same
script was employed as in last year’s metric task.
New scripts have been added for system-level hy-
brids and segment-level evaluation.

3 Results

Table 3 provides an overview of all the tables and
figures in the rest of the paper. We discuss system-
level results for news task systems (including tun-
ing task systems) in Section 3.1. The system-level
results for the IT domain are discussed in Sec-
tion 3.2. The segment-level results are in Sec-
tion 3.3. We end with discussion in Section 3.4.

3.1 System-Level Results for News Task
As in previous years, we employ the Pearson cor-
relation (r) as the main evaluation measure for
system-level metrics, as follows:

r =

∑n
i=1(Hi −H)(Mi −M)√∑n

i=1(Hi −H)2
√∑n

i=1(Mi −M)2
(1)

where H are human assessment scores of all
systems in a given translation direction, M are
corresponding scores as predicted by a given met-
ric. H and M are their means respectively.
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Since some metrics, such as BLEU, for exam-
ple, aim to achieve a strong positive correlation
with human assessment, while error metrics, such
as TER aim for a strong negative correlation, after
computation of r for metrics, we compare metrics
via the absolute value of a given metric’s correla-
tion with human assessment.

Table 4 includes results for system-level into-
English metrics for evaluation of systems partici-
pating in the main translation task (newstest2016),
evaluated against RR and DA human assessment
variants, while Table 5 includes the same for the
newstest2016 out-of-English language pairs (only
Russian has the DA judgments). Tuning sys-
tems were excluded from Tables 4 and 5 and they
are covered by Table 6 that shows correlations
achieved by metrics with RR when the set of sys-
tems additionally includes tuning task systems.

In previous years, we reported empirical con-
fidence intervals of system-level correlations ob-
tained by bootstrap resampling human assess-
ments data and computing confidence intervals for
individual correlations with human assessment.
Such confidence intervals reflect the variance due
to particular sentences and assessors involved in
the evaluation but lead to over-estimation of sig-
nificant differences if employed to conclude which
metrics outperform others. This year, as recom-
mended by Graham and Baldwin (2014), instead
we employ Williams significance test (Williams,
1959). Williams test is a test of significance of a
difference in dependent correlations and therefore
suitable for evaluation of metrics. Correlations not
significantly outperformed by any other are high-
lighted in bold in Tables 4 and 5. Since RR is the
official method of evaluation for this year’s met-
rics task, bolded correlations under RR comprise
official winners of the news domain portion of the
system-level metrics task. DA results are included
for comparison and are investigatory only.

With regard to which individual metric may or
may not outperform other metrics, such as the
important comparison as to which metrics sig-
nificantly outperform the most widely employed
metric BLEU (in its mteval or Moses scorer im-
plementation), Figures 1, 2, 3, 4, 5, and 6 in-
clude significance test results for every competing
pair of metrics including our baseline metrics. In
heatmaps in Figures 1, 2, 3, 4, 5, and 6, the column
labelled “MTEVALBLEU” or “MOSESBLEU” can
be used to quickly observe which metrics achieve

cs-en en-cs
Human RR + TT RR + TT

Systems 12 20

WORDF2 .988 .990
WORDF1 .989 .990
MOSESBLEU .989 .987
WORDF3 .988 .989
MTEVALBLEU .985 .986
MOSESCDER .991 .976
BEER .995 .972
MPEDA .988 .977
CHRF1 .990 .965
MTEVALNIST .976 .979
CHRF2 .990 .952
CHRF3 .989 .935
CHARACTER .997 .779
MOSESPER .970 .803
MOSESTER .974 .758
MOSESWER .964 .755
UOW.REVAL .982 -

newstest2016

Table 6: Absolute Pearson correlation of cs-en and
en-cs system-level metric scores with human as-
sessment variant RR + TT, i.e. standard WMT
relative ranking including tuning task systems.

a significant increase in correlation with human as-
sessment over that of BLEU, where a green cell in
the column denotes outperformance of BLEU by
the metric in that row.

For investigatory purposes only, we also include
hybrid-supersample (Graham and Liu, 2016) re-
sults for system-level metrics. 10K hybrid systems
were created per language pair, with correspond-
ing DA human assessment scores, by sampling
pairs of systems from WMT16 translation task
and creating a hybrid system by combining trans-
lations from each system to create new hybrid out-
put test set documents, each with a corresponding
DA human assessment score. Not all metrics par-
ticipating in the system-level metrics shared task
submitted metric scores for the large set of hy-
brid systems, possibly due to the increased time
required to run metrics on the large set of 10K
systems. In this respect, DA hybrid may provide
some indication of which metrics are likely to be
more feasible to employ for tuning purposes in MT
systems out-of-the-box. Due to time constraints,
this year it was only possible to include hybrid-
supersampling results for language pairs evaluated
by the DA human assessment variant.

Correlations of metric scores with human as-
sessment of the large set of hybrid systems are
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cs-en de-en fi-en ro-en ru-en tr-en
Human RR DA RR DA RR DA RR DA RR DA RR DA

Systems 6 6 10 10 9 9 7 7 10 10 8 8

MPEDA .996 .993 .956 .937 .967 .976 .938 .932 .986 .929 .972 .982
UOW.REVAL .993 .986 .949 .985 .958 .970 .919 .957 .990 .976 .977 .958
BEER .996 .990 .949 .879 .964 .972 .908 .852 .986 .901 .981 .982
CHRF1 .993 .986 .934 .868 .974 .980 .903 .865 .984 .898 .973 .961
CHRF2 .992 .989 .952 .893 .957 .967 .913 .886 .985 .918 .937 .933
CHRF3 .991 .989 .958 .902 .946 .958 .915 .892 .981 .923 .918 .917
CHARACTER .997 .995 .985 .929 .921 .927 .970 .883 .955 .930 .799 .827
MTEVALNIST .988 .978 .887 .801 .924 .929 .834 .807 .966 .854 .952 .938
MTEVALBLEU .992 .989 .905 .808 .858 .864 .899 .840 .962 .837 .899 .895
MOSESCDER .995 .988 .927 .827 .846 .860 .925 .800 .968 .855 .836 .826
MOSESTER .983 .969 .926 .834 .852 .846 .900 .793 .962 .847 .805 .788
WORDF2 .991 .985 .897 .786 .790 .806 .905 .815 .955 .831 .807 .787
WORDF3 .991 .985 .898 .787 .786 .803 .909 .818 .955 .833 .803 .786
WORDF1 .992 .984 .894 .780 .796 .808 .890 .804 .954 .825 .806 .776
MOSESPER .981 .970 .843 .730 .770 .767 .791 .748 .974 .887 .947 .940
MOSESBLEU .991 .983 .880 .757 .752 .759 .878 .793 .950 .817 .765 .739
MOSESWER .982 .967 .926 .822 .773 .768 .895 .762 .958 .837 .680 .651

newstest2016

Table 4: Absolute Pearson correlation of to-English system-level metric scores with human assessment
variants: RR = standard WMT relative ranking; DA = direct assessment of translation adequacy.

en-cs en-de en-fi en-ro en-ru en-tr
Human RR DA RR DA RR DA RR DA RR DA RR DA

Systems 10 15 13 12 12 12 8

CHARACTER .947 - .915 - .933 - .959 - .954 .966 .930 -
BEER .973 - .732 - .940 - .947 - .906 .922 .956 -
CHRF2 .954 - .725 - .974 - .828 - .930 .955 .940 -
CHRF3 .954 - .745 - .974 - .818 - .936 .960 .916 -
MOSESCDER .968 - .779 - .910 - .952 - .874 .874 .791 -
CHRF1 .955 - .645 - .931 - .858 - .901 .928 .938 -
WORDF3 .964 - .768 - .901 - .931 - .836 .840 .714 -
WORDF2 .964 - .766 - .899 - .933 - .836 .840 .715 -
WORDF1 .964 - .756 - .888 - .937 - .836 .839 .711 -
MPEDA .964 - .684 - .944 - .786 - .856 .866 .860 -
MOSESBLEU .968 - .784 - .857 - .944 - .820 .820 .693 -
MTEVALBLEU .968 - .752 - .868 - .897 - .835 .838 .745 -
MTEVALNIST .975 - .625 - .886 - .882 - .890 .897 .788 -
MOSESTER .940 - .742 - .863 - .906 - .882 .879 .644 -
MOSESWER .935 - .771 - .855 - .912 - .882 .876 .570 -
MOSESPER .974 - .681 - .700 - .944 - .857 .854 .641 -
CHRF3.2REF - - - - .973 - - - - - - -
CHRF2.2REF - - - - .970 - - - - - - -
CHRF1.2REF - - - - .923 - - - - - - -
WORDF3.2REF - - - - .890 - - - - - - -
WORDF2.2REF - - - - .887 - - - - - - -
WORDF1.2REF - - - - .876 - - - - - - -

newstest2016

Table 5: Absolute Pearson correlation of out-of-English system-level metric scores with human assess-
ment variants: RR = standard WMT relative ranking; DA = direct assessment of translation adequacy.
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Figure 1: German-to-English (de-en), Finnish-to-English (fi-en) and Romanian-to-English (ro-en)
system-level metric significance test results for human assessment variants; green cells denote a sig-
nificant increase in correlation with human assessment for the metric in a given row over the metric in
a given column according to Williams test; RR = standard WMT relative ranking for translation task
systems only; DA = direct assessment of translation adequacy; DA Hybrids = direct assessment with
hybrid super-sampling.
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Figure 2: Russian-to-English (ru-en), Turkish-to-English (tr-en) and English-to-Russian (en-ru) system-
level metric significance test results for human assessment variants; green cells denote a significant
increase in correlation for the metric in a given row over the metric in a given column according to
Williams test; RR = standard WMT relative ranking for translation task systems only; DA = direct
assessment of translation adequacy; DA Hybrids = direct assessment with hybrid super-sampling.
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Figure 3: Czech-to-English (cs-en) system-level metric significance test results for human assessment
variants; a green cell corresponds to a significant increase in correlation for the metric in a given row
over the metric in a given column according to Williams test; RR = standard WMT relative ranking for
translation task systems only; RR + TT = standard WMT relative ranking for all cs-en newstest2016
systems; DA = direct assessment of translation adequacy; DA Hybrids = direct assessment with hybrid
super-sampling.
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Figure 4: English-to-Czech (en-cs) system-level metric significance test results; a green cell corresponds
to a significant increase in correlation for the metric in a given row over the metric in a given column
according to Williams test; RR = standard WMT relative ranking; RR + TT = standard WMT relative
ranking for translation and tuning task systems.
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Figure 5: English-to-German (en-de) system-level metric significance test results; a green cell corre-
sponds to a significant increase in correlation for the metric in a given row over the metric in a given
column according to Williams test; RR = standard WMT relative ranking.
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Figure 6: English-to-Finnish (en-fi), English-to-Romanian (en-ro) and English-to-Turkish (en-tr) system-
level metric significance test results; a green cell corresponds to a significant increase in correlation for
the metric in a given row over the metric in a given column according to Williams test; RR = standard
WMT relative ranking.

shown in Table 7, where again metrics not signif-
icantly outperformed by any other are highlighted
in bold. Results are for investigatory purposes
only and do not indicate official winners, however.
Figures 1, 2 and 3 also include significance test re-
sults for hybrid super-sampled correlations for all
pairs of competing metrics for a given language
pair.

In Appendix A, correlation plots for each lan-
guage pair are also provided. The left-hand
plot visualizes the correlation of MTEVALBLEU
and manual judgements, while the right-hand plot
shows the correlation for the best performing met-
rics for that pair according to both standard RR
and DA, as per Tables 4, 5 and 7.

3.2 System-Level Results for IT Task

Since systems participating in the IT domain trans-
lation task were manually evaluated with RR, we
include evaluation of metrics for translation of
this specific domain. Results of all metrics eval-
uated on the IT domain MT systems are shown
in Table 8, where official winning metrics for this
domain are identified as those not significantly
outperformed by any other metric according to
Williams test, correlations for which are high-

lighted in bold.8

Full pairwise significance test results for every
pair of competing metrics evaluated on IT domain
systems for Spanish, Dutch and Portuguese are
shown in Figure 7, German in Figure 5 and Czech
in Figure 4. No significance tests are provided for
IT domain Bulgarian and Basque, as all metrics
achieved equal correlations.

We see from Table 8 and also Figure 7 that
MOSESBLEU does not belong to the winners for
several target languages (Czech, German, Dutch),
but across the board, metrics are hard to distin-
guish on this specific test set.

3.3 Segment-Level Results

In WMT16, the official method for segment-level
metric evaluation remains unchanged: a Kendall’s
Tau-like formulation of a given metric’s agreement
with pairwise human assessment of translations,
collected through 5-way relative ranking (RR).
However, we also trial evaluation of segment-
level metrics with reference to segment-level DA
human assessment (for the main translation task
data set) and a semantic-based manual judgments
HUME (for himl2015 data set).

8Bulgarian and Basque IT translation tasks included only
two participating systems and all metrics were able to order
them correctly, all resulting in a correlation of 1.0.
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cs-en de-en fi-en ro-en ru-en tr-en en-ru
Human DA DA DA DA DA DA DA

Systems 10K 10K 10K 10K 10K 10K 10K

MPEDA .988 .923 .971 .905 .923 .975 .860
BEER .985 .871 .964 .828 .894 .975 .914
CHARACTER .989 .918 .915 .850 .919 .822 .954
MTEVALNIST .971 .790 .919 .784 .853 .919 .890
MTEVALBLEU .985 .802 .849 .828 .833 .868 .831
MOSESCDER .984 .819 .851 .777 .850 .822 .868
UOW.REVAL .981 .976 .964 .930 .967 .951 -
MOSESPER .970 .728 .758 .745 .877 .798 .846
MOSESWER .962 .814 .758 .741 .834 .642 .870
MOSESBLEU .979 .753 .747 .772 .819 .708 .813
CHRF3 .984 .892 - - - - -
CHRF2 .984 .882 - - - - -
CHRF1 .982 .856 - - - - -

newstest2016

Table 7: Absolute Pearson correlation of system-level metric scores with 10K hybrid systems: DA Hy-
brid = direct assessment of translation adequacy of 10K hybrid MT systems.

en-bg en-cs en-de en-es en-eu en-nl en-pt
Human RR RR RR RR RR RR RR

Systems 2 5 10 4 2 4 4

CHARACTER 1.000 0.901 0.930 0.963 1.000 0.927 0.976
CHRF3 1.000 0.831 0.700 0.938 1.000 0.961 0.990
CHRF2 1.000 0.837 0.672 0.933 1.000 0.959 0.986
BEER 1.000 0.744 0.621 0.931 1.000 0.983 0.989
CHRF1 1.000 0.845 0.588 0.915 1.000 0.951 0.967
MTEVALNIST 1.000 0.905 0.524 0.926 1.000 0.722 0.993
MPEDA 1.000 0.620 0.599 0.951 1.000 0.856 0.989
MOSESTER 1.000 0.616 0.628 0.908 1.000 0.835 0.994
MTEVALBLEU 1.000 0.750 0.621 0.976 1.000 0.596 0.997
MOSESWER 1.000 0.009 0.656 0.916 1.000 0.903 0.991
MOSESCDER 1.000 0.181 0.652 0.932 1.000 0.914 0.997
WORDF1 1.000 0.240 0.644 0.959 1.000 0.911 0.997
WORDF2 1.000 0.266 0.652 0.965 1.000 0.900 0.997
WORDF3 1.000 0.274 0.655 0.966 1.000 0.897 0.996
MOSESBLEU 1.000 0.296 0.650 0.974 1.000 0.886 0.992
MOSESPER 1.000 0.307 0.548 0.911 1.000 0.938 0.998

ittest2016

Table 8: System-level metric results (ittest2016): Pearson correlation of system-level metric scores with
human assessment computed over standard WMT relative ranking (RR) human assessments; absolute
values of correlation coefficients reported for all metrics.
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Figure 7: System-level metric ittest2016 significance test results for differences in metric correlation
with human assessment for remaining out-of-English language pairs evaluated with relative ranking (RR)
human assessment.

Segment-level DA Evaluation Segment-level
DA adequacy scores, as described in Section
2.3.2, are employed as gold standard human
scores for translations. Since DA segment-level
scores are absolute judgments, in their raw (non-
standardized) form corresponding simply to a per-
centage of the absolute adequacy of a given trans-
lation, evaluation of metrics simply takes the form
of the computation of a Pearson correlation coef-
ficient between metric and DA scores for transla-
tions. Significance of differences in metric per-
formance, as in system-level DA metric evalua-
tion, takes the form of Williams test for the sig-
nificance of a difference in dependent correlations
(Williams, 1959; Graham et al., 2015).

Segment-level HUME evaluation The evalu-
ation of segment-level metrics with reference to
HUME scores operates in a similar way to DA,
by computing the Pearson correlation of HUME
evaluation scores for individual translations with
metric scores. Williams test is also applied to test
for significant differences in metric performance.

Kendall’s Tau-like Formulation We measure
the quality of metrics’ segment-level scores us-
ing a Kendall’s Tau-like formulation, which is
an adaptation of the conventional Kendall’s Tau
coefficient. Since we do not have a total or-
der ranking of all translations we use to evaluate
metrics, it is not possible to apply conventional

Kendall’s Tau given the current RR human evalua-
tion setup (Graham et al., 2015). Vazquez-Alvarez
and Huckvale (2002) also note that a genuine pair-
wise comparison is likely to lead to more stable
results for segment-level metric evaluation.

Our Kendall’s Tau-like formulation, τ , for
segment-level evaluation is as follows:

τ =
|Concordant| − |Discordant|
|Concordant|+ |Discordant| (2)

whereConcordant is the set of all human com-
parisons for which a given metric suggests the
same order andDiscordant is the set of all human
comparisons for which a given metric disagrees.
The formula is not specific with respect to ties, i.e.
cases where the annotation says that the two out-
puts are equally good.

The way in which ties (both in human and
metric judgment) were incorporated in computing
Kendall τ has changed across the years of WMT
metrics tasks. Here we adopt the version from
WMT14 and WMT15. For a detailed discussion
on other options, see Macháček and Bojar (2014).

The method is formally described using the fol-
lowing matrix:

Given such a matrix Ch,m where h,m ∈ {<,=
, >}9 and a metric, we compute the Kendall’s τ for
the metric the following way:

9Here the relation < always means ”is better than“ even
for metrics where the better system receives a higher score.

214



Metric
< = >

H
um

an < 1 0 -1
= X X X
> -1 0 1

τ =

∑
h,m∈{<,=,>}

Ch,m 6=X

Ch,m|Sh,m|

∑
h,m∈{<,=,>}

Ch,m 6=X

|Sh,m|
(3)

We insert each extracted human pairwise com-
parison into exactly one of the nine sets Sh,m ac-
cording to human and metric ranks. For example
the set S<,> contains all comparisons where the
left-hand system was ranked better than right-hand
system by humans and it was ranked the other way
round by the metric in question.

To compute the numerator of our Kendall’s τ
formulation, we take the coefficients from the ma-
trixCh,m, use them to multiply the sizes of the cor-
responding sets Sh,m and then sum them up. We
do not include sets for which the value of Ch,m is
X. To compute the denominator, we simply sum
the sizes of all the sets Sh,m except those where
Ch,m = X.

To summarize, the WMT16 matrix specifies to:

• exclude all human ties,

• count metric’s ties only for the denominator
(thus giving no credit for giving a tie),

• all cases of disagreement between hu-
man and metric judgments are counted as
Discordant,

• all cases of agreement between human
and metric judgments are counted as
Concordant.

In previous years, we reported confidence inter-
vals for the Kendall’s Tau formulation, see Bojar et
al. (2015) for details. However, since the formula-
tion of Kendall’s Tau is not computed in the stan-
dard way (we do not have a single overall rank-
ing of translations, but rather rankings of sets of
5 translations), the accuracy of confidence inter-
vals computed in this way is difficult to verify. To
avoid the risk of drawing incorrect conclusions of
significant differences in metric performance, we
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Figure 9: Direct Assessment (DA) segment-level
metric significance test results for English to Rus-
sian (newstest2016): Green cells denote a signif-
icant win for the metric in a given row over the
metric in a given column according to Williams
test for difference in dependent correlation.

do not include confidence intervals with this year’s
Kendall’s Tau formulation results.

Results of the segment-level human evaluation
for translations sampled from the main translation
task are shown in Tables 9 and 10, where met-
ric correlations (for DA human assessment variant
only) not significantly outperformed by any other
metric are highlighted in bold. Since Kendall’s
Tau are traditionally employed to conclude task
winners, while at the same time we currently lack
a known reliable method of identifying signif-
icant differences between metrics, we postpone
announcement of official winning segment-level
metrics until further research has been carried out
to establish a reliable method in this respect.

DA human assessment pairwise significance
test results for differences in metric performance
are included for investigatory purposes only in
Figures 8 and 9.

Results of segment-level metrics task evaluated
with HUME on the himl2015 data set are shown
in Table 11, where metrics not significantly out-
performed by any other in a given language pair
are highlighted in bold, and these metrics are offi-
cial winners of the himl2015 segment-level metric
evaluation. Full pairwise significance test results
for all metrics are shown in Figure 10.
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Direction cs-en de-en fi-en ro-en ru-en tr-en
Human Gold RR DA RR DA RR DA RR DA RR DA RR DA

# Assessments 70k 12k 15k 12k 19k 14k 11k 12k 18k 13k 7k 13k
# Translations 8.6k 560 2.4k 560 4.6k 560 2.2k 560 4.7k 560 2.2k 560

Correlation τ r τ r τ r τ r τ r τ r

DPMFCOMB .388 .713 .420 .584 .481 .598 .383 .627 .420 .615 .401 .663
METRICS-F .345 .696 .421 .601 .447 .557 .388 .662 .412 .618 .424 .649
COBALT-F. .336 .671 .415 .591 .433 .554 .361 .639 .397 .618 .423 .627
UPF-COBA. .359 .652 .387 .550 .436 .490 .356 .616 .394 .556 .379 .626
BEER .342 .661 .371 .462 .416 .471 .331 .551 .376 .533 .372 .545
MPEDA .331 .644 .375 .538 .425 .513 .339 .587 .387 .545 .335 .616
CHRF2 .341 .658 .358 .457 .418 .469 .344 .581 .383 .534 .346 .556
CHRF3 .343 .660 .351 .455 .421 .472 .341 .582 .382 .535 .345 .555
CHRF1 .323 .644 .372 .454 .410 .452 .339 .570 .379 .522 .345 .551
UOW-REVAL .261 .577 .329 .528 .376 .471 .313 .547 .314 .528 .342 .531
WORDF3 .299 .599 .293 .447 .377 .473 .304 .525 .343 .504 .287 .536
WORDF2 .297 .596 .296 .445 .378 .471 .300 .522 .341 .503 .283 .537
WORDF1 .290 .585 .293 .435 .369 .464 .293 .508 .336 .497 .275 .535
SENTBLEU .284 .557 .265 .448 .368 .484 .272 .499 .330 .502 .245 .532
DTED .201 .394 .130 .254 .209 .361 .144 .329 .201 .375 .142 .267

newstest-2016

Table 9: Segment-level metric results for to-English language pairs (newstest2016): Correlation of
segment-level metric scores with human assessment variants, where τ are official results computed sim-
ilar to Kendall’s τ and over standard WMT relative ranking (RR) human assessments; r are Pearson
correlation coefficients of metric scores with direct assessment (DA) of absolute translation adequacy;
absolute value of correlation coefficients reported for all metrics.

Direction en-cs en-de en-fi en-ro en-ru en-tr
Human Gold RR DA RR DA RR DA RR DA RR DA RR DA
# Assessments 118k - 35k - 31k - 7k - 21k 20k 7k -
# Translations 12.9k - 6.2k - 4.1k - 1.9k - 6.0k - 3.0k -

Correlation τ r τ r τ r τ r τ r τ r

BEER .422 - .333 - .364 - .307 - .405 .666 .337 -
CHRF2 .420 - .329 - .374 - .304 - .406 .661 .330 -
CHRF3 .421 - .327 - .380 - .304 - .400 .661 .326 -
CHRF1 .402 - .320 - .350 - .305 - .389 .642 .320 -
MPEDA .393 - .274 - .342 - .238 - .372 .645 .255 -
WORDF2 .373 - .247 - .313 - .250 - .358 .580 .218 -
WORDF3 .373 - .247 - .314 - .245 - .359 .582 .216 -
WORDF1 .369 - .245 - .311 - .248 - .351 .573 .209 -
SENTBLEU .359 - .236 - .306 - .233 - .328 .550 .222 -

CHRF3-2R. - - .334 - - - - - - - - -
CHRF2-2R. - - .331 - - - - - - - - -
CHRF1-2R. - - .324 - - - - - - - - -
WORDF3-2. - - .251 - - - - - - - - -
WORDF2-2. - - .251 - - - - - - - - -
WORDF1-2. - - .250 - - - - - - - - -
DEPCHECK .109 - - - - - - - - - - -

newstest-2016

Table 10: Segment-level metric results for out-of-English language pairs (newstest2016): Absolute cor-
relation of segment-level metric scores with human assessment variants, where τ are official results
computed similar to Kendall’s τ and over standard WMT relative ranking (RR) human assessments; r
are Pearson correlation coefficients of metric scores with direct assessment (DA) of absolute translation
adequacy; absolute value of correlation coefficients reported for all metrics.
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Figure 8: Direct Assessment (DA) segment-level metric significance test results for to-English language
pairs (newstest2016): Green cells denote a significant win for the metric in a given row over the metric
in a given column according to Williams test for difference in dependent correlation.
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Figure 10: HUME segment-level metric significance test results (himl2015): Green cells denote a sig-
nificant win for the metric in a given row over the metric in a given column according to Williams test
for difference in dependent correlation; Winning metrics are those not significantly outperformed by
any other (en-cs: CHRF3; en-de: BEER, CHRF3, CHRF2, MPEDA, CHRF1; en-pl: BEER, CHRF1,
MPEDA, CHRF2; en-ro: CHRF3).
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Direction en-cs en-de en-ro en-pl
Human Gold HUME HUME HUME HUME
n 339 330 349 345

Correlation r r r r

CHRF3 .544 .480 .639 .413
CHRF2 .537 .479 .634 .417
BEER .516 .480 .620 .435
CHRF1 .506 .467 .611 .427
MPEDA .468 .478 .595 .425
WORDF3 .413 .425 .587 .383
WORDF2 .408 .424 .583 .383
WORDF1 .392 .415 .569 .381
SENTBLEU .349 .377 .550 .328

himl-2015

Table 11: Pearson correlation of segment-level metric scores with HUME human assessment variant.

3.4 Discussion

During the task, the DA evaluation, other than be-
ing more principled and discerning, has proved
more reliable for crowd-sourcing human evalua-
tion of MT.

It should be noted that DA requires distinct
DA human evaluation variants for system and
segment-level evaluation, but we may not see this
as a negative but rather that DA provides a new
method of human evaluation devised specifically
for accurate evaluation of segment-level metrics.

Although this year DA was carried out through
crowd-sourcing, while RR was completed by re-
searchers, DA is not restricted to crowd-sourcing
and could be carried out as-is by researchers or by
slight modification by removal of the overhead of
translation assessments included in DA for quality
control. With any method of human evaluation, if
we aim at crowd-sourcing, we must keep in mind
that some languages are difficult to obtain work-
ers for, observed in the fact that this year’s WMT
only collected crowd-sourced assessment for En-
glish and Russian as a target language. Although
we employed a minimum of 15 human assessors
for segment-level evaluation of metrics per seg-
ment, it might be worth noting that preliminary
empirical evaluation has shown that the 15 human
assessments we acquire do not need to be from
distinct workers and when repeat assessments are
allowed from the same worker, this also yields a
correlation of above 0.9 with assessments of trans-
lations collected from strictly distinct workers. In
other words, DA should be technically viable for
all language pairs, if we employ researchers as op-
posed to crowd-sourced assessors (who may not

be available for the language) and if we allow re-
peated assessments of the same segment by the
same person.

Hybrid supersampling is a novel way of doing
meta-evaluation of metric performance and it pro-
vided more conclusive results. Although we car-
ried out hybrid supersampling for DA human eval-
uation only, the method is not DA specific, and it
would be interesting to trial it with RR the future.

Character-level metrics again gave very good
results on both system and segment level. The
trend that started on WMT14 with BEER, then
continued on WMT15 with BEER and CHRF,
now happens with BEER, CHRF and CHARAC-
TER. This growing number of character-level met-
rics suggests that community (at least the one that
develops metrics) had started to adopt character-
level matching as an important component of eval-
uation.

Just like in previous years, metrics that train
their parameters get very high correlation with
human judgment as exemplified with BEER and
UOW.REVAL. This year’s edition of the metrics
task introduced different types of golden truths
that opens the question towards which golden truth
should metrics be trained. Should it be for RR by
using some learning-to-rank algorithms, or for DA
by using regression algorithms or some combina-
tion of the two.

The results this year again include surprises.
For instance, evaluation of English-to-Czech this
year suggests that WORDF, BLEU and NIST out-
perform CHRF under evaluation against RR both
with and without tuning systems (Figure 4) on the
news domain, whereas we have seen the exact op-
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posite last year. The IT domain for English-to-
Czech stays in line with last year’s observations.

BLEU (and especially its Moses implementa-
tion) has been clearly outperformed by many met-
rics. That again highlights the question in MT as to
why almost all systems remain to be optimized for
BLEU. Optimization towards BLEU has driven
system development and certainly achieved results
in the past, but the relatively low correlation with
human judgment is a sign that some alternative
metrics should be considered. For this reason, we
encourage metrics developers to add their metric
to Moses scorer so that the MT community can
more easily experiment with employing them as
optimization objective functions. An additional
motivation should also be so that valuable devel-
opment work on metrics is not lost in the future. If
added to Moses scorer, future metrics tasks could
run easily these metrics as baselines, even if their
authors are not participating in the task that year.
That way, good performing metrics will live on
and the results of the metrics task will be more
comparable across years.

4 Conclusion

In this paper, we summarized the results of the
WMT16 Metrics Shared Task, which assesses the
quality of various automatic machine translation
metrics. As in previous years, human judgments
collected in WMT16 serve as the golden truth and
we check how well the metrics predict the judg-
ments at the level of individual sentences as well
as at the level of the whole test set (system-level).

The more extensive meta-evaluation in this
years task that involved large number of language
pairs, different types of judgments and better mea-
surements of the significance would hopefully
shed some more light on the qualities of different
metrics.

The patterns that can be observed in the results
are that character-level metrics perform really well
and that the number of them is growing over the
years. Also, the trained metrics on average are per-
forming better than non-trained metrics, especially
for into-English language pairs.

Acknowledgments

We wouldn’t be able to put this experiment to-
gether without tight collaboration with Matt Post
and Christian Federmann who were running the
core of WMT Shared Translation Task. This

project has received funding from the European
Union’s Horizon 2020 research and innovation
programme under grant agreements no 645452
(QT21) and no 644402 (HimL). The work on this
project was also supported by the Dutch organiza-
tion for scientific research STW grant nr. 12271.

References
Omri Abend and Ari Rappoport. 2013. Universal Con-

ceptual Cognitive Annotation (UCCA). In Proceed-
ings of the 51st Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Pa-
pers), pages 228–238, Sofia, Bulgaria, August. As-
sociation for Computational Linguistics.

Alexandra Birch, Barry Haddow, Ondřej Bojar, and
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Miloš Stanojević, Amir Kamran, Philipp Koehn, and
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A System-Level Correlation Plots

The following figures plot the system-level results of MTEVALBLEU (left-hand plots) and the best per-
forming (according to RR and DA, see Tables 4, 5 and 7) metrics for the given language pair (right-hand
plots) against manual score.
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UEDIN-NMT

USFD-RESCORING

RWTH-SYSCOMB

QT21-HIML-SYSCOMB

LMU-CUNI

-0.56 -0.55 -0.53 -0.52 -0.51 -0.50

CHARACTER

-.5

-.3

-.1

.0

.2

.4

HUMAN

UEDIN-LMU-HIERO

JHU-PBMT

UEDIN-PBMT
KIT

LIMSI

ONLINE-A

ONLINE-B

UEDIN-NMT

USFD-RESCORING

RWTH-SYSCOMB

QT21-HIML-SYSCOMB

LMU-CUNI
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Russian-English

14 17 21 24 27 30

MTEVALBLEU
-1.5

-1.3

-1.1

-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

HUMAN

PROMT-RULE-BASED

ONLINE-B

ONLINE-G

UEDIN-NMT

NRC

AFRL-PHRASE

ONLINE-F

AFRL-CONTRAST

AMU-UEDIN

ONLINE-A

0.45 0.47 0.49 0.52 0.54 0.56

UOW-REVAL
-1.5

-1.3

-1.1

-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

HUMAN

PROMT-RULE-BASED

ONLINE-B

ONLINE-G

UEDIN-NMT

NRC

AFRL-PHRASE

ONLINE-F

AFRL-CONTRAST

AMU-UEDIN

ONLINE-A

English-Russian

9 12 16 20 23 27

MTEVALBLEU
-1.4

-1.2

-1.0

-.8

-.6

-.4

-.2

-.0

.1

.3

.5

.7

.9

HUMAN

JHU-PBMT

AFRL-VERB-ANNOT

LIMSI

PROMT-RULE-BASED

AFRL-PHRASE-BASED

ONLINE-B
ONLINE-G

UEDIN-NMT

NYU-UMONTREAL

ONLINE-F

AMU-UEDIN

ONLINE-A

-0.66 -0.64 -0.61 -0.58 -0.56 -0.53

CHARACTER
-1.4

-1.2

-1.0

-.8

-.6

-.4

-.2

-.0

.1

.3

.5

.7

.9

HUMAN

JHU-PBMT

AFRL-VERB-ANNOT

LIMSI

PROMT-RULE-BASED

AFRL-PHRASE-BASED

ONLINE-B
ONLINE-G

UEDIN-NMT

NYU-UMONTREAL

ONLINE-F

AMU-UEDIN

ONLINE-A
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Turkish-English

14 15 16 17 18 19

MTEVALBLEU-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

DVORKANTON

TBTK-SYSCOMB

ONLINE-B

ONLINE-G

ONLINE-A

JHU-SYNTAX

PROMT-SMT

JHU-PBMT

0.25 0.26 0.27 0.28 0.29 0.30

MPEDA-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

DVORKANTON

TBTK-SYSCOMB

ONLINE-B

ONLINE-G

ONLINE-A

JHU-SYNTAX

PROMT-SMT

JHU-PBMT

Turkish-English

14 15 16 17 18 19

MTEVALBLEU-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

DVORKANTON

TBTK-SYSCOMB

ONLINE-B

ONLINE-G

ONLINE-A

JHU-SYNTAX

PROMT-SMT

JHU-PBMT

0.47 0.49 0.50 0.51 0.53 0.54

BEER-.9

-.7

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

DVORKANTON

TBTK-SYSCOMB

ONLINE-B

ONLINE-G

ONLINE-A

JHU-SYNTAX

PROMT-SMT

JHU-PBMT
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English-Turkish

9 10 11 12 13 15

MTEVALBLEU

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

CMU

DVORKANTON

JHU-PBMT

JHU-HLTCOE

ONLINE-G

ONLINE-A

TBTK-MORPH-HPB

ONLINE-B

0.45 0.46 0.47 0.49 0.50 0.51

BEER

-.5

-.3

-.1

.0

.2

.4

.6

.8

HUMAN

CMU

DVORKANTON

JHU-PBMT

JHU-HLTCOE

ONLINE-G

ONLINE-A

TBTK-MORPH-HPB

ONLINE-B
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Abstract

This paper presents the results of the
WMT16 Tuning Shared Task. We pro-
vided the participants of this task with a
complete machine translation system and
asked them to tune its internal parameters
(feature weights). The tuned systems were
used to translate the test set and the out-
puts were manually ranked for translation
quality. We received 4 submissions in the
Czech-English and 8 in the English-Czech
translation direction. In addition, we ran
2 baseline setups, tuning the parameters
with standard optimizers for BLEU score.
In contrast to previous years, the tuned
systems in 2016 rely on large data.

1 New Introduction

The standard phrase based and hierarchical statis-
tical machine translation (SMT) systems rely on
several models that predict the hypothesis qual-
ity. Some of them are taking care that the trans-
lations are lexically correct (translation models),
some that it is fluent (language models), some that
it is not too long (word and phrase penalty) etc.
The list of features can go from a dozen to a more
than million of sparse features.

Clearly, not all of these features are equally im-
portant. For this reason they are combined in a
linear model in which each one of the features is
assigned a weight that scales its contribution to the
total score of the hypothesis.

Estimating these weights has been an impor-
tant part of MT research for many years. Dif-
ferent learning algorithms have been published,
some helpful features proposed and many evalu-
ation metrics considered as alternative objectives
for optimization. In search for the best combina-
tion of proposed components of weight estimation,
we organize this task in which the potential solu-
tions can compete in a controlled setting: a fixed

system to be optimized and a fixed tuning and test
set. Everything else is up to the participants.

This way of evaluation of the tuning algorithms
and objectives can settle some of the dilemmas
that existed in the community. For example, is
KBMIRA better than MERT? The choice is usually
based on recommendations between researchers or
by their comparison on BLEU score which is not
always the best way to compare two systems. In
this task, we compare the systems based on how
humans judge the output of these systems.

Another very common design choice is which
objective to optimize. The evaluation metrics
are usually designed to correlate well with hu-
man judgments of translation quality, see Bojar
et al. (2016c) and the previous papers summa-
rizing WMT metrics tasks. However, a metric
that correlates well with humans on final output
quality may not be usable in weight optimization
for various technical reasons. Many metrics that
have very high correlation with human judgment
achieve that by using complex models that are very
slow so they might present a bottle-neck in the
tuning process when the chosen evaluation metric
needs to evaluate a huge number of translations in
the n-best lists.

BLEU (Papineni et al., 2002) was shown to be
very hard to surpass (Cer et al., 2010) as a tun-
ing metric and this is also confirmed by the pre-
vious WMT15 Tuning Task results (Stanojević et
al., 2015) and by the results of the invitation-only
WMT11 Tunable Metrics Task (Callison-Burch et
al., 2010)1. Note however, that some metrics have
been successfully used for system tuning (Liu et
al., 2011; Beloucif et al., 2014).

The aim of the WMT16 Tuning Task2 is (just
like in WMT15 Tuning Task) to attract attention

1http://www.statmt.org/wmt11/
tunable-metrics-task.html

2http://www.statmt.org/wmt16/
tuning-task/
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Sentences Tokens Types
Source cs en cs en cs en

LM corpora Europarl v7, News Commentary v11,
News Crawl (2007-15), News Discussion v1 54M 206M 900M 4409M 2.1M 3.2M

TM corpora CzEng 1.6pre for WMT16 44M 501M 587M 1.8M 1.2M
Dev set newstest2015 2656 46K 54K 12.9K 7.7K
Test set newstest2016 2999 56.9K 65.3K 15.1K 8.8K

Table 1: Data used in the WMT16 tuning task.

Dev Test
Direction Token Type Token Type

en-cs 391 314 644 486
cs-en 289 199 507 331

Table 2: Out of vocabulary word counts

to the exploration of all the three aspects of model
optimization: (1) the set of features in the model,
(2) optimization algorithm, and (3) MT quality
metric used in optimization.

For (1), we provide a fixed set of “dense” fea-
tures and also allow participants to add additional
“sparse” features. For (2), the optimization al-
gorithm, task participants are free to use one of
the available algorithms for direct loss optimiza-
tion (Och, 2003; Zhao and Chen, 2009), which are
usually capable of optimizing only a dozen of fea-
tures, or one of the optimizers handling also very
large sets of features (Cherry and Foster, 2012;
Hopkins and May, 2011), or a custom algorithm.
And finally for (3), participants can use any estab-
lished evaluation metric or a custom one.

1.1 Tuning Task Assignment

The way the tuning task is organized is the same
as in the previous WMT15 tuning task (Stanojević
et al., 2015). Tuning task participants were given
a complete model for the phrase-based variant of
the machine translation system Moses (Koehn et
al., 2007) and the development set (newstest2015),
i.e. the source and reference translations. No “dev
test” set was provided, since we expected that par-
ticipants will internally evaluate various variants
of their method by manually judging MT outputs.
In fact, we offered to evaluate a certain number of
translations into Czech for free to ease the partici-
pation for teams without any access to speakers of
Czech.

A complete model consists of a phrase table ex-
tracted from the parallel corpus, two lexicalized
reordering tables and the two language model ex-
tracted from the monolingual data. As such, this
defines a fixed set of dense features which is big-

ger than last year both in the number of addi-
tional models and in the size of the models them-
selves (language models are trained on much big-
ger datasets). The participants were allowed to
add any sparse features implemented in Moses Re-
lease 3.0 (corresponds to Github commit 2d6f616)
and/or to use any optimization algorithm and eval-
uation metric.

Each submission in the tuning task consisted of
the configuration of the MT system, i.e. the addi-
tional sparse features (if any) and the values of all
the feature weights.

2 Details of Systems Tuned

The systems that were distributed for tuning are
based on Moses (Koehn et al., 2007) implementa-
tion of phrase-based model. The language models
were 5-gram models built using KenLM (Heafield
et al., 2013) with modified Kneser-Ney smooth-
ing (James, 2000) without pruning. For word
alignments, we used fast-align toolkit (Dyer et al.,
2013). Alignments are computed in both direc-
tions and symmetrized using grow-diag-final-and
heuristic.

We use CzEng 1.6pre3 (Bojar et al., 2016b) par-
allel data for the extraction of translation mod-
els. We train two language models for each trans-
lation direction: the first model is trained on
CzEng 1.6pre target data and the second model
is trained on concatenation of Europarl v7, News
Commentary data (parallel-nc-v11), news
data (2007-2013, 2014-v2, 2015) and additionally
news discussion v1 (for English language model
only), as released for WMT164. We excluded
CommonCrawl data because we wanted to avoid
data without a clear match with the news domain.

Besides the translation tables and language
models we also provided two lexicalised reorder-
ing models for each direction. Both reordering

3http://ufal.mff.cuni.cz/czeng/
czeng16pre

4http://www.statmt.org/wmt16/
translation-task.html
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System Participant
BLEU-MIRA, BLEU-MERT baselines

AFRL United States Air Force Research Laboratory (Gwinnup et al., 2016)
DCU Dublin City University (Li et al., 2015)

FJFI-PSO Czech Technical University in Prague (Kocur and Bojar, 2016)
ILLC-UVA-BEER ILLC – University of Amsterdam (Stanojević and Sima’an, 2015)

NRC-MEANT, NRC-NNBLEU National Research Council Canada (Lo et al., 2015)
USAAR Saarland University (Liling Tan; no corresponding paper)

Table 3: Participants of WMT16 Tuning Shared Task

models were extracted using code readily avail-
able in Moses. One of the models is word-based
(Koehn et al., 2005) and the other is hierarchi-
cal (Galley and Manning, 2008). Both reorder-
ing models use msd orientation in both forward
and backward direction, with model conditioned
on both the source and target languages (msd-
bidirectional-fe).

Before any further processing, the data was pre-
tokenized and tokenized (using standard Moses
scripts) and lowercased. We also removed par-
allel sentences longer than 60 words or shorter
than 4 words, no data cleaning was performed for
monolingual data. Table 1 summarizes the final
dataset sizes and Table 2 provides details on out-
of-vocabulary items.

Aside from the dev set provided, the partici-
pants were free to use any other data for tuning
(making their submission “unconstrained”), but no
participant decided to do that. All tuning task sub-
missions are therefore also constraint in terms of
the WMT16 Translation Task (Bojar et al., 2016a).

We leave all decoder settings (n-best list size,
pruning limits etc.) at their default values. While
the participants may have used different limits dur-
ing tuning, the final test run was performed at our
site with the default values. It is indeed only the
feature weights that differ.

3 Tuning Task Participants

The list of participants and the names of the sub-
mitted systems are shown in Table 3.

We provide a brief summary of each evalu-
ated optimization method in the rest of this sec-
tion, concluding with baseline approaches (Sec-
tion 3.7).

3.1 ILLC-UVA-BEER

ILLC-UVA-BEER (Stanojević and Sima’an,
2015) was tuned using PRO (Hopkins and May,
2011) learning algorithm with new version of
BEER evaluation metric. The authors claim that

common trained evaluation metrics learn to give
too much importance to recall and thus lead to
overly long translations in tuning. For that reason,
they modify the training of BEER to value recall
and precision equally. This modified version of
BEER is used to train the MT system.

3.2 NRC-MEANT and NRC-NNBLEU

NRC-MEANT is a system tuned against
MEANT (Lo et al., 2015) using batch MIRA with
an additional length penalty to avoid semantic
parsing unreasonably long MT output. Due
to the additional huge language model in this
year’s baseline, the MT system would generate
unreasonably long MT output in the second
iteration of the tuning cycle. This severely affects
the running time of MEANT because running
automatic semantic parser on long sentences is
costly. Therefore, a length penalty is implemented
in MEANT: for MT output that is 2 times or 15
word tokens longer than the reference, MEANT
does not run SRL on it and falls back to the
backoff bag-of-word phrasal similarity. This
could be one of the reasons why MEANT-tuned
system is not performing as competitive as last
year.

NRC-NNBLEU is a system tuned against a
new metric that replaces the n-gram exact match in
BLEU with n-gram word embeddings cosine sim-
ilarity.

3.3 DCU

DCU (Li et al., 2015) is tuned with RED, an eval-
uation metric based on matching of dependency n-
grams. As tuning algorithm the authors have used
KBMIRA.

3.4 AFRL1 and AFRL2

As in the previous year’s submissions (Erdmann
and Gwinnup, 2015), the AFRL systems used
Drem, which is a derivative-free optimization al-
gorithm that interpolates n-best lists returned by
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the decoder. Methodology for the current tun-
ing task is nearly identical, since recent changes
to Drem mostly relate to improving treatment of
n-best list rescoring techniques (Gwinnup et al.,
2016). The objective function used within Drem
is the same for cs-en AFRL and en-cs system
AFRL1:

0.045 · NIST + 0.45 · Meteor + 0.1 · Kendall’s τ.

The en-cs system AFRL2 uses the following ob-
jective, which tests the sensitivity of the result to
the metric and the suitability of the metric chrF3
(Popović, 2015) as a tuning metric:

0.045 · NIST + 0.45 · chrF3 + 0.1 · Kendall’s τ.

The practice of regularizing each metric by us-
ing expected (i.e., soft-max) sufficient statistics
is maintained as before (Erdmann and Gwinnup,
2015).

3.5 USAAR-*
USAAR submissions are similar to the ones from
last year. They use both KBMIRA and MERT

for tuning and combine them in different ways.
USAAR-HMM trains with KBMIRA and MERT in-
dependently and then combines the weights of the
final iterations by using harmonic mean. USAAR-
HMM-MIRA is the same as USAAR-HMM except
that after the harmonic mean is computed, the
tuning is continued with KBMIRA for additional
25 iterations. USAAR-HMM-MERT is the same as
USAAR-HMM-MIRA except that MERT is used in-
stead of KBMIRA for continuing the training after
harmonic averaging.

3.6 FJFI-PSO
FJFI-PSO (Kocur and Bojar, 2016) replaces the
“inner optimization loop” in Moses MERT with
Particle Swarm Optimization, an algorithm that
lends itself easily to parallelization. Everything
else in Moses MERT is unchanged and FJFI-PSO
optimizes to the default BLEU.

3.7 Baseline Methods
In addition to the systems submitted, we provided
three baselines:

• BLEU-MERT-DENSE – MERT tuning with
BLEU without additional features

• BLEU-MIRA-DENSE – KBMIRA tuning with
BLEU without additional features

Since all the submissions including the base-
lines were subject to manual evaluation, we did
not run the MERT or MIRA optimizations more
than once (as is the common practice for estimat-
ing variance due to optimizer instability). We sim-
ply used the default settings and stopping criteria
and picked the weights that performed best on the
dev set according to BLEU.

4 Results

We used the submitted moses.ini and (option-
ally) sparse weights files to translate the test set.
The test set was not available to the participants at
the time of their submission (not even the source
side). We used the Moses recaser trained on the
target side of the parallel corpus to recase the out-
puts of all the models.

Finally, the recased outputs were manually eval-
uated, jointly with regular translation task submis-
sions of WMT (Bojar et al., 2016a). Monitoring
the results of the tuning task already during the
manual evaluation period, we observed that tun-
ing systems perform very similarly. When most
of the evaluated language pairs collected sufficient
number of manual judgements, we asked the orga-
nizers of the translation task evaluation to reopen
annotation interface for tuning systems, hoping for
better separation of the submissions. The WMT16
evaluation data thus contain a number of annota-
tion items where all ranked translation correspond
to output of a tuning system. This subset of an-
notations may be of special interest, e.g. to ana-
lyze the behaviour of annotators when all candi-
date translations are very similar.

The resulting human rankings were used to
compute the overall manual score using the
TrueSkill method, same as for the main translation
task (Bojar et al., 2016a).5

Tables 4 and 5 contain the results of the submit-
ted systems sorted by their manual scores.

The horizontal lines represent separation be-
tween clusters of systems that perform similarly.
Cluster boundaries are established by the same
method as for the main translation task.

5As in previous year, we also checked TrueSkill scores
when only tuning systems would be considered. Since
this non-standard evaluation leads to the same clusters of
similarly-performing systems as the official TrueSkill does,
we do not report it here.

235



System Name TrueSkill Score BLEU
BLEU-MIRA 0.114 22.73

AFRL 0.095 22.90
NRC-NNBLEU 0.090 23.10

NRC-MEANT 0.073 22.60
ILLC-UVA-BEER 0.032 22.46

BLEU-MERT 0.000 22.51

Table 4: Results on Czech-English tuning

System Name TrueSkill Score BLEU
BLEU-MIRA 0.160 15.12

ILLC-UVA-BEER 0.152 14.69
BLEU-MERT 0.151 14.93

AFRL2 0.139 14.84
AFRL1 0.136 15.02

DCU 0.134 14.34
FJFI-PSO 0.127 14.68

USAAR-HMM-MERT -0.433 7.95
USAAR-HMM-MIRA -1.133 0.82

USAAR-HMM -1.327 0.20

Table 5: Results on English-Czech tuning

5 Discussion

We see that manual evaluation of tuning sys-
tems can draw only very few clear division lines.
Czech-to-English has only two clusters of signif-
icantly differing quality and English-to-Czech is
even less discerning: all except USAAR-* sys-
tems fall into the same cluster. The low number of
clusters was obtained also last year, but this year,
we believe that the situation is worsened by the
large-scale setup of the tuned systems.

There are a few observations that can be made
about the baseline results.

Just like last year, KBMIRA turns out to con-
sistently be better than MERT even for the sys-
tem with small number of features. The difference
is especially big for Czech-English where system
tuned with MERT ended up as the worst and system
tuned with KBMIRA as the best.

In fact, KBMIRA tuning for BLEU is not only
better than MERT but better than any other tuning
system for both language pairs. This baseline is a
clear winner of this task. Some systems that did
well last year did not repeat their success this year.
For example, the last year’s winner for English-
Czech DCU was unfortunately worse than both
baselines and three other systems.

Except for the winning baseline, the results do
not generalize much over translation direction.
ILLC-UVA-BEER is second best in English-
Czech but second worst in Czech-English. Its suc-
cess on English-Czech can probably be explained

by character-level scoring that is important for
morphologically rich language such as Czech.

The submitted systems used different combina-
tions of tuning algorithms (MERT, KBMIRA, PRO,
Drem or combinations of MERT and KBMIRA) and
different metrics (BEER, BLEU, RED, MEANT
and combinations of chrF, NIST, METEOR and
Kendall τ ) so it is difficult to see which aspect
of the system contributed most to its results. Sys-
tems that we can compare directly are for example
AFRL1 and AFRL2 where the main difference
was that AFRL2 uses chrF3 in its mixture of met-
rics instead of METEOR. This particular variation
has contributed to slight improvement in human
score, but it degraded the BLEU score.

Optimizing for BLEU does not seem to be al-
ways beneficial. Even though the systems tuned
for BLEU did well in the task, the systems that got
the best BLEU scores are not the winning systems.
For Czech-English, NRC-NNBLEU got the best
BLEU score result, but it ended up third. Also,
tuning for BEER with PRO consistently outper-
forms tuning for BLEU with MERT. It is diffi-
cult to say whether this is because PRO is a bet-
ter learning algorithm or because BEER is a bet-
ter metric. However, if we use KBMIRA instead
of MERT then evaluation with BLEU seems to be
sufficient to outperform all the other systems.

6 Conclusion

We presented the results of WMT16 Tuning Task,
a shared task in optimizing parameters of a given
phrase-based system when translating from En-
glish to Czech and vice versa.

This year, the tuned system was a large-scale
one, trained on almost all of the available data
in the constrained translation task. All the tun-
ing task submissions were thus on the scale of a
standard WMT system, validating the applicabil-
ity of proposed methods from practical point of
view. Given that the number of submitted systems
was very similar to last year, we conclude that the
participants succeeded in this challenge.

Overall, six teams took part in one or both di-
rections, sticking to the constrained setting.

The submitted configurations were manually
evaluated jointly with the systems of the main
WMT translation task.

The results confirm that KBMIRA with the stan-
dard (dense) features optimized towards BLEU
should be preferred over MERT. The clear winner
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of the task was KBMIRA system tuned for BLEU
score, although the quality of most submitted sys-
tems is hard to distinguish manually.
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Abstract

This paper describes LIMSI’s submissions
to the shared WMT’16 task “Transla-
tion of News”. We report results for
Romanian-English in both directions, for
English to Russian, as well as prelimi-
nary experiments on reordering to trans-
late from English into German. Our sub-
missions use mainly NCODE and MOSES

along with continuous space models in a
post-processing step. The main novelties
of this year’s participation are the follow-
ing: for the translation into Russian and
Romanian, we have attempted to extend
the output of the decoder with morpholog-
ical variations and to use a CRF model to
rescore this new search space; as for the
translation into German, we have been ex-
perimenting with source-side pre-ordering
based on a dependency structure allowing
permutations in order to reproduce the tar-
get word order.

1 Introduction

This paper documents LIMSI’s participation to
the shared task of machine translation of news
for three language pairs: English to Russian,
Romanian-English in both directions and English
to German. The reported experiments are mainly
related to two challenging domains: inflection pre-
diction and word order in morphologically rich
languages.

In our systems translating from English into Ro-
manian and Russian, we have attempted to address
the difficulties that go along with translating into
morphologically reach languages. First, a baseline
system outputs sentences in which we reconsider
the choices previously made for inflected words
by generating their full paradigm. Second, a CRF

model is expected to make better choices than the
translation system.

For English to German, experiments are re-
ported on the pre-ordering of the source sentence.
Using the dependency structure of the sentence,
the model predicts permutations of source words
that lead to an order that is as close as possible to
the right order in the target language.

2 System Overview

Our experiments mainly use NCODE,1 an open
source implementation of the n-gram approach, as
well as MOSES2 for some contrastive experiments.
For more details about these toolkits, the reader
can refer to (Koehn et al., 2007) for MOSES and
to (Crego et al., 2011) for NCODE.

2.1 Data pre-processing and word alignments

All the English and Russian data have been
cleaned by normalizing character encoding.

Tokenization for English text relies on in-house
text processing tools (Déchelotte et al., 2008). For
the Russian corpora, we used the TreeTagger
tokenizer. For Romanian, we developed and used
tokro, a rule-based tokenizer. After normaliza-
tion of diacritics, it repeatedly applies 3 rules: (a)
word splitting on slashes, except for url addresses,
(b) isolation of punctuation characters from a pre-
defined set (including quotes, parentheses and el-
lipses as triple dots) adjoined at the beginning or
end of words (considering a few exceptions like
’Dr.’ or ’etc.’) and (c) clitic tokenization on hy-
phens, notably for ’nu’, ’dă’, ’s, i’ and unstressed
personal pronouns. The hyphen is kept on the
clitic token. Multi-word expressions are not joined
into a single token.

1http://ncode.limsi.fr
2http://www.statmt.org/moses/
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The parallel corpora were tagged and lemma-
tized using TreeTagger (Schmid, 1994) for En-
glish and Russian (Sharoff and Nivre, 2011). The
same pre-processing was obtained for Romanian
with the TTL tagger and lemmatizer (Tufiş et
al., 2008). Having noticed many sentence align-
ment errors and out-of-domain parts in the Rus-
sian common-crawl parallel corpus, we have used
a bilingual sentence aligner3 and proceeded to a
domain adaptation filtering using the same proce-
dure as for monolingual data (see section 2.2). As
a result, one third of the initial corpus has been
removed. Apart from the russian wiki-headlines
corpus, the systems presented below used all the
parallel data provided by the shared task.

Word alignments were trained according to
IBM model 4, using MGIZA.

2.2 Language modelling and domain
adaptation

Various English, Romanian and Russian language
models (LM) were trained on the in-domain
monolingual corpora, a subset of the common-
crawl corpora and the relevant side of the paral-
lel corpora (for English, the English side of the
Czech-English parallel data was used). We trained
4-gram LMs, pruning all singletons with lmplz
(Heafield, 2011).

In addition to in-domain monolingual data, a
considerable amount of out-of-domain data was
provided this year, gathered in the common-crawl
corpora. Instead of directly training an LM on
these corpora, we extracted from them in-domain
sentences using the Moore-Lewis (Moore and
Lewis, 2010) filtering method, more specifically
its implementation in XenC (Rousseau, 2013). As
a result, the common-crawl sub-corpora we have
used contained about 200M sentences for Roma-
nian and 300M for Russian and English. Finally,
we perform a linear interpolation of these models,
using the SRILM toolkit (Stolcke, 2002).

2.3 NCODE

NCODE implements the bilingual n-gram ap-
proach to SMT (Casacuberta and Vidal, 2004;
Crego and Mariño, 2006b; Mariño et al., 2006)
that is closely related to the standard phrase-based
approach (Zens et al., 2002). In this framework,
the translation is divided into two steps. To trans-
late a source sentence f into a target sentence e,

3Bilingual Sentence Aligner, available at http://
research.microsoft.com/apps/catalog/

the source sentence is first reordered according to
a set of rewriting rules so as to reproduce the tar-
get word order. This generates a word lattice con-
taining the most promising source permutations,
which is then translated. Since the translation step
is monotonic, the peculiarity of this approach is to
rely on the n-gram assumption to decompose the
joint probability of a sentence pair in a sequence
of bilingual units called tuples.

e∗ = argmax
e,a

K∑

k=1

λkfk(f, e, a)

where K feature functions (fk) are weighted by
a set of coefficients (λk) and a denotes the set of
hidden variables corresponding to the reordering
and segmentation of the source sentence. Along
with the n-gram translation models and target n-
gram language models, 13 conventional features
are combined: 4 lexicon models similar to the ones
used in standard phrase-based systems; 6 lexical-
ized reordering models (Tillmann, 2004; Crego et
al., 2011) aimed at predicting the orientation of
the next translation unit; a “weak” distance-based
distortion model; and finally a word-bonus model
and a tuple-bonus model which compensate for the
system preference for short translations. Features
are estimated during the training phase. Training
source sentences are first reordered so as to match
the target word order by unfolding the word align-
ments (Crego and Mariño, 2006a). Tuples are then
extracted in such a way that a unique segmentation
of the bilingual corpus is achieved (Mariño et al.,
2006) and n-gram translation models are then es-
timated over the training corpus composed of tu-
ple sequences made of surface forms or POS tags.
Reordering rules are automatically learned during
the unfolding procedure and are built using part-
of-speech (POS), rather than surface word forms,
to increase their generalization power (Crego and
Mariño, 2006a).

2.4 Continuous-space models

Neural networks, working on top of conventional
n-gram back-off language models, have been in-
troduced in (Bengio et al., 2003; Schwenk et al.,
2006) as a potential means to improve conven-
tional language models. More recently, these tech-
niques have been applied to statistical machine
translation in order to estimate continuous-space
translation models (CTMs) (Schwenk et al., 2007;
Le et al., 2012a; Devlin et al., 2014).
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As in our previous participations (Le et al.,
2012b; Allauzen et al., 2013; Pécheux et al., 2014;
Marie et al., 2015), we take advantage of the pro-
posal of (Le et al., 2012a). Using a specific neu-
ral network architecture, the Structured OUtput
Layer (SOUL), it becomes possible to estimate
n-gram models that use large output vocabulary,
thereby making the training of large neural net-
work language models feasible both for target lan-
guage models (Le et al., 2011) and translation
models (Le et al., 2012a). Moreover, the pecu-
liar parameterization of continuous models allows
us to consider longer dependencies than the one
used by conventional n-gram models (e.g. n = 10
instead of n = 4). Initialization is an impor-
tant issue when optimizing neural networks. For
CTMs, a solution consists in pre-training mono-
lingual n-gram models. Their parameters are then
used to initialize bilingual models.

Given the computational cost of computing
n-gram probabilities with neural network mod-
els, a solution is to resort to a two-pass approach:
the first pass uses a conventional system to pro-
duce a k-best list (the k most likely hypotheses);
in the second pass, probabilities are computed by
continuous-space models for each hypothesis and
added as new features. For this year evaluation,
we used the following models: one continuous tar-
get language model and four CTMs as described
in (Le et al., 2012a).

For English to Russian and Romanian to En-
glish, the models have the same architecture:

• words are projected into a 500-dimensional
vector space;

• the feed-forward architecture includes two
hidden layers of size 1000 and 500;

• the non-linearity is a sigmoid function;

All models are trained for 20 epochs, then the se-
lection relies on the perplexity measured on a vali-
dation set. For CTMs, the validation sets are sam-
pled from the parallel training data.

3 Experiments

For all our experiments, the MT systems are tuned
using the kb-mira algorithm (Cherry and Fos-
ter, 2012) implemented in MOSES, including the
reranking step. POS tagging is performed us-
ing the TreeTagger (Schmid, 1994) for English
and Russian (Sharoff and Nivre, 2011), and TTL
(Tufiş et al., 2008) for Romanian.

3.1 Development and test sets

Since only one development set was provided for
Romanian, we split the given development set into
two equal parts: newsdev-2016/1 and newsdev-
2016/2. The first part was used as development
set while the second part was our internal test set.

The Russian development and test sets we have
used consisted in shuffled sentences from newstest
2012, 2013 and 2014. Tests were also performed
on newstest-2015.

3.2 Hidden-CRF for inflection prediction

In morphologically rich languages, each single
lemma corresponds to a large number of word
forms that are not all observed in the training data.
A traditional statistical translation system can not
generate a non-observed form. On the other hand,
even if a form has been seen at training time, it
might be hard to use it in a relevant way if its fre-
quency is low, which is a common phenomena,
since the number of singletons in Romanian and
Russian corpora is a lot higher than in English cor-
pora. In such a situation, surface heuristics are less
reliable.

In order to address this limitation, we tried to
extend the output of the decoder with morpholog-
ical variations of nouns, pronouns and adjectives.
Therefore, for each word in the output baring one
of these PoS-tags, we introduced all forms in the
paradigm as possible alternatives. The paradigm
generation was performed for Russian using py-
morphy, a dictionary implemented as a Python
module.4 For Romanian, we used the crawled
(thus sparse) lexicon introduced in (Aufrant et al.,
2016).

Once the outputs were extended, we used a CRF
model to rescore this new search space. The CRF
can use the features of the MT decoder, but can
also include morphological or syntactic features in
order to estimate output scores, even for words that
were not observed in the training data.

In the Russian experiment, oracle scores show
that a maximum gain of 6.3 BLEU points can be
obtained if the extension is performed on the full
search space and 2.3 BLEU points on 300-best
output of the NCODE decoder. The full search
space, while being more promising, proved to be
too large to be handled by the CRF, so the follow-
ing experiments were performed on the 300-best
output.

4http://pymorphy.readthedocs.io/
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In order to train this model, we split the paral-
lel data in two parts. The first (largest) part was
used to train the translation system baseline. The
second part was used for the training of the hid-
den CRF. First, the source side was translated with
the baseline system, then the resulting output was
extended (paradigm generation). References were
obtained by searching for oracle translations in the
augmented output. Models were trained using in-
house implementation of hidden CRF (Lavergne
et al., 2013) and used features from the decoder
as well as additional ones: unigram and bigram of
words and POS-tags; number, gender and case of
the forms and of the surrounding ones; and infor-
mation about nearest prepositions and verbs.

3.3 Experimental results
The experimental results were not conclusive, as,
in the best configuration for Russian our model
achieved the same results as the baseline and
slightly worsened the NCODE+SOUL system (see
Table 1).

System MOSES NCODE

Baseline 22.91 23.05
Baseline + SOUL 23.75

Baseline + Hidden-CRF 23.03
Baseline + SOUL + Hidden-CRF 23.46

Table 1: Results (BLEU) for English-Russian
with NCODE and MOSES on the official test.

System MOSES NCODE

En-Ro
Baseline 23.98 24.15

Baseline + Hidden-CRF 23.68

Ro-En
Baseline 30.41 29.90

Baseline + SOUL 30.60

Table 2: Results (BLEU) for English:Romanian
with NCODE and MOSES on the official test.

As for Romanian (Table 2), our model per-
formed worse than for Russian. We assume that
this must be partly due to the sparsity of the
lexicon used for Romanian, with which we only
generated partial paradigms, as opposed to full
paradigms for Russian.

3.4 Reordering experiments for English to
German

NCODE translates a sentence by first re-ordering
the source sentence and then monotonically de-

coding it. Reorderings of the source sentence are
compactly encoded in a permutation lattice gener-
ated by iteratively applying POS-based reordering
rules extracted from the parallel data.

In this year’s WMT evaluation campaign we in-
vestigated ways to improve the re-ordering step
by re-implementing the approach proposed by
(Lerner and Petrov, 2013). This approach aims at
taking advantage of the dependency structure of
the source sentence to predict a permutation of the
source words that is as close as possible to a cor-
rect syntactic word order in the target language:
starting from the root of the dependency tree a
classifier is used to recursively predict the order
of a node and all its children. More precisely, for a
family5 of size n, a multiclass classifier is used to
select the best ordering of this family among its n!
permutations. A different classifier is trained for
each possible family size.

Predicting the best re-ordering These experi-
ments were only performed for English to Ger-
man translation. The source sentences were
PoS-tagged and dependency parsed using the
MATEPARSER (Bohnet and Nivre, 2012) trained
on the UDT v2.0. The parallel source and tar-
get sentences were aligned in both directions with
FASTALIGN (Dyer et al., 2013) and these align-
ments were merged with the intersection heuris-
tic.6

The training set used to learn the classifiers is
generated as follows: during a depth-first traversal
of each source sentence, an example is extracted
from a node if each child of this node is aligned
with exactly one word in the target sentence. In
this case, it is possible, by following the alignment
links, to extract the order of the family members
in the target language. An example is therefore a
permutation of n members (1 head and its n − 1
children).

In practice, we did not extract training exam-
ples from families having more than 8 members7

and train 7 classifiers (one binary classifier for the
family made of a head and a single dependent and
6 multi-class classifiers able to discriminate be-
tween up to 5 040 classes). Our experiments used

5Following (Lerner and Petrov, 2013), we call family a
head in a dependency tree and all its children.

6Preliminary experiments with the gdfa heuristic showed
that the symmetrization heuristic has no impact on the quality
of the predicted pre-ordering.

7Families with more than 8 members account for less than
0.5% of the extracted examples.
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VOWPAL WABBIT, a very efficient implementa-
tion of the logistic regression capable to handle
a large number of output classes.8 The features
used for training are the same as those proposed
by (Lerner and Petrov, 2013): word forms, PoS-
tags, relative positions of the head, children, their
siblings and the gaps between them, etc.

Building permutation lattices In order to mit-
igate the impact of errouneously predicted word
preorderings, we propose to build lattices of per-
mutations rather than using just one reordering of
the source sentence. This lattice includes the two
best predicted permutations at each node.

It is built as follows: starting from an automa-
ton with a single arc between the initial state and
the final state labeled with the ROOT token, each
arc is successively substituted by two automata de-
scribing two possible re-orderings of the token t
corresponding to this arc label and its children in
the dependency tree. Each of these automata has
n + 1 arcs corresponding to the n children of t in
the dependency tree and t itself that appear in the
predicted order. The weight of the first arc is de-
fined as the probability predicted by the classifier;
all other arcs have a weight of 0.

MT experiments We report preliminary results
for pre-ordering. All the source side of train-
ing data is reordered using the method described
above. Then, the reordered source side, along with
the target side, are considered as the new parallel
training data on which a new NCODE system is
trained (including new word alignment, tuple ex-
traction, ...). For tuning and test steps, the learned
classifiers are used to generate a permutation lat-
tice that will be decoded.

In the following experiments, we use only
news-commentary and Europarl datasets as paral-
lel training data; the development and test sets are,
respectively, newstest-2014 and newstest-2015.

These preliminary experiments show a signif-
icant decrease in BLEU score which deserves
closer investigations. This performance drop is
more important when more reordering paths (“2-
best” in Table 3) are proposed to the MT system.
A similar trend was also observed when using a
dependency-based model only to predict the re-
ordering lattices for a system trained on raw data
and without the pre-ordering step.

As shown in Table 4, in a large majority of cases

8http://hunch.net/˜vw/.

Baseline system

dev test

rule-based 19.4 18.5

Dependency-based pre-ordering

dev test

1-best 18.5 17.7
2-best 18.2 17.2

Table 3: Translation results for pre-ordering on the
English to German translation task

the members of a family have the same order in
the source and in the target languages, a trend that
is probably amplified by our instance extraction
strategy. Dealing with skewed classes is a chal-
lenging problem in machine learning and it is not
surprising that the performance of the classifier is
rather low for the minority classes (see results in
Table 4). It is interesting to note that the standard
rule-based approach does not suffer from the class
imbalance problem as all re-orderings observed in
the training data are considered without taking into
account their probability.

4 Discussion and Conclusion

This paper described LIMSI’s submission to the
shared WMT’16 task “Translation of News”. We
reported results for English-Romanian in both di-
rections and for English into Russian, as well as
English into German for which we have investi-
gated pre-ordering of the source sentence. Our
submissions used NCODE and MOSES along with
continuous space translation models in a post-
processing step. Most of our efforts this year were
dedicated to the main difficulties of morpholog-
ically rich languages: word order and inflection
prediction.

For the translation from English into Romanian
and Russian, the generation of the paradigm of in-
flectional words and choice of the right word form
using a CRF did not give any improvement over
the baseline in our experimental conditions. The
reason may be due to the fact that we did not only
expect that the CRF would make a better choice
than the baseline system regarding word inflec-
tion, we also assumed that these morphological
predictions would help to make right decisions re-
garding lexical choices and word order. This was
our motivation to run such a decoding extension
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size % mono. prec. prec. mono. prec. non-mono.

2 85.6 88.2 97.6 31.5
3 71.3 79.0 95.5 37.6
4 62.0 74.3 95.9 38.8
5 51.8 68.4 91.8 43.2
6 41.9 53.4 81.8 32.8
7 46.2 14.7 18.3 11.6
8 25.0 7.5 12.1 6.0

Table 4: % of family that have the same order in English and German (% mono.), overall prediction
performance (prec.) as well as precision for monotonic and non-monotonic reordering.

over the n-best hypotheses made by the baseline
system: the CRF is then supposed to make deci-
sions that go beyond word inflection, since it re-
turns a single best translation. Presumably, the re-
sulting search space turned out to be too complex
for our CRF model to make relevant choices. We
plan in the nearest future to address this issue by
exploring a way to rely on the CRF for inflection
prediction only.

We finally reiterate our past observations that
continuous space translation models used in a
post-processing step always yielded significant
improvements across the board.

5 Acknowledgments

We would like to thank the anonymous review-
ers for their helpful comments and suggestions.
This work has been partly funded by the European
Union’s Horizon 2020 research and innovation
programme under grant agreement No. 645452
(QT21).

References
Alexandre Allauzen, Nicolas Pécheux, Quoc Khanh
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Max, Hai-son Le, and François Yvon. 2013. LIMSI
@ WMT13. In Proceedings of WMT, Sofia, Bul-
garia.

Lauriane Aufrant, Guillaume Wisniewski, and François
Yvon. 2016. Cross-lingual and supervised mod-
els for morphosyntactic annotation: a comparison
on Romanian. In Proceedings of the Tenth Interna-
tional Conference on Language Resources and Eval-
uation (LREC’16), Portorož, Slovenia, May. Euro-
pean Language Resources Association (ELRA).
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Abstract

We describe the TÜBİTAK Turkish-
English machine translation systems sub-
missions in both directions for the WMT
2016: News Translation Task. We exper-
iment with phrase-based and hierarchical
phrase-based systems for both directions
using word-level and morpheme-level rep-
resentations for the Turkish side. Finally
we perform system combination which re-
sults in 0.5 BLEU increase for Turkish-
to-English and 0.3 BLEU increase for
English-to-Turkish.

1 Introduction

This paper presents TÜBİTAK’s submissions for
the news translation task of the First Conference
on Machine Translation (WMT16) held at ACL
2016. Overview of the systems can be described
as follows: We use both word-level and morpho-
logical feature-based representation of Turkish for
both directions. We experiment with both phrase-
based and hierarchical phrase-based systems. A
large 5-gram language model is trained with data
extracted from the common crawl corpus provided
in Turkish and a 4-gram gigaword language model
is used for English. Augmenting the training data
with its content words (add a new parallel corpora
to training consisting of only the content words for
both languages) and using reversed training data
on the source side in order to achieve better align-
ments at the root-word level and surface forms, are
amongst the methods we employ. Finally system
combination of systems with different paradigms
is performed.

This paper is organized as follows: Section 2
introduces the challenges of practicing SMT for
the Turkish-English language pair and summa-
rizes the previous work. Section 3 provides back-

ground on the base SMT approaches we experi-
ment with. Section 4 provides the experimental
specifications and reports on the results in both di-
rections. We conclude with section 5.

2 Turkish-English Statistical Machine
Translation

Development of statistical machine translation
(SMT) systems of typologically different lan-
guages have traditionally been quite challenging.
The morphological complexity of Turkish com-
pared to English as well as the constituency or-
der difference between these languages makes the
SMT practices especially challenging. English
language structurally conforms to the Subject-
Verb-Object (SVO) constituent order unlike Turk-
ish which has a very flexible constituent order of
mostly Subject-Object-Verb (SOV).

Turkish is an agglutinative language wherein
words are created by concatenating morphemes
(stems and affixes). These combinations are con-
ditioned by certain morphological rules such as
vowel harmony and consonant assimilation which
are set to preserve the overall gentleness of the lan-
guage. This means a morpheme can change its
form while preserving its meaning in order to suit
these rules. After a number of derivations word
forms can become quite complex which results in
a larger vocabulary. Such complex Turkish words
typically align with whole phrases on the English
side when sentence pairs are aligned at the word
level. Such a morphologically complex language
proves to be quite challenging from an SMT point
of view.

To reduce the large vocabulary size and to force
more one-to-one word alignments, researchers
prefer a sub-word representation of the morpho-
logically richer foreign language while translating
to/from English.
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Mapping the rich morphology of Turkish to
the limited morphology of English has been ad-
dressed by several researchers. El-Kahlout et
al. (2012) and Oflazer (2008) used morphologi-
cal analysis to separate some Turkish inflectional
morphemes that have counterparts on the English
side in English-to-Turkish SMT. Along the same
direction, Yeniterzi and Oflazer (2010) applied
syntactic transformations such as joining function
words on the English side to the related content
words.

On the other hand Mermer and Akin (2010)
used an unsupervised learning algorithm to find
the segmentations automatically from parallel
data. A series of segmentation schemes has been
presented (Ruiz et al., 2012) to explore the opti-
mal segmentation for statistical machine transla-
tion of Turkish to English. In addition, an im-
portant amount of effort was spent by several re-
search groups on Turkish-to-English SMT in the
IWSLT’09 (Paul, 2009) and IWSLT’10 (Paul et
al., 2010) BTEC tasks, IWSLT’12 (Federico et al.,
2012) and IWSLT’13 (Cettolo et al., 2013) TED
tasks.

Several components such as the morphological
analyzer and the Turkish word generator that were
used in this submission were adopted from the ex-
periments that had been conducted for IWSLT’13
TED tasks by Yilmaz et al. (2013).

3 Phrase-Based vs. Hierarchical
Phrase-Based Systems

Although phrase-to-phrase translation (Koehn et
al., 2003) overcomes many problems of word-
to-word translation (Brown et al., 1993) and has
been successful for some language pairs during
the last decade, the continuity of phrases is its
main shortcoming. In general, this is a problem
for language pairs with very different word or-
ders such as Chinese-English. For such language
pairs, in order to generate the target phrase, we
may need sub-phrases from different parts of the
source sentence which are distant from each other.
To overcome the limitations of the phrase-based
model, Chiang (2007) has introduced a hierarchi-
cal phrase-based model that uses bilingual phrase
pairs to generate hierarchical phrases that allow
gaps and enable longer distance reorderings.

Previous work (El-Kahlout et al., 2012; Ruiz et
al., 2012) showed that hierarchical phrase-based
(HPB) systems outperform phrase-based (PB) sys-

tems for Turkish-English.

4 Experiments

4.1 Overview

In the experiments the SETIMES parallel corpora
provided were used as training data. The systems
were tuned with newsdev2016 consisting of 1000
sentences and tested with the test set newstest2016
of 3000 sentences. GIZA++ toolkit (Och and Ney,
2003) for the word alignment and Moses’ base de-
coders for both HPB and PB systems were uti-
lized. For the PB decoders lexicalized reordering
was turned on, the distortion limit was set to 6 (dl
= 6) unless no distortion limit (dl = -1) was explic-
itly indicated. For the HPB decoder cube pruning
pop limit was set to 5000.

4.2 Word Representation vs. Full
Segmentation

We implemented both the word-level representa-
tion and feature based representation of Turkish
as baseline systems. As mentioned in Section
2, incorporating morphology when working with
morphologically rich(er) languages in SMT is ex-
pected to perform better than the word-level ap-
proach.

Data Set Sentences # of Tokens
Turkish(Word) 208k 3.6M
Turkish(Feature) 208k 7.4M
English 208k 4.4M

Table 1: SETIMES parallel training data statistics.

Table 1 shows the training data statistics be-
fore and after morphological analysis. As it was
commonplace for sentences to become quite a bit
longer due to the morphological segmentation, in
our experiments we used a maximum sentence
length of 100.

4.3 Pre-processing

We normalized all the data used in the experi-
ments. This includes removing extra spaces, deal-
ing with unicode punctuation, normalizing quota-
tion marks and commas. The word-level represen-
tation of Turkish and English were produced using
the default Moses tokenizer.

A morphological analyzer (Oflazer, 1994) was
used to produce the feature-based representation
of the Turkish language. Each word is passed
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through the analyzer which outputs all the possible
interpretations of that word containing the stem
and the morphological features. Then morpholog-
ical disambiguation is performed on the morpho-
logical analyses (Sak et al., 2007).

Once the contextually salient morphological in-
terpretation is selected, we removed the redun-
dant morphological features that do not corre-
spond to a surface morpheme such as part-of-
speech features (Noun, Verb etc.), 3rd singular
agreement feature (A3sg), and positiveness fea-
ture (Pos) and so on. There only remained fea-
tures that correspond to lexical morphemes mak-
ing up a word such as dative (Dat), accusative
(Acc), past participle (PastPart) and so on. We
segmented the morphologically-analyzed Turkish
sentences at every feature boundary, denoted by
the ( ) symbol. A typical sentence pair with Turk-
ish word representation and full segmentation is as
follows:

• Word representation: Kosova’nın
özelleştirme süreci büyüteç altında.

• Feature representation: Kosova Gen özel
Become Caus Inf2 süreç P3sg büyüteç

alt P3sg Loc.

• Reference: Kosova’s privatisation process is
under scrutiny.

4.4 Language Models
The language models were trained using SRILM
(Stolcke, 2002) toolkit. For Turkish to English we
used a 4-gram Gigaword language model. For En-
glish to Turkish experiments we used the monolin-
gual Common Crawl Corpus hosted by Amazon
Web Services as a public data set. While being
quite large, the crawl data consisted of mostly out
of domain grammatically and semantically broken
sentences. Even though the provided data was
supposed to be de-duplicated we encountered du-
plicates of sub-sentences embedded within a sin-
gle sentence which may have been missed by the
de-duplication script. We encountered sentences
that include only a word, bad UTF-8 charac-
ters, sentences containing Turkish characters that
were replaced with a UTF-8 place-holder charac-
ter which were irreversible since all the non-Latin
characters were mapped to the same place-holder.

Therefore we processed the monolingual data
to train a stronger language model. Firstly we
employed the same normalization process as was

done on the training, tuning and the test cor-
pus described in Section 4.3. We lowercased the
sentences that included fully upper-cased words
and phrases. Then we removed the parts in
which some characters were irreversibly swapped
by UTF-8 place-holder, empty lines, the sen-
tences that consisted of only numbers or charac-
ters, URL’s and dates.

In addition to the language models trained from
the crawl data, two 5-gram language models were
trained using the parallel corpora which were then
interpolated with the aforementioned language
models using SRILM.

Data Set Lines Total Words
TR-CC-lm 28M 796M

Table 2: Filtered crawl-data language model
statistics.

4.5 Methods

In our experiments we used both HPB and PB de-
coders for both directions. For Turkish-to-English
we observed that the HPB systems outperformed
the PB systems and for English-to-Turkish PB sys-
tems outperformed the HPB ones. For both di-
rections we augmented the training data with its
content words in order to increase the alignments
at root-word level. For the English side this was
achieved by using TreeTagger (Schmid, 1994) to
tag the sentences and remove all the non-content
words (the remaining part-of-speech tags and con-
junctions etc.) (Yilmaz et al., 2013). For the Turk-
ish side the morphological analyzer we described
in section 4.3 was used to strip the corpus of any
non-content words, in this case part-of-speech fea-
tures. Finally the Turkish and English corpora
that consisted of only the content words were then
added to the original parallel corpora effectively
doubling its size and enlarging their vocabularies.

For another experiment, reversed corpora for
the source side for each direction were used in
hopes of achieving a more accurate word align-
ment.

Table 3 shows the experimental results of the
official test set for the Turkish-to-English direc-
tion. We observed that removing the distortion
limit (dl = -1) on re-ordering improves the perfor-
mance of the PB system. Later the strength of the
diverse systems were combined using the open-
source system combination tool MEMT (Heafield
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Experiment newstest2016
1. HPB Word Rep. 12.78
2. HPB Feature rep. 14.68
3. 2 + GW LM 15.46
4. 3 + Content Corpus 14.94
5. 3 + Reverse Corpus 13.42
6. 1 with PB 11.20
7. 2 with PB 13.36
8. 7 without dl 15.06

Table 3: BLEU scores of individual systems for
Turkish-to-English.

and Lavie, 2010).

Experiment newstest2016
1. PB Word Rep. 8.34
2. PB Feature Rep. 8.25
3. 1 + CC LM 8.59
4. 3 + Content Corpus 8.00
5. 3 + Reverse Corpus 7.96
6. 1 with HPB 7.65
7. 2 with HPB 7.57

Table 4: BLEU scores of individual systems for
English-to-Turkish.

Table 4 shows the experimental results of the of-
ficial test set for the English-to-Turkish direction.
We observe that the PB system with a word-level
representation gives us the best result.

4.6 Post-processing

4.6.1 Turkish Word Generation
When using a feature-based translation model, a
word generation step is required to generate the
correct Turkish word from the outputs of sys-
tems which contain words represented with stems
and sequence of morphemes. We used an in-
house morphological generation tool that, given
a text with words in a format where each mor-
pheme is concatenated to the previous morpheme
or stem, transforms these representations to the
correct single-word form. This generation tool
has been trained on a large Turkish corpus and
works by simply creating a reverse-map through
morphological segmentation of the corpus. This
map contains stem+morpheme sequences as keys
and their corresponding single-word forms as val-
ues. While creating this map, the disambiguation
step of morphological segmentation is omitted to

increase the coverage, as keeping multiple resolu-
tions for a single-word form increases the number
of keys for the reverse-map. We augmented the
map to further increase the coverage.

The following are the working steps of the gen-
eration tool:

1. The system outputs and the combined map of
”stem+morphemes to surface form” is taken
as input.

2. Iterating through tokens, if an encountered
token is:

(a) a stem; simply output the token.
(b) a ”stem+morphemes” that is in the map;

output its value.
(c) otherwise; drop the trailing morpheme,

and go to 2a.

An example of word generation is as follows:

• Stem + Morpheme: git Aor A1sg

• Output Surface Form: giderim

• English: I go

4.6.2 System Combination
System combination attempts to improve the qual-
ity of machine translation output by combining
the outputs of different translation systems which
usually are based on different paradigms such as
phrase-based, hierarchical, etc. aiming to exploit
and combine strengths of each system. The out-
puts of some of our translation systems, which
are based on different methods as explained in
the previous sections, were put into a combina-
tion task. We combined the outputs of some of the
best performing (best tuning run in terms of BLEU
score) hierarchical phrase-based systems using the
open-source system combination tool, MEMT. We
trained the system combination decoder over dif-
ferent development sets and selected the best ones
as our primary submissions to the WMT 2016.

5 Conclusions

This paper described TÜBİTAK’s submissions to
the WMT’16 news translation task for the Turkish-
English language pair. We used Moses in our sub-
missions as well as other open source tools such as
MEMT and TreeTagger. For the English-Turkish
direction the crawl-data provided was processed
and used to generate a 5-gram language model.
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Experiment newstest2016
1. HPB Feature Rep. 15.46
2. 1 + Content Corpus 14.94
3. PB Word Rep. 11.20
4. PB Feature Rep. dl -1 15.06
5. sys-comb 16.01

Table 5: BLEU scores of system combinations for
Turkish-to-English.

Experiment newstest2016
1. PB Feature Rep. 8.25
2. PB Word Rep. 8.59
3. HPB Word Rep. 7.65
4. 2 + Content Corpus 8.00
5. sys-comb 8.90

Table 6: BLEU scores of system combinations for
English-to-Turkish.

A 4-gram gigaword language model for English
was used. Due to the morphological discrepancy
between the two languages, a morphological ana-
lyzer was used to apply full segmentation to the
Turkish side. A word-generation tool was used
to generate back the word forms of the Turk-
ish sentences from its morphologically analysed
counter-parts for English-to-Turkish. We observed
that morphological-analysis performed quite well
for the Turkish-to-English direction. We experi-
mented with training data with its source side in
reverse order and with its content words added
to it. Employing system combination of differ-
ent SMT paradigms resulted in 0.5 BLEU increase
for Turkish-to-English and 0.3 BLEU increase for
English-to-Turkish.

References

Peter F. Brown, Stephen A. Della Pietra, Vincent
J. Della Pietra, and Robert L. Mercer. 1993.
The mathematics of statistical machine translation:
Parameter estimation. Computational Linguistics,
19:263–311.

Mauro Cettolo, Jan Niehues, Sebastian Stüker, Luisa
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Abstract

We build parallel feature decay algorithms
(ParFDA) Moses statistical machine trans-
lation (SMT) systems for all language
pairs in the translation task at the first
conference on statistical machine trans-
lation (Bojar et al., 2016a) (WMT16).
ParFDA obtains results close to the top
constrained phrase-based SMT with an
average of 2.52 BLEU points difference
using significantly less computation for
building SMT systems than the computa-
tion that would be spent using all avail-
able corpora. We obtain BLEU bounds
based on target coverage and show that
ParFDA results can be improved by 12.6
BLEU points on average. Similar bounds
show that top constrained SMT results at
WMT16 can be improved by 8 BLEU
points on average while German to En-
glish and Romanian to English trans-
lations results are already close to the
bounds.

1 ParFDA

ParFDA (Biçici et al., 2015) is a parallel imple-
mentation of feature decay algorithms (FDA), a
class of instance selection algorithms that use fea-
ture decay, developed for fast deployment of accu-
rate SMT systems. We use ParFDA for selecting
parallel training data and language model (LM)
data for building SMT systems. ParFDA runs sep-
arate FDA5 (Biçici and Yuret, 2015) models on
randomized subsets of the available data and com-
bines the selections afterwards. ParFDA allows
rapid prototyping of SMT systems for a given tar-
get domain or task. FDA pseudocode is in Fig-
ure 1. This year, we have kept record of which 1-
gram or 2-grams of the test set have already been

foreach S ∈ U do
score(S)← 1

z

∑

f∈features(S)

fval(f)

enqueue(Q, S,score(S))
while |L| < N do
S ← dequeue(Q)
score(S)← 1

z

∑

f∈features(S)

fval(f)

if score(S) ≥ topval(Q) then
L ← L ∪ {S}
foreach f ∈ features(S) do
fval(f)← decay(f,U ,L)

else
enqueue(Q, S,score(S))

Figure 1: The Feature Decay Algorithm: in-
puts are a sentence pool U , test set features
F , and number of instances to select N and
a priority queue Q stores sentence, S, scores
score that sums feature values fval.

included to include an instance if otherwise found
and we also use numeric expression identification
using regular expressions to replace them with a
label (Biçici, 2016) before instance selection.

We run ParFDA SMT experiments using
Moses (Koehn et al., 2007) for all language
pairs in both directions in the WMT16 transla-
tion task (Bojar et al., 2016a), which include
English-Czech (en-cs), English-German (en-de),
English-Finnish (en-fi), English-Romanian (en-
ro), English-Russian (en-ru), and English-Turkish
(en-tr).

2 ParFDA Moses SMT Experiments

The importance of ParFDA increases with the pro-
liferation of training resources available for build-
ing SMT systems. Compared with WMT15 (Bo-
jar et al., 2015), WMT16 observed significant in-
crease in monolingual and parallel training data
made available. Table 1 presents the statistics
of the available training and LM corpora for the
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Figure 2: ParFDA Moses SMT workflow.

constrained (C) systems in WMT16 (Bojar et al.,
2016a) as well as the statistics of the ParFDA se-
lected subset training and LM data from C. TCOV
lists the target coverage in terms of the 2-grams of
the test set. Compared with last year, this year we
do not use Common Crawl parallel corpus except
for en-ru. We use Common Crawl monolingual
corpus fi, ro, and tr datasets and we extended the
LM corpora with previous years’ corpora. We also
use CzEng16pre (Bojar et al., 2016b) for en-cs.

We have increased the size of the training data
selected to about 1.6 million instances to help with
the reduction of out-of-vocabulary items. Except
for translation directions involving Romanian and
Turkish, this corresponds to increased training set
size compared with ParFDA experiments in 2015,
where we were able to obtain the top translation
error rate (TER) performance in French to En-
glish translation using 1.261 million training sen-
tences (Biçici et al., 2015). Due to the presence of
peaks in SMT performance with increasing train-
ing set size (Biçici and Yuret, 2015), increasing
the training set size need not improve the perfor-
mance. We select about 15 million sentences for
each LM not including the selected training set,
which is added later. Table 1 shows the significant
size differences between the constrained dataset
(C) and the ParFDA selected data. We use 3-grams
for selecting training data and 2-grams for LM cor-
pus selection. Task specific data selection also im-

proves the LM perplexity and the performance of
the selected LM can be observed in Table 4.

We truecase all of the corpora, set the maximum
sentence length to 126, use 150-best lists during
tuning, set the LM order to 6 for all language pairs,
and train the LM using KENLM (Heafield et al.,
2013). For word alignment, we use mgiza (Gao
and Vogel, 2008) where GIZA++ (Och and Ney,
2003) parameters set max-fertility to 10, the num-
ber of iterations to 7,3,5,5,7 for IBM models
1,2,3,4, and the HMM model, and learn 50 word
classes in three iterations with the mkcls tool dur-
ing training. The development set contains up to
5000 sentences randomly sampled from previous
years’ development sets (2011-2015) and remain-
ing come from the development set for WMT16.
ParFDA Moses SMT workflow is depicted in Fig-
ure 2.

ParFDA Moses SMT results for each translation
direction at WMT16 are in Table 2 using BLEU
over cased text, and F1 (Biçici, 2011). We com-
pare ParFDA results with the top constrained sub-
missions at WMT16 in Table 3. 1 The average dif-
ference to the top constrained (TopC) submission
in WMT16 is 5.26 BLEU points whereas the dif-
ference was 3.2 BLEU points in WMT15 (Biçici
et al., 2015). Performance compared with the
TopC phrase-based SMT improved over WMT15
results with 2.52 BLEU points difference on av-

1We use the results from matrix.statmt.org.
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S → T
Training Data LM Data

Data #word S (M) #word T (M) #sent (K) TCOV #word (M) TCOV
en-cs C 55.0 55.0 55025 0.544 1375.4 0.638
en-cs ParFDA 1.9 1.9 1904 0.468 18.1 0.586
cs-en C 55.0 55.0 55025 0.648 4859.0 0.743
cs-en ParFDA 1.9 1.9 1906 0.588 18.2 0.695
en-de C 4.5 4.5 4513 0.516 2393.0 0.669
en-de ParFDA 1.7 1.7 1701 0.498 18.0 0.618
de-en C 4.5 4.5 4513 0.602 4859.0 0.753
de-en ParFDA 1.7 1.7 1692 0.584 18.0 0.701
en-fi C 2.0 2.0 2026 0.275 2971.1 0.543
en-fi ParFDA 1.6 1.6 1637 0.273 17.8 0.467
fi-en C 2.0 2.0 2026 0.511 4859.0 0.746
fi-en ParFDA 1.6 1.6 1626 0.508 17.8 0.693
en-ro C 0.6 0.6 597 0.462 8065.6 0.736
en-ro ParFDA 0.6 0.6 597 0.462 16.8 0.677
ro-en C 0.6 0.6 597 0.508 4859.0 0.738
ro-en ParFDA 0.6 0.6 597 0.508 16.8 0.693
en-ru C 2.6 2.6 2570 0.455 1038.7 0.613
en-ru ParFDA 1.7 1.7 1654 0.451 17.7 0.577
ru-en C 2.6 2.6 2570 0.578 4859.0 0.728
ru-en ParFDA 1.6 1.6 1643 0.574 17.9 0.682
en-tr C 0.2 0.2 206 0.233 11671.0 0.642
en-tr ParFDA 0.2 0.2 205 0.233 16.4 0.528
tr-en C 0.2 0.2 206 0.423 4859.0 0.738
tr-en ParFDA 0.2 0.2 205 0.423 16.4 0.685

Table 1: Data statistics for the available training and LM corpora in the constrained (C) setting compared
with the ParFDA selected training and LM data. #words is in millions (M) and #sents in thousands (K).
TCOV is target 2-gram coverage.

S → en en→ T
cs-en de-en fi-en ro-en ru-en tr-en en-cs en-de en-fi en-ro en-ru en-tr

BLEU 0.2641 0.3014 0.1744 0.2904 0.2525 0.1222 0.1942 0.2391 0.1248 0.2097 0.2193 0.0901
F1 0.2718 0.3067 0.2077 0.289 0.2674 0.1641 0.2169 0.2592 0.1665 0.2258 0.2363 0.1346

Table 2: ParFDA results at WMT16.

erage, which is likely due to selecting increased
number of training data.

We observe that various systems in TopC used
character-level split and merge operations (re-
ferred as BPE or byte pair encoding) combined
with neural networks (Sennrich et al., 2016). 2

We also compare ParFDA results with the TopC
BPE and the average difference is 5.86 BLEU
points. 3 WMT15 did not contain any submis-
sion with BPE. Average difference between TopC
BPE and TopC phrase hints that majority of the in-

2For instance within en-de translation results: matrix.
statmt.org/matrix/systems_list/1840.

3Some translation directions did not contain BPE results.

creased performance difference is due to improve-
ments obtained by BPE in TopC BPE results.

Table 4 compares the perplexity of the ParFDA
selected LM with a LM trained on the ParFDA
selected training data and a LM trained using all
of the available training corpora and shows reduc-
tions in the number of OOV tokens reaching up
to 45% and the perplexity up to 45%. Table 4
also presents the average log probability of tokens
and the log probability of token <unk> returned
by KENLM to token <unk>. The increase in the
ratio between them in the last column shows that
OOV in ParFDA LM are not just less but also less
likely at the same time.
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BLEU cs-en de-en fi-en ro-en ru-en tr-en en-cs en-de en-fi en-ro en-ru en-tr
ParFDA 0.2641 0.3014 0.1744 0.2904 0.2525 0.1222 0.1942 0.2391 0.1248 0.2097 0.2193 0.0901
TopC 0.314 0.386 0.204 0.352 0.291 0.145 0.258 0.342 0.174 0.289 0.26 0.098

- ParFDA 0.0499 0.0846 0.0296 0.0616 0.0385 0.0228 0.0638 0.1029 0.0492 0.0793 0.0407 0.0079
avg diff 0.0526
TopC BPE 0.314 0.386 0.339 0.291 0.258 0.342 0.151 0.282 0.26

- ParFDA 0.0499 0.0846 0.0486 0.0385 0.0638 0.1029 0.0262 0.0723 0.0407
avg diff 0.0586
TopC phrase 0.304 0.345 0.191 0.322 0.27 0.129 0.236 0.283 0.138 0.235 0.24 0.092

- ParFDA 0.0399 0.0436 0.0166 0.0316 0.0175 0.0068 0.0418 0.0439 0.0132 0.0253 0.0207 0.0019
avg diff 0.0252
BPE - phrase 0.01 0.041 0.017 0.021 0.022 0.059 0.013 0.047 0.02
avg diff 0.0278

Table 3: ParFDA results compared with the top constrained results in WMT16 (TopC, from matrix.
statmt.org) and their difference.

OOV Rate perplexity avg log prob. <unk> log prob. <unk>
avg

S→T
C

train
FDA5
train

FDA5
LM %red

C
train

FDA5
train

FDA5
LM %red

C
train

FDA5
train

FDA5
LM

C
train

FDA5
train

FDA5
LM %inc

en-cs 0.259 0.299 0.256 0.01 14946 11609 9428 0.37 -4.61 -4.57 -4.39 -7.8 -7.11 -7.77 0.05
en-de 0.361 0.372 0.28 0.22 7075 6217 4297 0.39 -4.28 -4.23 -3.94 -7.31 -7.08 -7.77 0.16
en-fi 0.409 0.412 0.237 0.42 45087 49807 27698 0.39 -5.67 -5.73 -4.96 -7.04 -7.0 -8.15 0.32
en-ro 0.389 0.389 0.239 0.39 3043 3043 2150 0.29 -3.92 -3.92 -3.58 -6.35 -6.35 -7.87 0.36
en-ru 0.317 0.319 0.288 0.09 10245 10787 8555 0.16 -4.55 -4.58 -4.41 -7.16 -7.09 -7.74 0.12
en-tr 0.416 0.416 0.229 0.45 18988 18988 15805 0.17 -5.14 -5.14 -4.63 -6.18 -6.18 -8.09 0.45
cs-en 0.285 0.336 0.27 0.05 2647 2095 1549 0.41 -3.64 -3.58 -3.38 -7.54 -6.88 -7.58 0.08
de-en 0.352 0.37 0.279 0.21 2521 2263 1426 0.43 -3.69 -3.65 -3.36 -7.1 -6.87 -7.58 0.17
fi-en 0.41 0.419 0.274 0.33 2753 2972 1509 0.45 -3.77 -3.81 -3.38 -6.57 -6.49 -7.55 0.28
ro-en 0.418 0.418 0.282 0.33 2017 2017 1422 0.29 -3.66 -3.66 -3.37 -6.24 -6.24 -7.54 0.31
ru-en 0.352 0.358 0.291 0.17 1907 1974 1532 0.2 -3.55 -3.57 -3.4 -6.98 -6.89 -7.58 0.13
tr-en 0.466 0.466 0.297 0.36 2250 2250 1584 0.3 -3.73 -3.73 -3.42 -5.98 -5.98 -7.54 0.38

Table 4: Perplexity comparison of the LM built from the training corpus (train), ParFDA selected training
data (FDA5 train), and the ParFDA selected LM data (FDA5 LM). %red is proportion of reduction and
prob. is used for probability.

3 Translation Upper Bounds with TCOV

In this section, we obtain upper bounds on the
translation performance based on the target cover-
age (TCOV) of n-grams of the test set found in the
selected ParFDA training data. We obtain transla-
tions based on TCOV by randomly replacing some
number of tokens from a given sentence with a
fixed OOV label proportional to TCOV starting
from 1-grams. After OOVs for 1-grams are iden-
tified, OOV tokens for n-grams up to 5-grams are
identified and BLEU is calculated with respect to
the original. If the overall number of OOVs ob-
tained before i-grams are enough to obtain the i-
gram TCOV, then OOV identification for i-grams
is skipped. Number of OOV tokens is identified
by two possible functions for a given sentence T ′:

OOV r = round((1− TCOV) ∗ |T ′|) (1)

OOV f = b(1− TCOV) ∗ |T ′|c (2)

where |T ′| denotes the length of the sentence in
the number of tokens.

We obtain each bound using 10000 such in-
stances and repeat for 10 times. This TCOV
BLEU bound is optimistic since it does not con-
sider reorderings in the translation or differences
in sentence length. Each plot in Tables 6 and 7
locates TCOV BLEU bound obtained from each
n-gram and from n-grams combined up to and in-
cluding n and � locates the ParFDA Moses SMT
performance.

Table 5 compares TCOV BLEU bounds with
ParFDA results and TopC from Table 3 and shows
potential improvements in the translation perfor-
mance for all translation directions at WMT16 and
overall on average. Results in bold are close to
OOV r TCOV BLEU bound, which indicates that
TopC translation results for de-en and ro-en direc-
tions are able to obtain results close to this bound.

4 Conclusion

We use ParFDA for selecting instances for build-
ing SMT systems using less computation over-
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BLEU cs-en de-en fi-en ro-en ru-en tr-en en-cs en-de en-fi en-ro en-ru en-tr
O
O
V

r
ParFDA bound 0.4501 0.3846 0.3516 0.3391 0.3968 0.3053 0.3292 0.3575 0.2415 0.3275 0.3383 0.1723

- ParFDA 0.186 0.0832 0.1772 0.0487 0.1443 0.1831 0.135 0.1184 0.1167 0.1178 0.119 0.0822
avg diff 0.126
C BLEU bound 0.4908 0.3864 0.3518 0.3392 0.3969 0.3054 0.3679 0.3572 0.2416 0.3274 0.3381 0.1719

- TopC 0.1768 0.0004 0.1478 -0.0128 0.1059 0.1604 0.1099 0.0152 0.0676 0.0384 0.0781 0.0739
avg diff 0.0801

O
O
V

f

ParFDA bound 0.4766 0.4143 0.3729 0.3842 0.4337 0.3072 0.3792 0.3704 0.2382 0.3416 0.3768 0.2283
- ParFDA 0.2125 0.1129 0.1985 0.0938 0.1812 0.185 0.185 0.1313 0.1134 0.1319 0.1575 0.1382

avg diff 0.1534
C BLEU bound 0.5344 0.4156 0.3719 0.3718 0.4337 0.3068 0.3945 0.3847 0.2384 0.3411 0.3769 0.2005

- TopC 0.2204 0.0296 0.1679 0.0198 0.1427 0.1618 0.1365 0.0427 0.0644 0.0521 0.1169 0.1025
avg diff 0.1048

Table 5: 1,2,3,4,5-gram TCOV BLEU bounds compared with WMT16 results. bold are close to a bound.

all than the computation that would be spent us-
ing all available corpora while still achieve SMT
performance that is close to the top performing
phrase-based SMT systems. ParFDA results at
WMT16 provides new results using the current
phrase-based SMT technology towards rapid SMT
system development in budgeted training scenar-
ios. ParFDA works towards the development of
task or data adaptive SMT solutions using spe-
cially moulded data rather than general purpose
SMT systems built with a patchwork approach
combining various sources of information and sev-
eral processing steps.

We obtain BLEU bounds based on target cov-
erage and show that top constrained results can be
improved by 8 BLEU points on average and ob-
tain results close to the bound for de-en and ro-en
translation directions. Similar bounds show that
ParFDA results can be improved by 12.6 BLEU
points on average.
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darikov, and Dušan Variš. 2016b. CzEng 1.6: En-
larged Czech-English Parallel Corpus with Process-
ing Tools Dockered. In Text, Speech and Dialogue:
19th International Conference, TSD 2016, Brno,
Czech Republic, September 12-16, 2016, Proceed-
ings. Springer Verlag, September 12-16. In press.

Qin Gao and Stephan Vogel, 2008. Software Engineer-
ing, Testing, and Quality Assurance for Natural Lan-
guage Processing, chapter Parallel Implementations
of Word Alignment Tool, pages 49–57. Association
for Computational Linguistics.

Kenneth Heafield, Ivan Pouzyrevsky, Jonathan H.
Clark, and Philipp Koehn. 2013. Scalable modified
Kneser-Ney language model estimation. In Proc. of

256



Table 6: ParFDA results (�) and OOV r TCOV BLEU upper bounds for cs, de, and fi.

the 51st Annual Meeting of the Association for Com-
putational Linguistics, pages 690–696, Sofia, Bul-
garia, August.

Philipp Koehn, Hieu Hoang, Alexandra Birch, Chris
Callison-Burch, Marcello Federico, Nicola Bertoldi,
Brooke Cowan, Wade Shen, Christine Moran,
Richard Zens, Chris Dyer, Ondrej Bojar, Alexandra
Constantin, and Evan Herbst. 2007. Moses: Open
source toolkit for statistical machine translation. In
Proc. of the 45th Annual Meeting of the Association

for Computational Linguistics Companion Volume
Proc. of the Demo and Poster Sessions, pages 177–
180. Association for Computational Linguistics.

Franz Josef Och and Hermann Ney. 2003. A sys-
tematic comparison of various statistical alignment
models. Computational Linguistics, 29(1):19–51.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2016. Edinburgh neural machine translation sys-
tems for wmt 16. In Proc. of the ACL 2016

257



Table 7: ParFDA results (�) and OOV r TCOV BLEU upper bounds for ro, ru, and tr.

Eleventh Workshop on Statistical Machine Transla-
tion, Berlin, Germany, 8. Association for Computa-
tional Linguistics.

258



Proceedings of the First Conference on Machine Translation, Volume 2: Shared Task Papers, pages 259–263,
Berlin, Germany, August 11-12, 2016. c©2016 Association for Computational Linguistics

Sheffield Systems for the English-Romanian Translation Task

Frédéric Blain Xingyi Song Lucia Specia
Department of Computer Science

The University of Sheffield
United Kingdom

{f.blain,xsong2,l.specia}@sheffield.ac.uk

Abstract

This paper provides an overview of the
submissions the University of Sheffield for
the English-Romanian Translation Task of
the ACL 2016 First Conference on Ma-
chine Translation (WMT16). The sub-
mitted translations were produced with
a phrase-based system trained using the
Moses toolkit, in two variants: (i) n-best
rescoring using additional features from
Quality Estimation (primary submission),
and (ii) a novel weighted ranking optimi-
sation approach (secondary submission).

1 Introduction

This paper presents the submissions the University
of Sheffield for the shared translation task, which
is part of the ACL 2016 First Conference on Ma-
chine Translation (WMT16). We participated in
the English-Romanian language pair.

Our primary submission investigates the use of
additional features from Quality Estimation (QE)
to better discriminate translation hypothesis within
an n-best list produced by a phrase-based MT sys-
tem built with the Moses toolkit (Koehn et al.,
2007). The idea is to expand the n-best list fea-
ture set with additional features coming not from
the MT system, but from external resources. Our
expectation is that external, potentially richer fea-
tures could help guide the decoder to produce bet-
ter quality translations.

In addition to our primary system, we inves-
tigate the use of a different optimisation algo-
rithm to tune the parameters of our phrase-based
SMT system: the Weighted Ranking Optimisa-
tion (WRO) algorithm. Derived from the Pairwise
Ranking Optimisation (PRO) algorithm (Hopkins
and May, 2011), WRO addresses various limita-
tions of PRO, as we discuss in Section 4.

In the following section we describe the settings
of our phrase-based MT system. The two versions
of our phrase-based system are presented in Sec-
tion 3 and 4, respectively. We report our results on
the newstest2016 test set in Section 5.

2 USFD Phrase-based System

We only used the data that was made officially
available for the English-Romanian task (con-
strained submission). Statistics of the available
training resources for the task are given in table 1.

As pre-processing, the English part of the data
was tokenised using the Moses tokenisation script,
while the Romanian part was tokenised using
Tokro1 (Allauzen et al., 2016), a rule-based to-
keniser that normalises diacritics and splits punc-
tuation and clitics.

Our phrase-based model was trained follow-
ing the standard “baseline” settings of the Moses
toolkit with MGIZA (Gao and Vogel, 2008) for
word alignment and KenLM (Heafield, 2011) for
language modelling. The phrase length was lim-
ited to 5. Lexicalised reordering models were
trained using the same data.

We built a 5-gram Romanian language model
(LM) from the linear interpolation of four indi-
vidual LMs. The two first were built on the tar-
get side of the in-domain parallel corpora (Eu-
roparl7, SETimes2). For the two last, we use
subsets of both the News Commentary (93%) and
the Common Crawl (13%), selected using XenC-
v2.12 (Rousseau, 2013) in mode 23 with the par-
allel corpora (Europarl7, SETimes2) as in-domain
data.

1https://perso.limsi.fr/aufrant/
software/tokro

2https://github.com/rousseau-lium/
XenC/

3Implementation of the Moore-Lewis cross-entropy filter-
ing method
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English Romanian
# seg # word # seg # word

Parallel data
Europarl7 394k 10.4M 394k 10.4M
SETimes2 211k 5.03M 211k 5.36M

Monolingual data for language modelling
News Commentary 2.28M 55.1M
– selected with XenC: 93% 2.1M 52.2M

Common Crawl 289M 7.93G
– selected with XenC: 13% 23.7M 577M

Development data
newsdev 1 1k 24.7k 1k 26.7k
newsdev 2 1k 25.2k 1k 25.6k
setimes2 2k 47.8k 2k 50.9k

Table 1: Statistics of the available data for
the English-Romanian Machine Translation Task
(constrained submission). For our language mod-
elling we only used 93% and 13% of the News
Commentary and the Common Crawl corpus, re-
spectively, after data selection.

The optimisation of the parameters was
achieved using a 100-best Minimum Error Rate
Training (MERT) (Och, 2003) towards the BLEU

metric (Papineni et al., 2002).

3 N-best Rescoring with QE Features

Quality Estimation (QE) aims at measuring the
quality of the Machine Translation (MT) output
without reference translations. Generally, QE is
addressed with various features indicating fluency,
adequacy and complexity of the source-translation
text pair. We hypothesise that these could help dis-
criminate translation hypothesis in an n-best list.

In our scenario, we first generate 1000 distinct
n-best translation candidates using the phrase-
based system described in Section 2. For each
translation candidate, we extend its feature set by
adding 17 new features corresponding to the base-
line black-box QE features4 extracted with the
QuEst++ toolkit5 (Specia et al., 2015).

The baseline black-box feature extraction
process does not require to train a complete QE
system. For that, QuEst++ only requires some re-
sources: both source and target language models,
source-target lexical table, and n-gram counts. In

4www.quest.dcs.shef.ac.uk/quest_files/
features_blackbox_baseline_17

5www.quest.dcs.shef.ac.uk

our case we use the same data as for our phrase-
base SMT system in order to generate these re-
sources.

Given the updated n-best with the decoder and
QE features, we use the rescoring scripts avail-
able within the Moses toolkit6 to learn new fea-
ture weights on a development set using the k-best
MIRA algorithm (Cherry and Foster, 2012). Fi-
nally, the 1000-best list with distinct translations
generated from the test set are rescored, re-ranked
and the 1-best translation is used as final transla-
tion candidate.

4 Weighted Ranking Optimisation

The Weighted Ranking Optimisation algorithm is
based on PRO. PRO estimates weights by classi-
fying translation candidate pairs in the n-best list
into “correctly ordered” and “incorrectly ordered”
according an automatic evaluation metric. How-
ever, enumerating all possible pairs in the n-best
is impractical, even with a small 100-best list the
number of pairs still makes it impractical. PRO
uses a sampling strategy to avoid this problem.
The sampling strategy first randomly selects a Γ
number of candidate pairs, and further select Ξ
pairs of candidate with the largest metric differ-
ence. The model weights are then trained using
the MegaM (Daume, 2004) classifier with the se-
lected samples.

WRO uses same procedure as PRO, but with
a different sampling strategy. Also, it uses a dif-
ferent weighting scheme for the training samples.
In a nutshell, WRO aims to address the following
limitations of PRO:

1. PRO’s random sampling is not the optimum
way for selecting samples since the target is
not clear. As we only select a small sample
from the entire sample space, a clearer tar-
get should give better training quality. We re-
fer to these targets as oracles, as they are
the translation output we want the system to
produce, often the reference translation. In
WRO, the oracles are the top 10% candidates
(sorted by BLEU score) in the n-best list;

2. In PRO all sampled sentences are considered
equally important. Although we select the
same number of samples for each training

6http://github.com/moses-smt/
mosesdecoder/tree/master/scripts/
nbest-rescore
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sentence, these sentences may be very differ-
ent. For example, reachable sentences7 can
be more important than unreachable ones.
Unreachable translations are very common
in SMT. They may be caused by words in
the reference translation that do not appear
in the system’s phrase table, i.e. that have
not been seen (enough) in the training cor-
pus. This could also happen because the ref-
erence translation is inherently wrong, which
is common in crowd-sourced corpora. In
both cases, unreachable translations cannot
be correctly scored by automatic evaluation
metrics. Therefore, we cannot learn useful
information from unreachable translations to
discriminate between good and bad transla-
tions, and this often harms training perfor-
mance.

3. PRO uses BLEU to assess the quality of trans-
lation candidates. However, BLEU was orig-
inally designed for document-level evalua-
tion, and as such is less accurate for sentence-
level evaluation.

The WRO procedure is described in Algo-
rithm 1 with SIMPBLEU RECALL (Song et al.,
2013) used as the scoring function for the evalu-
ation of translation candidates. In previous WMT
editions (Callison-Burch et al., 2012; Macháček
and Bojar, 2013), SIMPBLEU has been shown to
have better correlation than BLEU for the assess-
ment of translation quality at sentence-level.

Similar to PRO, we use n-best list Nb as one of
our candidate pools for sample selection. We also
create another list called oracle list, Nboracle. We
select the top 10 percent of all candidates in the
n-best list with the highest metric score as oracles
and store them in the oracle list.

The sampling procedure includes two steps:
first, a Γ number of candidate pairs {es, e′s} are
randomly selected from the two lists, where es and
e′s are represented by their corresponding feature
values h(es) and h(e′s). Contrary to PRO, WRO
focuses on ranking the oracle translations in the
correct order among all candidates. In this case,
we define the candidate es as an oracle that is ran-
domly selected from the oracle list Nboracle, and

7A reachable sentence is a sentence for which the model
can produce exactly the reference. However, exactly repro-
ducing the reference is not always possible. Therefore in this
paper we define a reachable sentence as the best translation
hypothesis of a given sentence to reach a certain score.

e′s is the non-oracle that is randomly selected from
the n-best list Nb. We select e′s from entire n-best
list (if e′s is also included in the top 10% candi-
dates with highest metric score, then the candidate
with the better metric score is considered the ora-
cle). The selected candidates are then evaluated by
an automatic evaluation metric m. Sampled pairs
with a metric difference (i.e. m(es) −m(e′s)) be-
low a threshold will be discarded. After the first
step, we choose additional Ξ pairs with the great-
est metric difference to generate our training in-
stances.

The training instances and their label generation
is the same as for PRO, except that we also add
a global weight (wG) to each training instance to
indicate its importance. In this case, our training
instances are:

{+, wG, h(es)− h(e′s)} if m(e)−m(e′) > 0

{−, wG, h(es)− h(e′s)} if m(e)−m(e′) < 0
(1)

We use wG to penalise training samples gener-
ated from unreachable sentences. For the dataset
in our experiments, empirical results have shown
that a translation dataset with a SIMPBLEU score
of 0.4 has acceptable translation quality. There-
fore, we downweight a training sentence exponen-
tially if the oracle candidate BLEU score is below
0.4. The wG parameter is defined as:

wG =

{
1 if BLEUTop ≥ 0.4
eBLEUTop−0.4 if BLEUTop < 0.4

(2)

where the BLEUTop is the BLEU score of the or-
acle candidate.

After the sampling and training instance gener-
ation, we optimise the weights by any off-the-shelf
binary classifier that supports weighted training
instances. In our experiment, we use the MegaM
(Daume, 2004) classifier, the same classifier as in
PRO.

5 Results

For our primary submission, we used the two parts
of the newsdev2016 development set in two ways:
the first half (named newsdev 1) was used to tune
our phrase-based SMT system, while the second
half (named newsdev 2) was used as an internal
test set. The results on the official newstest2016
corpus are presented in Table 2.
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Algorithm 1 Weighted Ranking Optimisation
Require: Development corpus D = (f t, rt)Ss=1,

Initial random weights Λ0, Γ = 5000, Ξ = 50
1: for i = 1 to I iterations do
2: MegaM Training instances R = {}
3: for each (f, e) in D do
4: Calculate wG acc. Eq. 2
5: rs = {}
6: Nb = DecodeNbest(Λi, f )
7: Nbtop = 10% best SIMPBLEU(Nb)
8: while length(rs) < Γ do
9: select es from Nbtop

10: select e′s from Nb
11: if |m(es, )−m(e′s, )| > threshold

then
12: Generate samples x acc. Eq. 1
13: rs ← rs + x
14: end if
15: end while
16: Sort s according to |m(es, )−m(e′s, )|
17: R← Ξ samples with the largest BLEU

difference in rs
18: end for
19: Λi+1 ←MegaM(R)
20: end for
21: return (Λi+1, R)

We can observe that n-best rescoring with ad-
ditional features from QE can help identify bet-
ter hypotheses within the pool of translation can-
didates. However, as we can see in last the row,
we are still far from selecting the best possible
hypothesis among those in the n-best list. This
“oracle” selection corresponds to the upper bound
performance using the current n-best list, based
on Meteor (Denkowski and Lavie, 2011) scores
measured for each translation candidate against its
reference translation. This allows us to compare
the actual rank of a translation hypothesis after the
rescoring process with the rank it should theoret-
ically have, if our rescoring method were perfect.
We also noticed that most of the weights associ-
ated with the QE features are set to 0 after the
training of the rescoring weights, and therefore
most of these features do not get used.

Table 3 shows the performances of our phrase-
based system tuned with either PRO or WRO, in-
stead of MERT. We ran these two tuning algo-
rithms on two different development sets: first on
newsdev 2, similarly to our rescoring system, sec-

BLEU BLEU-c TER
MERT 24.17 23.63 80.13

+ rescored n-best 24.49 23.25 78
Oracle 34.56 32.81 69.54

Table 2: BLEU, BLEU-Cased and Translation Er-
ror Rate (TER) scores on newstest2016 of our
phrase-based SMT submission with and without
the use of n-best rescoring. The third line shows
the upper bound of our system with the n-best en-
tries scored and sorted against the reference trans-
lations using Meteor. The improvement in BLEU

for our n-best rescoring over the baseline MERT
is statistically significant with p ≤ 0.05.

ond using all the three development sets available
for the task combined. We observe that with a
smaller development set WRO performs similarly
to our system tuned with PRO. However, when
the size of the tuning corpus increases, PRO is
able to benefit more from the latter, while the sys-
tem tuned with WRO does not improve its perfor-
mance.

6 Conclusions

We presented our phrase-based MT system built
using Moses and two variants of this system that
were submitted to the WMT16 English-Romanian
translation task. As a primary system, we used
n-best rescoring with QE features in an attempt to
help identify the best translation hypothesis within
a 1000 distinct n-best list. We observed some
improvements from rescoring, but also the fact
that some of the QE features had weights set to
zero, and therefore were not used. In future work,
we will experiment with a larger QE feature set,
which could help us identify more useful features.

As a secondary system, we submitted the
phrase-based system trained with WRO, an opti-
misation algorithm based on PRO which targets
weaknesses of PRO in sampling translation candi-
dates. The two algorithms performed similarly on
the task, with PRO obtaining better results from
using larger development sets.
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Algorithm BLEU BLEU-c TER
Dev set: newsdev 2
WRO 24.64* 23.35* 76.29
PRO 24.58 23.30 76.30

Dev set: newdev 1 + newsdev 2 + setimes2
WRO 24.63 23.36 77.20
PRO 24.76 23.49 77.05

Table 3: BLEU, BLEU-Cased and Translation Er-
ror Rate (TER) scores of our phrase-based SMT
submission on newstest2016 and tuned either with
WRO or PRO. In the first row, we only used
newsdev 2 as dev set, while in the second row
we concatenated all the three dev sets together.
The * indicates that the observed improvement of
WRO over PRO are statistically significant with
p ≤ 0.05.

References
Alexandre Allauzen, Lauriane Aufrant, Franck Burlot,

Elena Knyazeva, Thomas Lavergne, and François
Yvon. 2016. LIMSI@WMT’16 : Machine trans-
lation of news. Berlin, Germany, August.

Chris Callison-Burch, Philipp Koehn, Christof Monz,
Matt Post, Radu Soricut, and Lucia Specia. 2012.
Findings of the 2012 workshop on statistical ma-
chine translation. In Proceedings of the Seventh
Workshop on Statistical Machine Translation, pages
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Abstract

Neural Machine Translation (NMT) sys-
tems, introduced only in 2013, have
achieved state of the art results in many
MT tasks. MetaMind’s submissions to
WMT ’16 seek to push the state of the art
in one such task, English→German news-
domain translation. We integrate promis-
ing recent developments in NMT, includ-
ing subword splitting and back-translation
for monolingual data augmentation, and
introduce the Y-LSTM, a novel neural
translation architecture.

1 Introduction

The field of Neural Machine Translation (NMT),
which seeks to use end-to-end neural networks to
translate natural language text, has existed for only
three years. In that time, researchers have explored
architectures ranging from convolutional neural
networks (Kalchbrenner and Blunsom, 2013) to
recurrent neural networks (Chung et al., 2014) to
attentional models (Bahdanau et al., 2015; Lu-
ong et al., 2015) and achieved better performance
than traditional statistical or syntax-based MT
techniques on many language pairs. NMT mod-
els first achieved state-of-the-art performance on
the WMT English→German news-domain task in
2015 (Luong et al., 2015) and subsequent im-
provements have been reported since then (Sen-
nrich et al., 2015a; Li and Jurafsky, 2016).

The problem of machine translation is fun-
damentally a sequence-to-sequence transduction
task, and most approaches have been based on
an encoder-decoder architecture (Sutskever et al.,
2014; Cho et al., 2014). This entails coupled neu-
ral networks that encode the input sentence into
a vector or set of vectors and decode that vector
representation into an output sentence in a differ-

ent language respectively. Recently, a third com-
ponent has been added to many of these models:
an attention mechanism, whereby the decoder can
attend directly to localized information from the
input sentence during the output generation pro-
cess (Bahdanau et al., 2015; Luong et al., 2015).
The encoder and decoder in these models typi-
cally consist of one-layer (Cho et al., 2014) or
multi-layer recurrent neural networks (RNNs); we
use four- and five-layer long short-term memory
(LSTM) RNNs. The attention mechanism in our
four-layer model is what Luong (2015) describes
as “Global attention (dot)”; the mechanism in our
five-layer Y-LSTM model is described in Section
2.1.

Every NMT system must contend with the prob-
lem of unbounded output vocabulary: systems that
restrict possible output words to the most com-
mon 50,000 or 100,000 that can fit comfortably
in a softmax classifier will perform poorly due
to large numbers of “out-of-vocabulary” or “un-
known” outputs. Even models that can produce
every word found in the training corpus for the
target language (Jean et al., 2015) may be un-
able to output words found only in the test cor-
pus. There are three main techniques for achiev-
ing fully open-ended decoder output. Models
may use computed alignments between source and
target sentences to directly copy or transform a
word from the input sentence whose correspond-
ing translation is not present in the vocabulary
(Luong et al., 2015) or they may conduct sen-
tence tokenization at the level of individual char-
acters (Ling et al., 2015) or subword units such
as morphemes (Sennrich et al., 2015b). The latter
techniques allow the decoder to construct words
it has not previously encountered out of known
characters or morphemes; we apply the subword
splitting strategy using Morfessor 2.0, an unsuper-
vised morpheme segmentation model (Virpioja et
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al., 2013).
Another focus of recent research has been ways

of using monolingual corpus data, available in
much larger quantities, to augment the limited par-
allel corpora used to train translation models. One
way to accomplish this is to train a separate mono-
lingual language model on a large corpus of the
target language, then use this language model as
an additional input to the decoder or for re-ranking
output translations (Gülçehre et al., 2015). More
recently, Sennrich (2015b) introduced the concept
of augmentation through back-translation, where
an entirely separate translation model is trained
on a parallel corpus from the target language to
the source language. This backwards translation
model is then used to machine-translate a mono-
lingual corpus from the target language into the
source language, producing a pseudo-parallel cor-
pus to augment the original parallel training cor-
pus. We extend this back-translation method by
translating a very large monolingual German cor-
pus into English, then concatenating a unique sub-
set of this augmentation corpus to the original par-
allel corpus for each training epoch.

2 Model Description

The model identified as metamind-single
is based on the attention-based encoder-decoder
framework described in Luong (2015), using the
attention mechanism referred to as “Global atten-
tion (dot).” The encoder is a four-layer stacked
LSTM recurrent neural network whose inputs (at
the bottom layer) are vectors win

t corresponding to
the subword units in the input sentence and which
saves the topmost output state at each timestep et
as the variable-length encoding matrix E. The
decoder also contains a four-layer stacked LSTM
whose states (c0 and h0 for each layer) are initial-
ized to the last states for each layer of the encoder.
At the first timestep, the decoder LSTM receives
as input an initialization word vector wout

0 ; its top-
most output state ht is concatenated with an en-
coder context vector κt computed as:

score(ht, es) = hte
>
s

αst = softmaxall s(score(ht, es))

κt =
∑

s

αstes

This concatenated output is then fed through an
additional neural network layer to produce a final

attentional output vector h̃, which serves as input
to the output softmax:

h̃ = tanh(Watt[ht;κt])

output probabilities = softmax(Wouth̃)

For subsequent timesteps, the decoder LSTM re-
ceives as input the previous word vectorwout

t−1 con-
catenated with the previous output vector h̃.

Decoding is performed using beam search, with
beam width 16. The beam search decoder differs
slightly from Luong (2015) in that we normalize
output sentence probabilities by length, following
Cho (2014), rather than performing ad-hoc adjust-
ments to correct for short output sentences.

2.1 Y-LSTM Model

The model identified as metamind-ylstm uses
a novel attentional framework we call the Y-
LSTM. The encoder is a five-layer stacked LSTM
recurrent neural network language model (RNN-
LM) with subword-vector inputs win

t , whose top-
most output state htopt is used as input to a soft-
max layer which predicts the next input token. The
middle (l = 3) layer of this encoder RNN-LM
is connected recurrently to a single-layer LSTM
called the “tracker;” at denotes the set of inputs to
a given LSTM layer:

al 6=3
t = [hl−1t ;hlt−1]

al=3
t = [hl−1t ;hlt−1;h

tracker
t−1 ]

atrackert = [htrackert−1 ;h3t ]

The hidden and memory states ctrackert and htrackert

of the tracker LSTM are saved at each timestep
as the variable-length encoding matrices C and
H . The decoder is an analogous RNN-LM with a
tracker LSTM, identical except that the hidden and
memory states of the decoder’s tracker (c̃trackert

and h̃trackert ) are replaced at each timestep with
an attentional sum of the encoder’s saved tracker
states:

score(h̃t, hs) = h̃th
>
s

αst = softmaxall s(score(h̃
tracker
t , htrackers ))

c̃trackert =
∑

s

αstc
tracker
s

h̃trackert =
∑

s

αsth
tracker
s
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System BLEU-c on newstest2016
Best phrase-based system (uedin-syntax) 30.6
Other NMT systems – single model
NYU/U. Montreal character-based 30.8
U. Edinburgh subword-based (uedin-nmt-single) 31.6
Other NMT systems – ensemble or model combination
U. Edinburgh ensemble of 4 (uedin-nmt-ensemble) 34.2
Our systems – single model
metamind-single 31.6
metamind-ylstm 29.3
Our systems – ensemble
metamind-ensemble 32.3
Ensemble of four checkpoints without Y-LSTM 32.1

Table 1: BLEU results on the official WMT 2016 test set. Only our main ensemble was entered into the
human ranking process, coming in second place behind U. Edinburgh.

The overall network loss is the sum of the lan-
guage model (negative log-likelihood over the out-
put softmax) losses for the encoder and decoder.

3 Experiment Description

Initial tokenization and preprocessing of the WMT
2016 English→German news translation dataset
was performed using the standard scripts provided
with Moses (Koehn et al., 2007). Two further
processing steps were used to create the subword-
based training dataset. First, capitalized characters
were replaced with a sequence of a capitalization
control character (a Unicode private-use charac-
ter) and the corresponding lowercase character, in
order to allow the subword splitting algorithm to
treat capitalized words as either inherently capi-
talized or capitalized versions of lowercase words.
Without this step, much of the limited output soft-
max capacity is taken up with capitalized vari-
ants of common lowercase words; performing this
transformation also allows us to forego “truecas-
ing,” which removes sentence-initial capitalization
in a lossy and sometimes unhelpful way. Second,
the capitalization-transformed training corpus for
each language is ingested by a Morfessor 2.0 in-
stance configured to use a balance between corpus
and vocabulary entropy that produces a vocabulary
of approximately 50,000 subword units.

For all experiments, we used using plain
stochastic gradient descent with learning rate 0.7,
gradient clipping at magnitude 5.0, dropout of 0.2,
and learning rate decay of 50% per epoch after 8
epochs.

Following Sennrich (2015b), we first trained

a non-Y-LSTM model in the reverse direction
(German→English) on the full WMT ’16 train-
ing corpus (4.4 million sentences). This model
was then used simultaneously on 8 GPUs (with
a beam search width of 4 for speed purposes) to
translate 45 million sentences of the 2014 mono-
lingual German news crawl into English. A full
copy of the original training corpus was then con-
catenated with a unique subset of this augmenta-
tion corpus to create a new training corpus for each
epoch from 1 to 10; the corpus for epoch 1 was
then repeated as epoch 11 et cetera.

For metamind-single, we trained a non-
Y-LSTM model using these augmented corpora,
with data-parallel synchronous SGD across four
GPUs enabling a batch size of 384 and training
speed of about 2,500 subword units per second.
The run submitted as metamind-single uses
a single snapshot of this model after 12 total train-
ing epochs.

For metamind-ylstm, we trained a Y-LSTM
model using the same corpora, with data-parallel
synchronous SGD across four GPUs enabling a
batch size of 320 and training speed of about 1,500
subword units per second. The run submitted as
metamind-ylstm uses a single snapshot of this
model after 9 total training epochs.

The run submitted as metamind-ensemble
uses an equally-weighted ensemble of three snap-
shots of the metamind-single model (after
10, 11, and 12 epochs) and a single snapshot of
the metamind-ylstm model after 9 total train-
ing epochs.
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4 Results

Results for all three runs described above are pre-
sented in Table 1. Only the ensemble was sub-
mitted to the human evaluation process, with a
final ranking of second place (behind U. Edin-
burgh’s ensemble of four independently initial-
ized models). Our best single model matches
the performance of the best model from U. Edin-
burgh, which applies a similar attentional frame-
work, subword splitting, and back-translated aug-
mentation.

The Y-LSTM model underperformed relative to
the model based on Luong (2015), but provided
a small additional boost to the ensemble. The
primary contribution of this model is to demon-
strate that purely attentional NMT is possible: the
only inputs to the decoder are through the attention
mechanism. This may be helpful for using transla-
tion to build general attentional sentence encoding
models, since the representation of the input sen-
tence is entirely in the attentional encoding, not
split between an attentional encoding vector and a
vector representing the last timestep of the multi-
layer encoder hidden state.
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Abstract

We describe the neural machine trans-
lation system of New York Univer-
sity (NYU) and University of Mon-
treal (MILA) for the translation tasks of
WMT’16. The main goal of NYU-MILA
submission to WMT’16 is to evaluate a
new character-level decoding approach in
neural machine translation on various lan-
guage pairs. The proposed neural machine
translation system is an attention-based
encoder–decoder with a subword-level en-
coder and a character-level decoder. The
decoder of the neural machine translation
system does not require explicit segmen-
tation, when characters are used as to-
kens. The character-level decoding ap-
proach provides benefits especially when
translating a source language into other
morphologically rich languages.

1 Introduction

Word-level modelling with explicit segmentation
has been a standard approach in statistical machine
translation systems. This is mainly due to the issue
of data sparsity, caused by the, exponential growth
of the state space as the length of sequences grows
larger. This becomes much more severe when a
sequence is represented with characters. In addi-
tion to the data sparsity issue, in linguistics, words
or their segmented-out lexemes are usually con-
sidered as basic units of meaning, which makes
words to be more suitable when solving natural
language processing tasks.

There are however two pressing issues here.
The first issue is the absence of a perfect segmen-
tation algorithm for any single language. A perfect

This system description paper summarizes and details
the experimental procedure described in Chung et al. (2016)

segmentation algorithm should be able to segment
given unsegmented sentence into a sequence of
lexemes and morphemes. The other issue, which
is specific to neural network approaches, is that
neural machine translation systems suffers from
increased complexity due to the large vocabulary
size (Jean et al., 2015; Luong et al., 2015), which
does not happen with character-level modelling.

Most issues of word-level modelling can be ad-
dressed to certain extent by switching into finer to-
kens, e.g., characters. In fact, to neural networks,
each and every token in the vocabulary is treated as
an independent entity, and the semantics of tokens
are simply learned to maximize the objective func-
tion (Chung et al., 2016). This property allows a
lot of freedom to the neural machine translation
system in the choice of tokens.

The NYU-MILA neural machine translation
system is built on the idea of directly generating
characters, instead of words, that can possibly un-
link a machine translation system from the need
of explicit segmentation as a preprocessing step,
which is often suboptimal in solving translation
tasks. We focus on representing the target sen-
tence as a sequence of characters, and the source
sentence as a sequence of subwords (Sennrich et
al., 2015).

2 System Description

In this section, we describe the details of the NYU-
MILA neural machine translation system. In our
system, we closely follow the neural machine
translation model proposed by Bahdanau et al.
(2015). A neural machine translation model (For-
cada and Ñeco, 1997; Kalchbrenner and Blunsom,
2013; Cho et al., 2014; Sutskever et al., 2014) aims
at building an end-to-end neural network that takes
as input a source sentence X = (x1, . . . , xTx) and
outputs its translation Y = (y1, . . . , yTy), where
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xt and yt′ are respectively source and target to-
kens. The neural network is constructed as a com-
posite of an encoder network and a decoder net-
work.

The encoder maps the input sentence X into its
continuous representation. A bidirectional recur-
rent neural network, which consists of two recur-
rent neural networks (RNNs), is used to give more
representational power to the encoder. The for-
ward network reads the input sentence in a for-
ward direction: −→z t =

−→
φ (ex(xt),

−→z t−1), where
ex(xt) is a continuous embedding of the t-th in-
put symbol, and φ is a recurrent activation func-
tion. Similarly, the reverse network reads the
sentence in a reverse direction (right to left):
←−z t =

←−
φ (ex(xt),

←−z t+1). At each location in the
input sentence, we concatenate the hidden states
from the forward and reverse RNNs to form a
context set: C = {z1, . . . , zTx} , where zt =[−→z t;

←−z t

]
.

Then the decoder computes the conditional dis-
tribution over all possible translations based on
this context set. This is done by first rewriting the
conditional probability of a translation: log p(Y |
X) =

∑Ty

t′=1 log p(yt′ | y<t′ , X). For each con-
ditional term in the summation, the decoder RNN
updates its hidden state by

ht′ = φ(ey(yt′−1),ht′−1, ct′), (1)

where ey is the continuous embedding of a target
symbol. ct′ is a context vector computed by a soft-
alignment mechanism:

ct′ = falign(ey(yt′−1),ht′−1, C)). (2)

The soft-alignment mechanism falign weights
each vector in the context set C according to its
relevance given what has been translated. The
weight of each vector zt is computed by

αt,t′ =
1

Z
efscore(ey(yt′−1),ht′−1,zt), (3)

where fscore is a parametric function returning an
unnormalized score for zt given ht′−1 and yt′−1.
We use a feedforward network with a single hid-
den layer in this paper. Z is a normalization con-
stant: Z =

∑Tx
k=1 e

fscore(ey(yt′−1),ht′−1,zk). This
procedure can be understood as computing the
alignment probability between the t′-th target
symbol and t-th source symbol.

The hidden state ht′ , together with the previous
target symbol yt′−1 and the context vector ct′ , is

fed into a feedforward neural network to result in
the conditional distribution:

p(yt′ | y<t′ , X) ∝ ef
yt′
out(ey(yt′−1),ht′ ,ct′ ). (4)

The whole network, consisting of the encoder,
decoder and soft-alignment mechanism, is then
tuned end-to-end to minimize the negative log-
likelihood using stochastic gradient descent. In
our system, the source sentenceX is a sequence of
subword tokens extracted by byte-pair-encoding
(BPE) (Sennrich et al., 2015), and the target sen-
tence Y is represented as a sequence of characters.

3 Experimental Settings

In this section, we describe the details of the ex-
perimental settings for our system.

Corpora and Preprocessing We use all avail-
able training parallel corpora for four language
pairs from WMT’16: En-Cs, En-De, En-Ru and
En-Fi. They consist of 63.5M, 4.5M, 2.3M and
2M sentence pairs, respectively. We do not use
any monolingual corpus. We only use the sentence
pairs, when the source side is up to 50 subword
symbols long and the target side is up to 500 char-
acters. For all the pairs other than En-Fi, we use
newstest-2013 as a development set, and for En-
Fi, we use newsdev-2015 as a development set.

All of the source corpora were preprocessed us-
ing BPE (Sennrich et al., 2015), and for the tar-
get corpora, no additional preprocessing step is
required. For the target vocabulary, we use 300
characters and two additional tokens reserved for
〈EOS〉 and 〈UNK〉. For the source vocabulary we
constrain the size of BPE symbols up to 30, 000.

Models and Training We use gated recurrent
units (Cho et al., 2014) (GRUs) for the recurrent
neural networks. The encoder has 512 hidden
units for each direction (forward and reverse), and
the decoder has two hidden layer with 1024 units
each. The embedding layers of both source and
target sides have dimensionality of 512 without
any non-linearity. Both fout and fscore are feedfor-
ward neural networks with an intermediate hidden
layer with 512 tanh units.

We train the model using stochastic gradient de-
scent with Adam (Kingma and Ba, 2014) using the
default parameters introduced in the paper. Each
update is computed using a minibatch of 128 sen-
tence pairs. The norm of the gradient is rescaled
with a threshold set to 1 (Pascanu et al., 2013). We
set the initial learning rate of 0.0001.
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Language Pair BLEU-c TER
Ranking

BLEU-c cons. BLEU-c uncons. Human
En-Cs 23.6 0.639 2/12 2/12 2/8
En-De 30.8 0.583 3/12 3/12 4/11
En-Fi 15.1 0.771 3/12 4/13 4/11
En-Ru 23.1 0.677 6/7 6/8 4/8

Table 1: Empirical results of the NYU-MILA systems on WMT’16 test sets. All of our submitted
systems are constrained. For ranking by BLEU-c scores, when there are multiple submissions from a
single system, we count it as one system. Some of the systems that showed in BLEU-c case do not show
in the human evaluation, hence the total number of systems does not match. We present the ranking in
both constrained setting (cons.) and unconstrained setting (uncons.) on the table.

Decoding and Evaluation We use beamsearch
to approximately find the most likely translation
given a source sentence. We use a beam width
of 15 to find the model with best translation qual-
ity. The translation quality is evaluated by using
BLEU.1 For the WMT’16 test sets, we use the
same beam width.

Ensembles We build an ensemble model us-
ing eight independent neural machine translation
models initialized with different parameters. We
decode from an ensemble by taking the average of
the output probabilities at each step.

Decoding Speed of the Character-Level De-
coder We evaluate the decoding speed of the
character-level decoder and compare with a
subword-level decoder on newstest-2013 corpus
(En-De) with a single Titan X GPU. The subword-
level decoder generates 31.9 words per second,
and the character-level decoder generates 27.5
words per second. Note that this is evaluated in an
online setting, where only one sentence is trans-
lated at a time, and translating in a batch setting
could differ from these results.

4 Experimental Results

The results of the NYU-MILA system is presented
in Table 1. The character-level decoding works
well on most of the languages that are tested,
achieving comparable BLEU-c scores to other ap-
proaches using words or subwords (BPE) as to-
kens. Note that our system does not incorporate
extra monolingual training corpus, and does not
include any kind of postprocessing e.g., reranking.

1We used the multi-bleu.perl script from Moses during
training and internal evaluation.

5 Conclusion

We present the NYU-MILA neural machine trans-
lation system for WMT’16, which has a character-
level decoder on the target side. Our results show
that a character-level decoder can perform compa-
rable to state-of-the-art systems. The NYU-MILA
neural machine translation system achieved sec-
ond rank in En-Cs and En-Fi (constrained only)
and third rank in En-De. To the best of our knowl-
edge the NYU-MILA system may be the only sub-
mitted system that directly generates characters in-
stead of words or subwords. The biggest advan-
tage of the character-level decoding approach is
that the machine translation system no longer re-
quires any preprocessing step, such as segmenta-
tion.
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Abstract

This paper describes the submission of
Johns Hopkins University for the shared
translation task of ACL 2016 First Con-
ference on Machine Translation (WMT
2016). We set up phrase-based, hierar-
chical phrase-based and syntax-based sys-
tems for all 12 language pairs of this year’s
evaluation campaign. Novel research di-
rections we investigated include: neural
probabilistic language models, bilingual
neural network language models, morpho-
logical segmentation, and the attention-
based neural machine translation model as
reranking feature.

1 Introduction

The JHU 2016 WMT submission consists of
phrase-based systems, hierarchical phrase-based
systems, and syntax-based systems. In this pa-
per we discuss features that we integrated into our
system submissions. We also discuss the experi-
ments we did with morphological pre-processing
and neural reranking.

The JHU phrase-based translation systems for
our participation in the WMT 2016 shared trans-
lation task1 are based on the open source Moses
toolkit (Koehn et al., 2007). We built upon strong
baselines of the Edinburgh-JHU joint WMT sub-
missions from the last year (Haddow et al., 2015),
the Edinburgh syntax-based system submissions
from the last year (Williams et al., 2015) as well as
recent research in the field (Vaswani et al., 2013;
Devlin et al., 2014). We also used the Apache
Joshua translation toolkit (Post et al., 2015) to
build hierarchical systems for two language tasks.

1http://www.statmt.org/wmt16

2 Moses Phrase-Based Systems

The phrase based system builds on the joint JHU-
Edinburgh system from last year (Haddow et al.,
2015). This year, we included Och clusters in var-
ious feature functions in the official submission.
In addition, we included a large language model
based on the CommonCrawl monolingual data and
a neural network joint model.

2.1 Basic Configuration

We trained our systems with the following set-
tings: a maximum sentence length of 80, grow-
diag-final-and symmetrization of GIZA++ align-
ments, an interpolated Kneser-Ney smoothed 5-
gram language model with KenLM (Heafield,
2011) used at runtime, hierarchical lexicalized re-
ordering (Galley and Manning, 2008), a lexically-
driven 5-gram operation sequence model (OSM)
(Durrani et al., 2013) with 4 count-based sup-
portive features, sparse domain indicator, phrase
length, and count bin features (Blunsom and Os-
borne, 2008; Chiang et al., 2009), a distortion limit
of 6, maximum phrase-length of 5, 100-best trans-
lation options, compact phrase table (Junczys-
Dowmunt, 2012) minimum Bayes risk decoding
(Kumar and Byrne, 2004), cube pruning (Huang
and Chiang, 2007), with a stack-size of 1000
during tuning and 5000 during test and the no-
reordering-over-punctuation heuristic (Koehn and
Haddow, 2009). We optimize feature function
weights with k-best MIRA (Cherry and Foster,
2012).

We used POS and morphological tags as addi-
tional factors in phrase translation models (Koehn
and Hoang, 2007) for the German-English lan-
guage pairs. We also trained target sequence mod-
els on the in-domain subset of the parallel corpus
using Kneser-Ney smoothed 7-gram models. We
used syntactic preordering (Collins et al., 2005)
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Language Pair Sentences
German–English 19,074
Czech–English 19,074
Finnish–English 1,500
Romanian–English 943
Russian-English 9,006
Turkish–English 500

Table 1: Tuning set sizes for phrase-based system

and compound splitting (Koehn and Knight, 2003)
for the German-to-English systems. We did no
language-specific processing for any other lan-
guage.

The systems were tuned on a very large tuning
set consisting of the test sets from 2008-2014, with
a total of 19,074 sentences (see Table 1). We used
news-test 2015 as development test set. Signifi-
cantly less tuning data was available for Finnish,
Romanian, and Turkish.

2.2 Och Clusters

As in last year’s system, we use word classes in
four feature functions: (i) the language model, (ii)
the operation sequence model, (iii) the reordering
model, and the (iv) sparse word translation fea-
tures.

We generated Och clusters (Och, 1999) — a
variant of Brown clusters — using mkcls. We
have to choose a hyper parameter: the number
of clusters. Our experiments and also prior work
(Stewart et al., 2014) suggest that instead of com-
mitting to a single value, it is beneficial to use
multiple numbers and use them in multiple feature
functions concurrently. We used 50, 200, 600, and
2000 clusters, hence having 4 additional interpo-
lated language models, 4 additional operation se-
quence models, 4 additional lexicalized reordering
models, and 4 additional sets of sparse features.

The feature functions for word classes were
trained exactly the same way as the correspond-
ing feature functions for words. For instance,
this means that the word class language model re-
quired training of individual models on the sub-
corpora, and then interpolation.

The computationally most expensive use of
word clusters is in the language model, and to
some degree the operation sequence model, both
in terms of RAM and decoding speed. However,
last year’s experiments also showed that they are
most effective there.

Language Tokens LM Size
Czech 6.7 billion 13GB
German 65.2 billion 107GB
English 65.1 billion 89GB
Finnish 2.9 billion 8GB
Romanian 8.1 billion 13GB
Russian 23.3 billion 41GB
Turkish 11.9 billion 23GB

Table 2: Sizes of the language model trained on
the monomlingual corpora extracted from Com-
mon Crawl.

2.3 Huge Language Model

This year, large corpora of monolingual data
were extracted from Common Crawl (Buck et al.,
2014). We used this data to train 5-gram Kneser-
Ney smoothed language models, pruning out 3–
5 gram singletons. We trained these models with
lmplz, as we did all other language models. We
compressed the language models with KenLM
with 4-bit quantization and use of the trie data
structure.

The resulting size of the language model is
listed in Table 2. The largest language model is the
German model at 107GB, trained on 65.2 billion
tokens, about an order of magnitude larger than
previous data.

2.4 Neural Network Joint Model

The bilingual neural network language model, or
neural network joint model for machine transla-
tion (NNJM), was first proposed in (Devlin et al.,
2014). The basic idea is to construct neural lan-
guage model as in (Vaswani et al., 2013), but in-
clude both the source and target side of the par-
allel corpus into the modeling context. Specifi-
cally, for a target word ti within context T and
S, a (n + 2m + 1)-gram NNJM will model:
P (ti | T ,S) where T = ti−n, ..., ti−1, and
S = sai−m, ..., sai , ..., sai+m (ai is the index of
the word that is aligned to target word ti).

We used the NPLM toolkit to build NNJMs for
German-English, Romanian-English and Russian-
English in both directions. We set the target side
context window size to 5 and source side window
size to 4. For all the NNJMs we built, the learning
rate was set to 1.0 and we trained the models for
10 epochs. We kept all the other parameter values
to their defaults.
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2.5 Domain-Weighted Neural Network
Probablistic Language Model

The neural probablistic language model (NPLM)
was proposed by Bengio et al. (2003), but was not
used inside the machine translation decoder until
Vaswani et al. (2013) resolved the efficiency is-
sues. It tries to approximate the same distribu-
tion as traditional language models with a feed
forward neural network. Since discrete words are
converted into continuous representations known
as word embeddings, it has the potential to han-
dle longer contexts without having to worry about
issues with smoothing.

We used the NPLM toolkit2 to build neural lan-
guage models. Because of time and computation
constraints we did not include these models in our
final submission, but we experimented with dif-
ferent parameters for the relatively small Roma-
nian monolingual data. We also tried different ap-
proaches to fine-tune the neural language model
against the target side of English-Romanian tun-
ing data, which will be discussed in this section.

The traditional way to handle domain relevance
is to build language models for different domains
of monolingual data separately, and then interpo-
late them by maximizing the probablity of a tuning
set. This is because (1) the parallel data does not
necessarily fit the domain of the monolingual data,
and (2) querying several different language mod-
els would incur too much computation. But for
NPLM, the non-linear layers make effective inter-
polation of different models less trivial.

To avoid interpolation and still accommodate
domain adapation, we explored two solutions:

• consolidate all the monolingual data and train
a large NPLM on the consolidated data
• fine-tune NPLM against the tuning corpus

The next natural question to ask is: how should
the fine-tuning be done? We hereby propose three
methods that we tried in our experiments:

1. Initialize with the weights obtained from
training, go through the tuning corpus like
training and back-propagate through all the
weights in the network;

2. Like method 1, but only back-propagate
through the last layer of the network. This
could alleviate the problem of overfitting to
the tuning data;

2http://nlg.isi.edu/software/nplm/

System newsdev2016b
baseline 23.1
w/o untuned nplm on all data 23.5 (+.4)
w/o untuned nplm on setimes2 23.2 (+.1)
w/o all data nplm + method 1 23.4 (+.3)
w/o all data nplm + method 2 23.8 (+.7)
w/o all data nplm + method 3 24.0 (+.9)

Table 3: Comparison of English-Romanian trans-
lation results of baseline system and systems with
tuned/untuned NPLMs

3. Take the interpolation weights w1, w2, ..., wn

of the traditional language model trained on
the same division of monolingual data with
word count c1, c2, ..., cn. Compute the nor-
malized interpolation weights as follows:

w̃i =
wi

ci

In place of weighting and combining multiple
language models, we will weight the train-
ing data and train a single language model
on the weighted data. For example, if lan-
guage model trained on corpus 1 has weight
1.0 and language model trained on corpus 2
has weight 1.5, we will repeat corpus 1 twice
and corpus 2 three times. We then train the
NPLM on this repeated and consolidated cor-
pus.

Note that this method only used tuning data
implicitly during the process of obtaining in-
terpolation weights for the traditional lan-
guage model.

Table 3 showed our English-Romanian trans-
lation results with NPLM trained on Romanian
monolingual data. For method 3, we obtained
the interpolation weights by first building lan-
guage model on Europarl and setimes data us-
ing KenLM, and then interpolate the two lan-
guage model against newsdev2016a data using
SRILM. According to the interpolation weights
obtained, we repeated setimes2 data for 108 times
and did not repeat Europarl data before consolida-
tion. Both the training and tuning were run for 5
epochs with a learning rate3 of 0.25.

3The original NPLM paper used learning rate of 1. But
in our experiments any learning rate more than 0.25 would
cause inf values in the final parameters.
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Language Pair Best 2015 Baseline w/ clusters w/ CC LM w/ both w/ NNJM w/ all & ttl100
English-Turkish - 7.8 8.2 +0.3 9.4 +1.6 8.9 +1.1
Turkish-English - 14.0 14.3 +0.3 13.9 –0.1 14.1 +0.1
English-Finnish 15.5 11.9 12.6 +0.7 12.2 +0.3 12.9 +1.0
Finnish-English 19.7 16.5 16.9 +0.4 16.4 –0.1 16.9 +0.4
English-Romanian - 23.4 24.6 +1.2 23.4 +0.0 23.5 +0.1 23.7 +0.4 23.5 +0.1
Romanian-English - 32.0 32.5 +0.5 32.5 +0.5 32.8 +0.8 32.0 +0.0 32.8 +0.8
English-Russian 24.3 23.9 25.0 +1.1 23.9 +0.0 24.9 +1.0 24.4 +0.5 25.2 +1.3
Russian-English 27.9 27.5 28.3 +0.7 28.1 +0.6 28.2 +0.7 27.8 +0.3 28.7 +1.2
English-Czech 18.8 18.2 19.2 +1.0 18.8 +0.6 19.6 +1.4
Czech-English 26.2 27.0 27.7 +0.6 27.7 +0.7 28.1 +1.1
English-German 24.9 22.7 23.0 +0.3 22.5 –0.2 22.7 +0.0 22.6 –0.1 22.9 +0.2
German-English 29.3 29.0 29.6 +0.6 29.6 +0.6 29.9 +0.9 29.6 +0.6 30.0 +1.0

Table 4: Phrase-Based Systems

NPLM generally improves the translation per-
formance, but tuning method 1 does not help com-
pared to the untuned version of the NPLM. Both
method 2 and method 3 improve the performance
even further. What’s also interesting is that al-
though we repeated setimes2 data so many times,
solely building NPLM on setimes2 does not give a
comparable performance, hence the coverage ad-
vantage as introduced by adding more datasets still
makes a difference.

2.6 Results

Table 4 summarizes the impact of the contribu-
tions described in the preceeding sections. On
their own, the use of Och clusters helped for all
language pairs, the huge language model for al-
most all language pairs, and the neural network
joint model for almost all language pairs. The
gains are partially additive.

The biggest consistent gains are observed on
Czech and Russian, in both directions, and for
German–English — but not English–German. In
the past we noted that the baseline English–
German system, which includes a part-of-speech
language model, is not helped much by the Och
clusters. However, we are surprised by the lack of
support from the huge language model.

For the other language pairs, the smaller tuning
sets and hence higher variance in test scores make
the results harder to interpret. The use of the huge
language model gives mixed results, and gains are
often not only not additive, but having more fea-
tures hurts. See especially English–Romanian and
Turkish–English where the best system does not
include the huge language model, and Turkish–
English where the best system only uses the huge
language model.

Still, for all language pairs, the use of all fea-

tures (and a translation table limit of 100) allowed
us to outperform the strong baseline by +.1 to
+1.3, for most language pairs around +1 BLEU.

3 Morphological Decomposition

We explored various methods for handling com-
plex morphology. While we only apply these
methods to Turkish, the methods are language in-
dependent. All of these methods were used and
evaluated in the context of a Moses phrase-based
system, as described in section 2.1.

We experimented with three segmentation algo-
rithms: Morfessor (Virpioja et al., 2013), Chip-
Munk (Cotterell et al., 2015), and Byte-Pair en-
coding (Sennrich et al., 2015). .

Morfessor implements a set of segmentation al-
gorithms designed for languages with concatena-
tive morphology (where additional morphemes are
added to convey meaning, but the stem and exist-
ing morphemes are not typically altered). Turkish
falls in this category.

We focus on the Morfessor baseline algorithm,
and use it without supervised word segmentations.
While the segmentation may resemble linguistic
segmentation, this is not guaranteed.

ChipMunk is an algorithm for segmenting
words into morphemes and labeling those seg-
ments. It jointly models segmentation and label-
ing of the segments. While we do not use the label
information, the labeling of segments is designed
to reduce certain segmentation errors. For exam-
ple, it prevents a prefix from directly attaching to
a suffix, which prevents the segmentation of reed
into re-ed. Since we choose not to rely on linguis-
tic knowledge of Turkish, we use the pre-trained
model with the tag level parameter set to 2.

Byte Pair Encoding (Gage, 1994) is a compres-
sion algorithm that recursively replaces frequent
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Language Threshold Token count
Turkish none 8806
Turkish 0 9606
Turkish 2 9935
Turkish 5 10169
Turkish 10 10416
Turkish 20 10720
English none 11514

Table 5: Token counts for different thresholds for
Morfessor segmentation

consecutive bytes with a symbol that does not oc-
cur elsewhere. Each such replacement is called a
merge, and the number of merges is a tunable pa-
rameter. The original text can be recovered using
a lookup-table. Sennrich et al. (2015) applied this
to word segmentation, and demonstrate its success
at solving the large vocabulary problem in neural
machine translation.

To create our training data for the Morfessor and
ChipMunk experiments, we augment the original
training data with a second copy that has been seg-
mented. For the tuning and test data, we only seg-
ment words that occur infrequently. This allows
frequent words to be translated directly, but also
allows the system to learn from the subword units
of all words, including frequent ones.

The number and type of subword units in each
word segmented by byte pair encoding is depen-
dent on the number of merges performed. Since
byte pair encoding segments words into the largest
unit found in the table, and common words will
occur in the table, this means that no subword in-
formation is extracted from common words. We
set the number of merges to 50,000, and report
the result, but did not explore it further. Perhaps
a smaller number of merges would force the seg-
mentation of more frequent words.

Table 5 shows the number of tokens using Mor-
fessor and different segmentation strategies, as
well as the number of tokens in the English par-
allel text. We show the number of tokens here
because a common rationale for segmenting mor-
phological rich languages is to balance the number
of tokens.

BLEU scores for different amounts of segmen-
tation are in Table 6. We report cased score on
the development test set described in section 2.1.
We see the best improvements with the ChipMunk
segmentation and a rare word replacement thresh-

Method Processing Thresh. BLEU
baseline - - 13.9

Byte-Pair preprocessing - 13.7
Chipmunk replace-rare 2 14.3
Chipmunk replace-rare 10 14.9
Chipmunk replace-rare 20 15.4
Chipmunk replace-rare 20 14.7
Morfessor replace-rare 0 13.5
Morfessor replace-rare 2 13.7
Morfessor replace-rare 5 14.0
Morfessor replace-rare 10 14.1
Morfessor replace-rare 20 14.2

Table 6: Turkish - English morphology results on
newsdev2016b

old of 20. We also see gains with the fully unsu-
pervised Morfessor segmentation.

None of these results completed in time for our
official submission, which used unsegmented text.

4 Neural Sequence Model Reranking

We also experimented with N-best reranking using
a neural sequence model. The motivation is to ex-
ploit the efficiency of standard phrase-based mod-
els for generating N-best hypotheses, combined
with the modeling power of neural methods for
scoring. This hybrid approach demonstrated posi-
tive results in, e.g. (Cohn et al., 2016).

First, we train neural attention models (Bah-
danau et al., 2015) on our training bitext in both
forward and reverse directions. For example, in
the Russian-English task we would obtain a for-
ward model p(en|ru) that scores English hypothe-
ses given Russian input, and a reverse model
p(ru|en) that scores the Russian input given an
English hypothesis. We used the TensorFlow im-
plementation (Abadi et al., 2015), with 2-layers of
LSTMs and 1024 hidden units each; other hyper-
parameters use default settings. The training bi-
text is preprocessed so that top 10k vocabulary
in terms of frequency are kept as is, frequency 1
singletons are mapped to an unknown word token
(UNK), and all remaining mid-frequency words
are mapped to one of 600 Brown clusters. Note
that our vocabulary list of 10,601 is considerably
less than those used in existing neural MT litera-
ture (e.g. 30k in (Bahdanau et al., 2015)). This is
a trade-off between modeling power vs. training
time, and we felt that a smaller vocabulary may

276



be sufficient since our model only scores existing
translations and do not need to generate.

Second, we generate distinct 50-best lists on our
tuning set using a baseline Moses phrase-based
system in Table 4. Each hypothesis is scored by
the forward and reverse neural models, and to-
gether with the original Moses decoder score and
word penalty features (for a total of 4 features),
we reran MERT training and obtained optimal lin-
ear weights. This is the reranker system used for
reranking test N-best lists.

Preliminary results with this approach were in-
conclusive. For example, on the Russian-English
newstest2015, the BLEU score is 27.27 for 1-best
vs. 27.31 for reranking. On German-English new-
stest2015, the BLEU score is 28.12 for 1-best and
28.22 for reranking. (Note, these results did not in-
clude a post-processing step and are thus not com-
parable to the numbers in Table 4). Analysis of the
output showed that our rerankers appear conser-
vative and do not frequently chooses hypotheses
different from the 1-best. We believe more exper-
imentation with different neural model hyperpa-
rameters is necessary. Future work also includes
experimentation on larger N-best lists and com-
parison with direct 1-pass translation using neural
models. This reranker was not included in the final
submission.

5 Moses Syntax-based Systems

In this section we discuss our setup for the three
string-to-tree syntax-based systems we submit-
ted for German-English, English-German, and
Turkish-English. Unless metioned in this sec-
tion, we use the same setup as the baseline Moses
phrase-based systems described in Section 2.

5.1 Preprocessing

Since we are building string-to-tree syntax-
based models, we need to parse the target side
of the parallel corpus before training. For
our syntax-based models we used the Berke-
ley parser to parse the English side of the
German-English and Turkish-English parallel cor-
pus, and ParZu (Sennrich et al., 2009) to parse
the German side of the English-German paral-
lel corpus. For the Berkeley parser we used
the default English grammar eng sm6.gr. For
ParZu we used clevertagger4 as the POS-tagger,

4https://github.com/rsennrich/clevertagger

SMOR5 as the morphological analyzer, and used
zmorge-20140521-smor newlemma.ca as the
model for morphological analysis. We pass
the all corpus for syntax-based models through
deescape-special-chars.perl before pars-
ing to avoid formatting problems.

In addition to parsing, for English-
German syntax-based model, we also used
hybrid compound splitter.py to split the
compound words in German, as in Edinburgh’s
WMT 2015 submission (Williams et al., 2015)6.
We used the same morphological analyzer model
as used for ParZu.

5.2 Feature Scores

The most significant difference between the
syntax-based model and the phrase-based model
is that the translation model score is calculated by
SCFG translation rule scores instead of phrase pair
scores. Specifically, a SCFG translation rule r is
denoted as:

L →< S, T ,A >

where L is the left-hand side label as shared by
both sides of the translation, S and T is a sequence
of terminal and non-terminal nodes on the source
and target side, respectively. A denotes the align-
ment between the source and target nodes. Given
a derivationD that generates the sentence pair, the
forward and inverse translation model score is:

fwd =
∏

L→<S,T ,A>∈D
P (L, T | S,A)

inv =
∏

L→<S,T ,A>∈D
P (S | L, T ,A)

Apart from these two scores, we also added
unknown word soft matching features and glue
rule penalties. We also kept the lexical translation
scores, word penalties and phrase penalties etc. as
in the phrase-based translation models.

5.3 Configurations

To avoid problems during syntax-based rule ex-
traction and decoding, we removed all the factors
such as lemma and POS-tags and only use word
during the training phase.

We used the GHKM rule extractor implemented
in Moses to extract SCFG rules from the parallel

5http://kitt.ifi.uzh.ch/kitt/zmorge/
6https://github.com/rsennrich/wmt2014-scripts
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corpus. We set the maximum number of nodes
(except target words) in the rules (MaxNodes) to
20, maximum rule depth (MaxRuleDepth) to 5,
and the number of non-part-of-speech, non-leaf
constituent labels (MaxRuleSize) to 5, and we
allowed unary rules to appear in the extracted
phrases. We also limited the maximum number
of lexical items in a rule to 5.

To avoid excessive use of glue rules, we fixed
the feature weight for glue rules as -99 during tun-
ing step.

6 Joshua Systems

We also used the Apache Joshua translation
toolkit7 to build Hiero systems for two languages:
English–Finnish and English–Turkish. The de-
fault settings were used for the Thrax grammar ex-
tractor: Hiero rules were extracted from spans as
large as 10 words, and applied at decoding time
to spans as long as 20 words. We used all of the
provided bitext for both language tasks. All sys-
tems used three language models: one built on the
target side of the bitext, another built on all avail-
able common-crawl monolingual data, and a third,
class-based 9-gram language model built on the
target side of the bitext after applying Brown clus-
tering (k=2,000). Each of these received a sepa-
rate weight. We tuned with k-best batch MIRA
(Cherry and Foster, 2012).

Case is important for the human evaluation,
and its proper handling has received some atten-
tion. Instead of applying a method such as true-
casing (Lita et al., 2003), we use the following
heuristic for these languages. First, we convert
all data to lowercase at training time, so the mod-
els are learned in lowercase. At test time, input
words are lowercased and marked with a tag de-
noting whether each source word was (a) lower-
case, (b) Capitalized, or (c) ALL UPPERCASE.
These case markings are then projected to the
target words through the word-level alignments
stored with grammar rules. This worked well for
the language pairs under consideration, though it
would obviously not work for all language pairs.

We also employed one small trick with Turk-
ish punctuation: after removing whitespace inside
balanced single-quotes, we remove the space from
both sides of remaining single-quotes. This cap-
tured a common pattern and resulted in a small
BLEU score gain that helped propel the system

7http://joshua.incubator.apache.org/

Language Pair Phrase Syntax Joshua
English-Turkish 9.2 - 9.8
Turkish-English 12.9 13.9 -
English-Finnish 13.8 - 11.9
Finnish-English 19.1 - -
English-Romanian 23.5 - -
Romanian-English 32.2 - -
English-Russian 24.0 - -
Russian-English 27.9 - -
English-Czech 23.6 - -
Czech-English 30.4 - -
English-German 28.3 27.3 -
German-English 34.5 32.3 -

Table 7: Official scores of all submission on new-
stest2016 (cased BLEU).

into first place (by cased BLEU). Although the
English–Turkish system had the highest BLEU
score, however, it was in the fifth cluster in the
manual evaluation. The English–Finish system
did not perform well by either metric.

7 Conclusion

Our submissions are summarized in Table 7.
We submitted phrase-based systems for all 12
language pairs, syntax-based systems for 3 and
Joshua hierarchical systems for 2 language pairs.
For the low resource Turkish–English language
pairs, the latter systems outperformed the phrase-
based submission.

Compared to submissions from other groups,
our performance is solid. In terms of neural ma-
chine translation components, we have seen gains
from the use of the NNJM (Devlin et al., 2014) as
a feature function but not in re-ranking with a se-
quence to sequence model. Given the success of
these components in other systems, we will target
their use in the future.
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Abstract

We describe the English-Turkish and
Turkish-English translation systems sub-
mitted by Yandex School of Data Analy-
sis team to WMT16 news translation task.
We successfully applied hand-crafted mor-
phological (de-)segmentation of Turkish,
syntax-based pre-ordering of English in
English-Turkish and post-ordering of En-
glish in Turkish-English. We perform de-
segmentation using SMT and propose a
simple yet efficient modification of post-
ordering. We also show that Turkish mor-
phology and word order can be handled
in a fully-automatic manner with only a
small loss of BLEU.

1 Introduction

Yandex School of Data Analysis participated in
WMT16 shared task ”Machine Translation of
News” in Turkish-English language pair.

Machine translation between English and Turk-
ish is a challenging task, due to the strong differ-
ences between languages. In particular, Turkish
has rich agglutinative morphology, and the word
order differs between languages (SOV in Turkish,
SVO in English).

To deal with these dissimilarities, we prepro-
cess both source and target parts of the parallel
corpus before training: we perform morphologi-
cal segmentation of Turkish and reordering of En-
glish into Turkish word order, aiming to achieve a
monotonous one-to-one correspondence between
tokens to aid SMT.

Since we changed the target side of the parallel
corpus, at runtime we had to do post-processing:
desegmentation of Turkish for EN-TR and post-
ordering of English words for TR-EN. We em-
ploy additional SMT decoders to solve both tasks,
which results in two-stage translation.

For morphological segmentation and
English-to-Turkish reordering we tried both
rule-based/supervised and fully unsupervised
approaches.

2 Data & common system components

In our two systems (Turkish-English and English-
Turkish) we used several common components de-
scribed below.

The specific application of these tools varies for
Turkish-English and English-Turkish systems, so
we discuss it separately in Sections 4 and 3.

2.1 Phrase-based translator

We used an in-house implementation of phrase-
based MT (Koehn et al., 2003) with Berkeley
Aligner (Liang et al., 2006) and MERT tuning
(Och, 2003).

2.2 English syntactic parser

We used an in-house transition-based English de-
pendency parser similar to (Zhang and Nivre,
2011).

2.3 English-to-Turkish reorderers

We used two different reorderers that put English
words in Turkish order. Both reorderers need an
English dependency parse tree as input.

Rule-based reorderer modifies parse trees using
rules similar to Tregex (Levy and Andrew, 2006),
adapted to dependency trees1. We used a set of
about 70 hand-crafted rules, an example of a rule
is given in Figure 1.

w1 role ’PMOD’
and .--> (w2 not role ’CONJ’)

::
move group w1 before node w2;

Figure 1: Sample dependency tree reordering rule

1Our dependency tree reordering tool is available here:
https://github.com/yandex/dep_tregex
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Automatic reorderer uses word alignments on a
parallel corpus to construct reference reorderings,
and then trains a feedforward neural-network clas-
sifier which makes node-swapping decisions (de
Gispert et al., 2015).

2.4 Turkish morphological analyzers

We used an in-house finite state transducer similar
to (Oflazer, 1994) for Turkish morphological tag-
ging, and structured perceptron similar to (Sak et
al., 2007) for morphological disambiguation.

As an alternative, we trained our implementa-
tion of unsupervised morphology model, follow-
ing (Soricut and Och, 2015), with a single dis-
tinctive feature: in each connected component C
of the morphological graph, we select the lemma
as argmaxC (log f(w)− α · l(w)), where l(w) is
word length and f(w) is word frequency2. This is
a heuristic, justified by the facts, that (1) lemma
tends to be shorter than other surface forms of
a word, and (2) log f(w) is proportional to l(w)
(Strauss et al., 2007). We also make use of mor-
phology induction for unseen words, as described
in the original paper. The automatic method re-
quires no disambiguation and yields no part-of-
speech tags or morphological features.

2.5 Turkish morphological segmenter

We used three strategies for segmenting Turkish
words into less-sparse units. The ”simple” strat-
egy splits a word into lemma and chain of affixes.
The latter is chosen as suffix of the surface form,
starting from (l + 1)-th letter, where l is lemma’s
length.

arkadaşlarına

to  his  friends

arkadaş  $larına

to  his  friends

The ”rule-based” strategy uses hand-crafted
rules similar to (Oflazer and El-Kahlout, 2007),
(Yeniterzi and Oflazer, 2010) or (Bisazza and Fed-
erico, 2009) to split word into lemma and groups
of morphological features, some of which might
be attached to lemma. Rules are designed to
achieve a better correspondence between Turkish
and English words. This strategy requires mor-
phological analyzer to output features as well as
lemma.

arkadaşlarına

to  his  friends

arkadaş+a3pl  +p3sg  +dat

to  his  friends

2We used α = 0.6 throughout our experiments.

The ”aggressive rule-based” strategy, in addi-
tion, forcefully splits all features attached to the
lemma into a separate group.

arkadaşlarına

to  his  friends

arkadaş  +a3pl  +p3sg  +dat

to  his  friends

2.6 NMT reranker
Finally, we used a sequence-to-sequence neural
network with attention (Bahdanau et al., 2014) as
a feature for 100-best reranking. We used hidden
layer and embedding sizes of 100, and vocabulary
sizes of 40000 (the Turkish side was morphologi-
cally segmented).

2.7 Data
For training translation model, language models,
and NMT reranker, we used only the provided
constrained data (SETIMES 2 parallel Turkish-
English corpus, and monolingual Turkish and En-
glish Common Crawl corpora).

Throughout our experiments, we used the
BLEU (Papineni et al., 2002) on provided de-
vset (news-dev2016) to estimate the performance
of our systems, tuning MERT on a random sam-
ple of 1000 sentences from the SETIMES corpus
(these sentences, to which we refer as ”the SE-
TIMES subsample”, were excluded from training
data). For the final submissions, we tuned MERT
directly on news-dev2016.

Due to our setup, we provide BLEU scores on
news-dev2016 for our intermediate experiments
and on news-test2016 for our final systems.

3 Turkish-English system

3.1 Baseline
For a baseline, we trained a standard phrase-based
system: Berkeley Aligner (IBM Model 1 and
HMM, both for 5 iterations); phrase table with
up to 5 tokens per phrase, 40-best translation op-
tions per source phrase, and Good-Turing smooth-
ing; 5-gram lowercased LM with stupid backoff
and pruning of singleton n-grams due to memory
constraints; MERT on the SETIMES subsample;
simple reordering model, penalized only by move-
ment distance, with distortion limit set to 16.

We lowercased both the training and devel-
opment corpora, taking into account Turkish
specifics: I→ ı, İ→ i.

Baseline system achieves 10.84 uncased BLEU
on news-dev2016 (here and on, we ignore case in
BLEU computation).
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# System description BLEU (uncased), dev3 BLEU (uncased), test3

1 Baseline, phrase-based 11.68 11.50
2 (1) + automatic morph., simple seg. 12.16 -
3 (1) + FST/perceptron morph., simple seg. 11.75 -
4 (1) + FST/perceptron morph., rule-based

seg.
12.93 -

5 (1) + FST/perceptron morph., aggressive
rule-based seg.

14.06 -

6 (5) + ”reordered” post-ordering, rule-
based reorderer

14.24 -

7 (5) + ”translated” post-ordering, rule-
based reorderer

15.13 -

8 (2) + ”translated” post-ordering, auto-
matic reorderer

13.43 13.39

9 (7) + NMT reranking in first stage 15.49 15.12

Table 1: Our TR-EN setups on news-dev2016 and news-test2016 (submitted system in bold)

3.2 Morphological segmentation

In Turkish-to-English translator we directly ap-
plied Turkish morphological segmenters (see Sec-
tion 2.5) as an initial step in the pipeline (Oflazer
and El-Kahlout, 2007; Bisazza and Federico,
2009).

The effect of different morphological tagging
and segmentation methods is shown in Table 1.

FST/perceptron analyzer with aggressive rule-
based segmentation (run #5) turned out to be the
most successful method, bringing +2.60 BLEU.

Our segmenters split Turkish words into lem-
mas and auxiliary tokens like $ini or +a3sg.
To account for the increased number of tokens on
Turkish side, we increased the length of a target
phrase from 5 to 10 (but still allowing only up to
5 non-auxiliary tokens in a phrase). In order to
further decrease sparsity we also removed all di-
acritics from the intermediate segmented Turkish.
Possible ambiguity in translations, caused by this,
is handled by English LM.

For a rule-based segmentation we note that it
is beneficial to aggressively separate away lemma
and morphological features that would normally
be attached to it (that is, if we acted according to
the rules). We think the reason for this is the pres-
ence of errors and non-optimal decisions in our
segmentation rules, but we still consider the extra
split helpful:

• If we do the extra split, a wordform is seg-
mented into a lemma and several auxiliary to-
kens, so if we have seen just the lemma, we

might still translate the unseen wordform cor-
rectly.

• An excessive segmentation does not really
hurt a phrase-based system, as shown by
(Chang et al., 2008).

3.3 Post-ordering
It is not possible to directly apply English-to-
Turkish reorderer as a preprocessing step in this
translation direction, and we also counld not con-
struct a Turkish-to-English reorderer (due to the
absence of Turkish parser).

Instead, we reordered the target side of the par-
allel corpus on the training phase using the rule-
based reorderer described in Section 2.3, and em-
ployed a second-stage translator to restore English
word order at runtime, following (Sudoh et al.,
2011).

As shown in Figure 2, the first, ”monotonous
translation” stage is trained to translate from Turk-
ish to English that was reordered to the Turkish or-
der4, and the second, ”reordering” stage is trained
to translate from reordered English to normal En-
glish, relying on the LM and baseline reordering
inside the phrase-based decoder.

3We tune on the SETIMES subsample for ”dev” column,
and on news-dev2016 for ”test” column. So the same line
lists the results for two sets of MERT coefficients.

4This does not mean we completely disable the base-
line reordering mechanism in the decoder on this stage; that
would have made sense only if (a) our English-to-Turkish re-
orderer was perfect and (b) if the two languages could be per-
fectly aligned using just word reordering. Obviously, neither
of those is the case.
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Turkish English

MT stage 1 MT stage 2

English 

(in Turkish order)

Figure 2: Two-stage post-ordering

Figures 3 and 4 illustrate the training of two-
stage postordering systems. We explore two op-
tions for the training of the second, ”reordering”
stage: as the source-side, we can either use (a) the
reordered English sentences, or (b) Turkish sen-
tences translated to reordered English with first-
stage translator.

Turkish English

MT stage 1

English 

(in Turkish order)

Reorder

Figure 3: Training the ”monotonous translation”
stage of post-ordering system

Turkish English

MT stage 2

English 
(in Turkish order)

(a) Reorder

(b) Translate using 
stage 1

Figure 4: Two options for training the ”reorder-
ing” stage of post-ordering system

The two decoders have two sets of MERT co-
efficients. We tune them jointly and iteratively:
first, we tune the first-stage decoder (with second-
stage coefficients fixed), optimizing BLEU of the
whole-system output, then we tune the second-
stage decoder (with first-stage coefficients fixed),
again optimizing the whole-system BLEU, and so
on.

As shown in Table 1, the best results are
achieved using ”translated Turkish” for training
the second-stage translator, yielding an additional
+1.60 BLEU.

3.4 NMT reranking

Finally, we enhanced the first-stage translator with
a 100-best reranking which uses decoder features
and a neural sequence-to-sequence network de-
scribed in Section 2.6. To train the network, we
used the same corpus used to train the first-stage
PBMT translator (incorporating Turkish segmen-
tation and English reordering).

NMT reranking yields an additional +0.47
BLEU score.

3.5 Final system

The complete pipeline of our submitted system is
shown in Figure 5.

We selected the setup that performed best dur-
ing experiments (#9 in Table 1), and re-tuned it on
the development set; for contrastive runs we also
re-tuned baseline and ”fully automatic” systems
(#1 and #8 respectively). See Table 1 for results.

Our best setup reaches 15.17 BLEU, which is a
+3.17 BLEU improvement over the baseline.

The system without the hand-crafted rules
achieves a lower improvement of +1.89 BLEU,
which is a nice gain nevertheless. Comparing runs
#2 and #3, we see that the decrease in BLEU is not
due to the quality of morphological analysis; com-
paring runs #3 and #5, we see that the difference in
quality is purely due to the segmentation scheme.

4 English-Turkish system

4.1 Baseline

As a baseline, we trained the same phrase-based
system as in Section 3.1 (except we did not prune
singleton n-grams in the Turkish language model).

Baseline system achieves 8.51 uncased BLEU
on news-dev2016.

4.2 Pre-ordering

We directly apply English-to-Turkish reorderers
described in Section 2.3 as a pre-processing step
in the phrase-based MT pipeline, like e.g. (Xia
and McCord, 2004; Collins et al., 2005). Results
are shown in Table 2

The rule-based reorderer earns +1.65 BLEU
against the baseline (run #2), so we selected it as a
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# System description BLEU (uncased), dev3 BLEU (uncased), test3

1 Baseline, phrase-based 8.51 9.26
2 (1) + rule-based preordering 10.16 -
3 (1) + automatic preordering 9.79 -
4 (2) + deseg. from FST/perceptron morph.

& rule-based seg.
11.32 11.10

5 (3) + deseg. from automatic morph. &
simple seg.

10.41 11.03

Table 2: Our EN-TR setups on news-dev2016 and news-test2016 (submitted system in bold)

base for further improvements. The automatic re-
orderer performs almost as well as the rule-based
(-0.37 BLEU).

4.3 Desegmentation

We decided to battle data sparsity on target side us-
ing morphological desegmentation: translate from
English to segmented Turkish, then desegment the
output.

After experiments in Section 3.2 we decided
to use an aggressive rule-based segmenter. First-
stage translator makes mistakes, sometimes pro-
ducing wrong morphemes and/or morphemes in
an incorrect order. To manage that, we decided
to make desegmentation using machine translation
(conceptually similar to post-ordering).

For training MT desegmenter we need only a
monolingual corpus, so we can use more data than
we used for training the first-stage translator. We
concatenated the Turkish part of SETIMES paral-
lel corpus with a random sample of 2 million sen-
tences from Common Crawl monolingual Turkish
corpus for training the MT desegmenter.

Like for segmentation, we increased the phrase
length on the segmented Turkish side for both
translation stages (see Section 3.2). We also re-
moved diacritics from the segmented Turkish; nat-
ural Turkish language model employed on the de-
segmentation stage works like a context-aware re-
storer of diacritics. Like for post-ordering, we
tune MERT coefficients of our two-stage transla-
tor jointly (see Secion 3.3).

Our desegmentation scheme yielded +1.16
BLEU (run #4).

4.4 Final system

The complete pipeline of our submitted system is
shown in Figure 6.

For the submission, we re-tuned our best run #4
on news-dev2016; for contrastive runs we also re-

tuned baseline and ”fully-automatic” systems (#1
and #5 respectively). See Table 2 for results.

Our best setup reaches 11.10 BLEU on the test-
set, which is a +1.84 BLEU improvement over the
baseline.

An almost equal BLEU improvement of +1.77
can still be achieved even if we do not use hand-
crafted rules for reordering or segmentation.

5 Conclusions

We successfully applied data preprocessing for
improving MT quality, which resulted in +1.84
BLEU improvement on English-Turkish and
+3.17 BLEU on Turkish-English. Handling Turk-
ish morphology via segmentation/desegmentation
and handling Turkish SOV word order via pre-
ordering/post-ordering both yield improvements
of comparable importance.

We were able to avoid the manual construction
of a desegmenter. We also proposed an efficient
modification of post-ordering: to train the ”post-
ordering” stage by using the translations of the
first stage. We believe that is benefitial due to
a better between-stage consistency: what second-
stage translator sees during training, it sees at run-
time.

We also show that unsupervised methods for
segmentation and reordering yield a comparable
gain of +1.77 BLEU on English-Turkish and a
lower gain +1.89 BLEU on Turkish-English. We
believe that the lower gain on Turkish-English is
due to the simpler segmentation scheme (not due
to the lower quality of unsupervised morphology),
but a further analysis is needed to understand why
such scheme is sufficient for translating in reverse
direction.

Our system turned out to be a quite long seg-
mentation/translation/reordering pipeline. That
suggests 3 different directions for the future work:
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• Further improve the components of the
pipeline.
• Replace ”translation” components of the

pipeline with another kind of decoder (e.g.
NMT).
• Abandon the pipeline and consider joint

methods, in order to beat error propagation.
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A Pipelines of the submitted systems

Kosova'nın özelleştirme süreci büyüteç altında(Turkish)

Morph.
segmenter

FST morph. analyzer
Structured perceptron disambiguator

Aggressive rule-based strategy

Kosova +gen özel +caus+pos+inf2 süreç +a3sg+p3sg
büyüteç alt +a3sg+p3sg +loc

(Segmented Turkish)

Phrase
decoder

First-stage phrase table
Reordered English LM
NMT reranking model

Kosovo privatisation the process scrutiny under is(Reordered English)

Phrase
decoder

Second-stage phrase table

Regular English LM

The Kosovo privatisation process is under scrutiny(English)

Figure 5: Pipeline of the submitted Turkish-English system
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Kosova'nın özelleştirme süreci büyüteç altında(Turkish)

Reorderer
Dependency parser

Tree reordering rules

Kosova +gen özel +caus+pos+inf2 süreç +a3sg+p3sg
büyüteç alt +a3sg+p3sg +loc

(Segmented Turkish)

Phrase
decoder

First-stage phrase table

Segmented Turkish LM

Kosovo privatisation the process scrutiny under is(Reordered English)

Phrase
decoder

Second-stage phrase table

Regular Turkish LM

The Kosovo privatisation process is under scrutiny(English)

Figure 6: Pipeline of the submitted English-Turkish system
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Abstract

This article describes the Aalto University
entry to the English-to-Finnish news trans-
lation shared task in WMT 2016. Our seg-
mentation method combines the strengths
of rule-based and unsupervised morphol-
ogy. We also attempt to correct errors in
the boundary markings by post-processing
with a neural morph boundary predictor.

1 Introduction

Using words as translation tokens is problem-
atic for synthetic languages with rich inflection,
derivation or compounding. Such languages have
very large vocabularies, leading to sparse statistics
and many out-of-vocabulary words. Differences
in morphological complexity between source and
target languages also complicate alignment.
A common method for alleviating these prob-

lems is to segment the morphologically richer side
as a pre-processing step. Over-segmentation is
detrimental, however, as longer windows of his-
tory need to be used, and useful phrases become
more difficult to extract. It is therefore important
to find a balance in the amount of segmentation.
We consider the case that there are linguistic

gold standard segmentations available for the mor-
phologically complex target language. Even if
there is no rule-based morphological analyzer for
the language, a limited set of gold standard seg-
mentations can be used for training a reasonably
accurate statistical segmentation model in a super-
vised or semi-supervised manner (Ruokolainen et
al., 2014; Cotterell et al., 2015).
While using a linguistically accurate morpho-

logical segmentation in a phrase-based SMT sys-
tem may sound like a good idea, there is evi-
dence that shows otherwise. In general, over-
segmentation seems to be a larger problem for

NLP applications than under-segmentation (Vir-
pioja et al., 2011). In the case of SMT, lin-
guistic morphs may provide too high granularity
compared to the second language, and deteriorate
alignment (Habash and Sadat, 2006; Chung and
Gildea, 2009; Clifton and Sarkar, 2011). More-
over, longer sequences of units are needed in
the language model and the translation phrases to
cover the same span of text.
An unsupervised morphological segmentation

may alleviate these problems. A method based
on optimizing the training data likelihood, such
as Morfessor (Creutz and Lagus, 2002; Creutz
and Lagus, 2007; Virpioja et al., 2013), ensures
that common phenomena are modeled more ac-
curately, for example by using full forms for
highly-frequent words even if they consist of mul-
tiple morphemes. Data-driven methods also allow
tuning the segmentation granularity, for example
based on symmetry between the languages in a par-
allel corpus (Grönroos et al., 2015).
To combine the advantages of linguistic seg-

mentation and data-driven segmentation, we pro-
pose a hybrid approach for morphological segmen-
tation. We optimize the segmentation in a data-
driven manner, aiming for a similar granularity as
the second language of the language pair, but re-
stricting the possible set of segmentation bound-
aries to those between linguistic morphs. That is,
the segmentation method may decide to join any of
the linguistic morphs, but it cannot add new seg-
mentation boundaries to known linguistic morphs.
We show that it is possible to improve on the lin-

guistically accurate segmentation by reducing the
amount of segmentation in an unsupervised man-
ner.

1.1 Related work
Rule-based and statistical segmentation for SMT
have been extensively studied in isolation (Virpi-
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Figure 1: A pipeline overview of training of the system and using it for translation. Main contributions
are hilighted with numbers 1-3. ORM is short for Omorfi-restricted Morfessor.

oja et al., 2007; Fishel and Kirik, 2010; Luong et
al., 2010), and also the use of system combina-
tion to combine their strengths has been examined
(De Gispert et al., 2009; Rubino et al., 2015; Piri-
nen et al., 2016).
Prediction of morph boundary types has been

used in conjunction with compound splitting.
Stymne and Cancedda (2011) apply rule-based
compound splitting in the pre-processing stage,
and a conditional random field with rich linguistic
features for generating novel compounds in post-
processing. Coalescence of compound parts in the
translation output is promoted using POS-tag fea-
tures. Cap et al. (2014) extend the post-predictor
to also inflect the compound modifiers e.g. to add
a linking morpheme.
Stymne et al. (2013) investigate several methods

for splitting and merging compounds when trans-
lating into Germanic languages, and provide an ex-
tensive reading list on the topic.

2 System overview

An overview of the system is shown in Figure 1.
The three main contributions of this work are indi-
cated by numbered circles:

1. Combining rule-based morphological seg-
mentation (Omorfi) to data-driven morpho-
logical segmentation (Morfessor).

2. Rescoring n-best lists with TheanoLM
(Enarvi and Kurimo, 2016).

3. Correcting boundary markings with post-
processing predictor.

Our system extends the phrase-based SMT sys-
tem Moses (Koehn et al., 2007) to perform seg-
mented translation, by adding pre-processing and
post-processing steps, with no changes to the de-
coder.
The standard pre-processing steps not specified

in Figure 1 consist of normalization of punctua-
tion, tokenization, and statistical truecasing. All
of these were performed with the tools included in
Moses. The pre-processing steps are followed by
morphological segmentation.
In addition, the parallel data was cleaned and

duplicate sentences were removed. Cleaning was
performed after morphological segmentation, as
the segmentation can increase the length in tokens
of a sentence.
The post-processing steps include rescoring of

the n-best list, boundary prediction and desegmen-
tation. These are followed by the standard post-
processing steps, reversing the pre-processing
steps: detruecasing and detokenization.
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System Tokens Segmentation

Words 3 hyötyajoneuvojen tekniset tienvarsitarkastukset
[commercial vehicles’] [technical] [roadside inspections]

Omorfi 11 hyöty@ ajo@ neuvo +j +en teknise +t tien@ varsi@ tarkastukse +t
[utility] [drive] [counsel] [+Pl] [+Gen] [technical] [+Pl] [road] [side] [inspection] [+Pl]

ORM 5 hyötyajoneuvo +jen tekniset tienvarsi@ tarkastukset
[commercial vehicle] [+Pl +Gen] [technical] [roadside] [inspections]

Source 6 technical roadside inspection of commercial vehicles

Table 1: Worked example of two-stage morphological segmentation, beginning with rule-based Omorfi
segmentation and followed by Omorfi-restrictedMorfessor (ORM). The glosses below the segmentations
show approximate meaning of the segments (Pl = plural suffix, Gen = genitive suffix).

2.1 Morphological segmentation
An example of the morphological segmentation is
shown in Table 1.

2.1.1 Omorfi segmentation
We begin the morphological segmentation by ap-
plying the segmentation tool from Omorfi (Piri-
nen, 2015). Hyphens removed by Omorfi are rein-
troduced.
Omorfi outputs 5 types of intra-word bound-

aries, which we mark in different ways. Com-
pound modifiers, identified by the WB or wB
boundary type, are marked with a reserved sym-
bol ‘@’ at the right edge of the morph. Suf-
fixes, identified by a leading morph boundary
MB or derivation boundary DB, are marked with
a ‘+’ at the left edge. Boundaries of the type
STUB (other stemmer-type boundary) are removed.
This marking scheme leaves the compound head,
or last stem of the word, unmarked. E.g.
“yli{WB}voimai{STUB}s{MB}i{MB}a” is marked
as ”yli@ voimais +i +a”.
Words not identified by Omorfi are collected

in a separate vocabulary, and treated as unseg-
mentable.

2.1.2 Restricted Morfessor Baseline
In order to force the Morfessor method to fol-
low the linguistic morphs produced by Omorfi, we
added some new features to the Morfessor Base-
line implementation by Virpioja et al. (2013). The
new extension, Restricted Morfessor Baseline, is
able to remove any of the given intra-word bound-
aries, but cannot introduce any new ones.
The standard training algorithm of Morfessor it-

erates over the word forms, testing whether to split
the corresponding string to two parts or leave it as
it is. If the string is split, the testing descends re-
cursively to the substrings. The segmentation de-

cisions are stored in a binary tree structure, where
each node corresponds to a string. The root nodes
are full word forms and leaf nodes are morphs.
The middle nodes are substrings shared by sev-

eral word forms, which means that if two word
forms have different restrictions on the same sub-
string, some of the restrictions may be violated.
While the amount of violations was in practice
very small, we ensured that no restrictions were
violated in the end by applying the recursive al-
gorithm only for the two first epochs, and then
switching to Viterbi training.
In Viterbi training, each word is re-segmented

to the most likely segmentation given the current
model parameters using an extension of the Viterbi
algorithm. We modified the implementation of
Virpioja et al. (2013) to remove the previous seg-
ments of the word from the parameters before re-
analyzing the word, and re-adding the segments of
the new optimal segmentation afterwards. Addi-
tive smoothing with smoothing constant 1.0 was
applied in the Viterbi search.
Prior to the Viterbi training, we flattened the tree

structure so that the root nodes (word forms) link
directly to the leaf nodes (morphs), thus remov-
ing any shared substrings nodes that are not actual
morphs. This way all word forms are segmented
independently and all the restrictions are followed.

2.1.3 Tuning the amount of segmentation

Omorfi-restricted Morfessor was tuned following
Grönroos et al. (2015) to bring the number of to-
kens on the Finnish target side as close as possi-
ble to the English source side. The corpus weight
hyper-parameter α was chosen by minimizing the
sentence-level difference in token counts between
the English and the segmented Finnish sides of the
parallel corpus.
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2.2 Rescoring n-best lists

Segmentation of the word forms increases the dis-
tances spanned by dependencies that should be
modeled by the language model. To compensate
for this, we apply a strong recurrent neural lan-
guage model, TheanoLM. A recurrent language
model is able to use arbitrarily long contexts with-
out suffering from data sparsity, as opposed to n-
gram languagemodels, which are limited to a short
context window. The additional language model is
used in a separate rescoring step, to speed up trans-
lation, and for ease of implementation.
The TheanoLM model was trained on morpho-

logically segmented data. Morphs occurring less
than 1000 times in the full monolingual data were
removed from the vocabulary, and replaced with
the tag <UNK>. To create a class vocabulary,
the morphs were embedded in a 300-dimensional
space using word2vec (Mikolov et al., 2013). The
embeddings were clustered into 2000 classes, us-
ing agglomerative clustering with cosine distance.
Due to TheanoLM limitations, only the Europarl
and News data (but not CommonCrawl) were used
for training.
The TheanoLM parameters were: 100 nodes in

the projection layer, 300 LSTM nodes in the hid-
den layer, dropout rate 0.25, adam optimization
with initial learning rate 0.01, and minibatch 16.

2.3 Morph boundary correction

One benefit of segmented translation is the ability
to generate new compounds and inflections, that
were not seen in the training data. However, the
ability can also lead to errors, e.g when an English
word frequently aligned to a compoundmodifier is
translated using such a morph, even though there
is no compound head to modify. The “dangling”
morph boundary marker will then cause the space
to be omitted, forming an incorrect compoundwith
whatever word happens to follow.
For example, the Finnish pronoun moni (many)

is also a frequent prefix, as in monitoimi- (multi-
purpose) ormonikulttuurinen (multicultural). This
resulted in an erroneous novel compound in
moniliberaalien keskuudessa (“among the multi-
liberals”), which was corrected by introducing a
space between moni and liberaalien, leading to a
correct translation (“many among the liberals”).
In the opposite type of error, compounds may be

translated as separate words, or hyphenated com-
pounds translated with the hyphen omitted.

We trained a neural network predictor to cor-
rect such errors by predicting the boundary type
{space, empty, hyphen} as an additional post-
processing step before joining the tokens.
The neural network takes as input both a to-

ken level representation, in the form of the same
word2vec embeddings as used in rescoring, and a
character level representation windowed to 4 char-
acters before and after the boundary. The tokens
are encoded by a bidirectional network of Gated
Recurrent Units (Cho et al., 2014), while the char-
acters are encoded by a feed-forward network.
Even though the boundary markers in the trans-

lation output are unreliable, they are a strong clue.
Our predictor has access to the translated markers.
During training markers were randomly corrupted
to avoid relying too much on them.

2.4 Moses configuration

We used GIZA++ alignment. As decoding
LMs, we used two SRILM n-gram models with
modified-KN smoothing: a 3-gram and 5-gram
model, trained from different data. Many Moses
settings were left at their default values: phrase
length 10, grow-diag-final-and alignment sym-
metrization, msd-bidirectional-fe reordering, and
distortion limit 6.
The feature weights were tuned using MERT

(Och, 2003), with BLEU (Papineni et al., 2002)
of the post-processed hypothesis against a devel-
opment set as the metric. 20 random restarts
per MERT iteration were used, with iterations re-
peated until convergence.
The rescoring weights were tuned with a newly

included script in Moses, which uses kb-MIRA in-
stead of MERT.

3 Data

Our system participates in the constrained condi-
tion of the shared task. As parallel data, we used
the Europarl-v8 and Wikititles corpora, resulting
in 1 846 609 sentences after applying the Omorfi-
restricted Morfessor segmentation and cleaning.
As monolingual data, we used the Finnish

side of Europarl-v8, news.2014.fi.shuffled.v2,
news.2015.fi.shuffled and Common Crawl. The
total size of monolingual data after cleaning was
133 848 615 sentences, 2 135 919 860 morph to-
kens, and 11 771 367 morph types. Setting the
frequency threshold to 1000 occurrences for the
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%BLEU, newstest Example sentence
Configuration 2015 2016 Other applications could focus on muscle cells and insulin-producing cells, he added.

Omorfi-restricted Morfessor 10.77 11.27 Muissa sovelluksissa voi keskittyä lihas solujen ja insuliinia tuottavien solujen, hän lisäsi.
+boundary correction 10.83 11.27 Muissa sovelluksissa voi keskittyä lihassolujen ja insuliinia tuottavien solujen, hän lisäsi.

+rescoring 11.17 11.73 Muut sovellukset voivat keskittyä lihas soluja ja insuliinia tuottavia soluja, hän lisäsi.
+rescoring +boundary corr. 11.21 11.72 Muut sovellukset voivat keskittyä lihassoluja ja insuliinia tuottavia soluja, hän lisäsi.

Omorfi 10.00 10.59 Muut sovellukset voisi keskittyä lihassolujen ja insuliinia tuottavien soluja, hän lisäsi.
+boundary correction 10.07 10.61 Muut sovellukset voisi keskittyä lihassolujen ja insuliinia tuottavien soluja, hän lisäsi.

+rescoring 10.70 11.11 Muut sovellukset voivat keskittyä lihassoluja ja insuliinia tuottavien soluja, hän lisäsi.
+rescoring +boundary corr. 10.78 11.11 Muut sovellukset voivat keskittyä lihassoluja ja insuliinia tuottavien soluja, hän lisäsi.

Word baseline 10.48 10.65 Muut sovellukset voisivat keskittyä lihaksia ja insuliinia tuottavien solujen-, hän lisäsi.

Reference translation Muut sovelluskohteet voisivat keskittyä lihassoluihin ja insuliinia tuottaviin soluihin, hän lisäsi.

Table 2: Results of automatic evaluation, in BLEU percentage points.

TheanoLM morph lexicon reduced the number of
morph types to 121 735.
The complete monolingual data including the

Common Crawl was only used for creating the
morph lexicon and for training the 3-gram LM. For
the 5-gram LM, the TheanoLM and the boundary
predictor, the Common Crawl was omitted.
Because hyphenated compounds are much less

frequent than non-hyphenated words, we enriched
the training data for the boundary predictor by
adding the list of words compounds containing a
single hyphen and occurring more than 10 times in
the full monolingual corpus.

4 Results

Results are summarized in Table 2, together with
example translations produced by the different sys-
tem configurations.
The Omorfi-restricted Morfessor segmentation

leads consistently to an improvement over directly
using the Omorfi segmentation. For all config-
urations on the newstest2016 set, and for new-
stest2015 without rescoring, the improvement is
over +0.6 BLEU. On newstest2015 with rescoring,
the improvement is slightly smaller, +0.47 BLEU.
Adding the TheanoLM rescoring increases

BLEU between +0.4 and +0.7 BLEU. The in-
crease is larger for the more aggressively seg-
mented Omorfi system, supporting the conclusion
that a strong language model is needed to compen-
sate for the longer sequences.
In total, our best system results in a +1 BLEU

improvement over the word baseline.
Boundary prediction gave a modest improve-

ment of under +0.1 BLEU on the newstest2015
set, the effect on the newstest2016 set was neutral.
While the predictor works reliably for the correct

Finnish text it was trained on, manual inspection
shows that the performance is erratic for disfluent
translation output. Even while the minor cosmetic
improvements are more common than errors, the
benefit is hard to quantify.
Due to a mistake during data pre-processing,

one of the n-gram language models penalizes the
use of numbers. The problem affects all the evalu-
ated systems and lowers the overall scores. How-
ever, it does not affect the increase in BLEU from
the use of Omorfi-restricted Morfessor or rescor-
ing. We verified this using BLEU of the test set
with all source sentences containing numbers re-
moved.

5 Conclusions

We propose a new morphological segmentation
method, combining the strengths of rule-based and
unsupervised morphology. We optimize the seg-
mentation in a data-driven manner, aiming to bal-
ance granularity between the two languages, while
restricting segmentation to a subset of the linguis-
ticmorph boundaries. Using this segmentation, we
improve SMT quality over the linguistically accu-
rate segmentation.
Using a neural morph boundary predictor to cor-

rect errors in the boundary markings does not lead
to an improvement in BLEU.
In total, our best system results in a +1 BLEU

improvement over the word baseline.
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Abstract
This paper describes the AFRL-MITLL
statistical machine translation systems and
the improvements that were developed
during the WMT16 evaluation campaign.
New techniques applied this year include
Neural Machine Translation, a unique se-
lection process for language modelling
data, additional out-of-vocabulary translit-
eration techniques, and morphology gen-
eration.

1 Introduction

As part of the 2016 Conference onMachine Trans-
lation (WMT16) news-translation shared task, the
MITLL and AFRL human language techology
teams participated in the Russian–English and
English–Russian news translation tasks. Our ma-
chine translation (MT) systems represent improve-
ments to both our systems from IWSLT2015 (Kazi
et al., 2015) and WMT15 (Gwinnup et al., 2015),
the introduction of Neural Machine Translation
rescoring, neural-net based recasing, unsupervised
transliteration of out-of-vocabulary (OOV) words
(Durrani et al., 2014), and an unique selection
process for language modelling data. For the
English–Russian translation task we experimented
with techniques to improve morphology genera-
tion.

2 System Description

We submitted systems for the Russian–English and
English–Russian news-domain machine transla-
tion shared tasks. For all submissions, we used the
phrase-based variant of theMoses decoder (Koehn
et al., 2007). As in previous years, our submitted

This work is sponsored by the Air Force Research Labo-
ratory under Air Force contracts FA-8721-05-C-0002 and FA-
8650-09-D-6939-029.

systems used only the constrained data supplied
when training.

2.1 Data Usage
In training our systemswe drew on all the available
data, filtering the new English Common Crawl
monolingual data as described in §2.4 and §3.1.
The Wikipedia Headlines corpus1 was reserved to
train a neural network based transliteration system
described in §2.8.1.

2.2 Data Preprocessing
We processed the training data similarly to our
WMT15 system (Gwinnup et al., 2015). We ex-
amined irregular behaviors inMoses’s punctuation
normalization script2. We ran a script that exam-
ines the source and target side of the parallel train-
ing data and removes lines that are identical in both
the source and target in order to prevent the effects
of wrong-language phrases “polluting” the phrase
and rule tables.

2.3 Phrase Table Generation
We used the standard Moses method of extract-
ing and creating phrase tables. Phrase tables were
binarized using either the Compact Phrase Table
(Junczys-Dowmunt, 2012) or ProbingPT (Bogoy-
chev and Hoang, 2016) methods.

2.4 Language Model Data Selection
Using definitions below, we select as a language
modelling set a subset S from the Common Crawl
set C to maximize its similarity to a target set T ,
using a coverage metric g(S, T ). Defining ci(X)
as the count of feature i’s occurrence in corpus X ,

g(S, T ) =

∑
i∈I f(min(ci(S), ci(T )))∑
i∈I f(ci(T )) + pi(S, T )

1http://statmt.org/wmt15/wiki-titles.tgz
2normalize-punctuation.perl
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where the oversaturation penalty pi(S, T ) is

max(0, ci(S)−ci(T )) [f(ci(T ) + 1) − f(ci(T ))] .

We use f(x) = log(1+x) as the submodular func-
tion to weight counts, and the feature set I is the
set of all unigrams and bigrams. The target set T
is made of the news test sets from 2013–2015.
The optimization problem, maxS⊂C g(S, T ), is

solved via greedy optimization, iteratively adding
the segment to S that provides the largest increase
in g. The set S is reviewed after each addition,
removing any older segment in S that decreases g.
The Common Crawl corpus C is broken into

easily-processed chunks of ten thousand segments,
selecting five hundred segments from each chunk.
This selection was repeated until we saw dimin-
ishing returns from adding further chunks, result-
ing in a language modelling subset of six million
lines. These six million lines represent 0.17% of
the 3.6 billion lines of data in the English portion
of the Common Crawl.

2.5 Tuning Improvements
Improvements were made to our tuner, Drem (Erd-
mann and Gwinnup, 2015), since our last sub-
mission. Enforcement of minimum and maxi-
mum distance of the tuning result from prior de-
codes (i.e., tabu and fear constraints) is now im-
plicitly enforced via L1 penalty functions, mak-
ing the process more robust to densely-packed de-
codes. Rescoring weights are now not penalized
in the n-best list interpolation scheme, since they
do not directly affect n-best lists. This new feature
provides faster convergence of our NMT-rescored
systems. Another improvement to Drem is that the
metric chrF3 (Popović, 2015) is now available as
a tuning objective function.

2.6 Neural Network Recaser
We noticed a substantial gap between uncased and
cased BLEU scores on our systems. Addressing
the problem in post-processing, it became apparent
that recasing can only do so much on monolingual
data. We therefore built a classifier that uses both
the source-side and the target-side of the transla-
tions. The inputs to the classifier are:

• ti, the word to be recased, as well as ti−1 and
ti−2

• sa(i), the source word aligned to ti, plus
sa(i)±1. Alignments were taken from Moses

output, and missing alignments were com-
puted using the NNJM affiliation heuris-
tic (Devlin et al., 2014).

• The status of the source word as lowercase,
capitalized, or OTHER.

The exact classifier used could be anything; we
chose a neural network because it is simple to cre-
ate and robust. Our architecture is as follows:

1. Vocabulary of all words, excluding 25% of
singletons

2. Input: Word vectors for these words, plus
nine binary inputs (si−1 = lc, si−1 =
Uc, si−1 = OTHER, si = lc . . .), all con-
catenated together into a single vector

3. Two hidden layers, default size 100
4. One softmax output, 3 output classes

The resulting recaser consistently yields +0.2-
0.25 case-sensitive BLEU over a standard lan-
guage model recaser.

2.7 Inflection Generation
English-Russian systems have the added challenge
of generating morphologically rich word-forms.
In addition to an English-Russian baseline, we
trained two methods to generate inflected forms.
First, we created a system with a separate inflec-
tion prediction component (Toutanova et al. 2008,
Fraser et al. 2012). We trained anMT system from
English to lemmatized Russian, using the Mys-
tem3 Russian morphological analyzer to lemma-
tize all available parallel data, and then trained
a MT system from lemmatized Russian to Rus-
sian. Scoring against lemmatized references, the
first step yielded 27.70 case-insensitive BLEU on
newstest2016. However, while the lemru-ru sys-
tem was successful with one-to-one lemmatized
training data, it couldn’t recover from mistakes in
theMT output of the first step and the system over-
all did not perform as well as our baseline (17.19
cased BLEU).
We also attempted to address inflection genera-

tion during training using verb annotation, follow-
ing the approach of Kirchhoff et al. (2015) for Ara-
bic verb inflection. We use dependency parsing to
identify the subject of the verb in the English sen-
tence and then annotate the verb with the person
and number of the subject. With a pronominal sub-
ject he or she, the verb is also annotated for gender.

3https://api.yandex.ru/mystem
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Original: Woud n’t you know it ?
Annotated: Would n’t you know-2p it ?

Dependency Parse:

Index Word POS Head Relation

1 Would MD 4 aux
2 n’t RB 4 neg
3 you PRP 4 nsubj
4 know VB 0 root
5 it PRP 4 dobj
6 ? . 4 punct

Figure 1: Annotation via Dependency Parse

This provides the potential for the system to match
annotated English verbs to the correctly inflected
Russian verbs during training. Figure 1 shows an
annotated sentence and the underlying dependency
parse.
We use the Stanford parser (Klein and Man-

ning, 2003) and conversion utility to generate the
dependency parses, adjusting the tokenization of
the input to match the Stanford treatment of con-
tractions. We apply annotation to verbs with sub-
jects listed as nsubj or xsubj in the dependency
parse. Person, number, and gender are derived
from the subject’s POS tag and from the specific
lexical item for pronouns. Coordinate subjects are
counted as plural.
An unannotated MT system has a good chance

of associating the correct verb form with the sub-
ject if the subject and verb are adjacent and can be
extracted as a phrase, while more distant pairs are
less likely to be found in the phrase table, leaving
the verb open to translation in the wrong inflected
form. Since annotation can increase data sparsity,
it is better to apply it only when necessary.
Kirchhoff et al. (2015) address the data spar-

sity issue by only applying their annotation-trained
model when their baseline model translates the
subject and verb via separate phrases. In some
of our systems, we simulated the use of a back-
off model by restricting our annotation to subjects
and verbs that occur with a minimum separation
distance.
Figure 2 shows the potential effect of specify-

ing a minimum separation distance. In the first
sentence, the subject and verb are adjacent; any
separation requirement greater than zero prevents
annotation of the verb. The other sentences show
a greater separation, and annotation will be main-

Would n’t you know-2p it ?
The country was gradually recovering-3p-sg ..
The interests of people take-3p-pl precedence ..

Figure 2: Annotation at different separation dis-
tances.

tained if the separation requirement is less than 3.
In order to avoid the data sparsity problem, we

ultimately created a factored version of the verb
annotation system. The annotations were speci-
fied as factors on the verb, with a null factor on the
unannotated words, e.g. would|NONE n't|NONE
you|NONE know|2p it|NONE ?|NONE
In system 2 of our English-Russian systems

(shown in Table 8), we used this factored input
with no separation limit.

2.7.1 Discussion
We examined the effect of verb annotation on in-
flection choice using an enhanced version of the
Hjerson (Popović, 2011) error analysis program,
in conjunction with the Mystem Russian morpho-
logical analyzer. Factored verb annotation as de-
scribed above failed to reduce the number of in-
flectional errors (shown in Table 1.)

Technique Inf. Errors Pct. Hyp. Words

Baseline 5823 9.349%
Annotated 5994 9.351%

Table 1: Hjerson performance

The verb annotation technique aims to increase
the information available for the generation of verb
inflections. Errors in verb inflection amount to just
a small proportion of overall errors in our baseline
system, so the room for improvement in translation
quality is small (shown in Table 2.)

Error Type Instances Pct. Hyp. Words

Word Choice 30031 48.21%
Reordering 4479 7.19%
Inflection 5823 9.35%

Table 2: Hjerson classification of Error Types in
Baseline System

Only about 18% of these 5823 baseline inflec-
tional errors involve verbs; other errors involve
nouns and pronouns (about 58%) or adjectives
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(about 24%). Meanwhile, the use of annotated
data had unintended consequences for the other
elements in the sentence. While our annotations
were only applied to verbs in the training data,
changes in inflection were observed for nouns and
pronouns as well.
We used Mystem to provide a morphological

analysis of the inflectional errors. We found that
similar errors were made in both the baseline sys-
tem and the annotated system. Looking at the error
types by part of speech, we saw that verb errors
for both systems primarily involved either num-
ber or gender, as opposed to tense or person. Pro-
noun errors for both systems showed a tendency
for oblique cases in place of nominative.
For example, both systems displayed errors in

which будут (third person plural) “they will” was
generated instead of the reference form, будет
(third person singular) “he will”. The baseline sys-
tem had 8 instances of this error, while the anno-
tated system had 10 instances. The most frequent
error was the substitution of the dative/locative
first person singular pronoun мне “to me” for the
nominative pronoun я “I”. The baseline system had
16 instances of this error, compared to 20 instances
for the annotated system.
The verb-annotated system performed worse

than our baseline when evaluated with the BLEU
metric. We hope to gain more insight from the hu-
man ranking of the two systems.

2.8 Transliteration
We employed two methods to address translit-
eration of remaining out-of-vocabulary (OOV)
words: an unsupervised statistical translitera-
tion approach and a novel character-based neural-
network transliteration approach.

2.8.1 Neural Network Transliteration
We created a list of 54k Named Entity (NE) pairs
from the CommonCrawl using transliterationmin-
ing; we also derived NE pairs from the Wikipedia
Headlines Corpus (Gwinnup et al., 2015). We
employed these lists in building a neural net-
work based transliterator. We trained an encoder-
decoder LSTM network to produce characters in a
target language given characters from aword in the
source language. The network configuration was
nearly the same as that in our NMT experiments,
except the network was significantly smaller (hid-
den sizes of 100 and 200, with 1, 2, and 3 hidden
layers) and had a beam of 5. A small (5k) sub-

set of the data was held out for evaluation/tuning.
Since Russian nouns use case inflections, multi-
ple Russian word forms may map to a single En-
glish spelling. For this reason, we tried rescor-
ing with a unigram language model trained on the
monolingual data to help weight the correct En-
glish spelling of words that may have been seen
in the language modelling data but were not in the
phrase table. The LM’s unknown word probability
was optimized on the validation set.

System Exact matches

Baseline [0 edit distance] 23.1%
Single enc-dec 34.7%
Ensemble (6) 38.7%
Single enc-dec + LM rescore 42.5%
Ensemble (6) + LM rescore 45.8%

Table 3: Fraction of transliterations that match ex-
actly, on validation set (subset of newstest2014)

We integrated this process into our SMT
pipeline through different backoff phrase tables.
Unknown words from the dev and test sets were
transliterated via beam search (beam and stack size
of 5) using the final system in Table 3 to cre-
ate phrase table entries. The results are in Ta-
ble 4. Gains may seem modest, however, there
are not that many OOV words in newstest2015
– only 817 total unknowns, 515 of which we at-
tempted to transliterate (ASCII entries and Capi-
talized words). Despite this, gains are consistent.

System Cased BLEU

1. drop unknowns 28.07
2. pass-through unknowns 27.85
3. ASCII entries in backoff PT 27.86
4. 3 + cased words LM match 28.20
5. 3 + all cased Cyrillic words 28.16

Table 4: Neural Transliteration via Backoff PTs

2.8.2 Unsupervised Statistical Transliteration

As a contrast to our neural network transliteration
approach, we also experimented with using the un-
supervised statistical transliteration method (Dur-
rani et al., 2014) included in Moses. System 2 in
Table 7 and both systems in Table 8 employ this
strategy as a post-decode step.
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2.9 Neural MT
We describe a Neural Machine Translation system
we developed and our strategies to integrate this
system into our machine translation framework.

2.9.1 System
We trained a neural encoder-decoder net-
work (Sutskever et al., 2014; Bahdanau et al.,
2014; Luong et al., 2015) using the attention
model from (Vinyals et al., 2015) to perform
neural machine translation (NMT). We trained
the model using Adagrad (Duchi et al., 2011) and
found it improved performance over the learning
rate schedule proposed in (Luong et al., 2015).
We also found it advantageous to use a larger
source vocabulary (200k-500k words worked
well). Each instance of the system was comprised
of two 1000-dim hidden layers, with beam and
stack of 5. Our NMT results are shown in Table 5.
They did not perform competitively with our SMT
systems by themselves, however they were very
useful in rescoring as others have noted (Auli et
al., 2013).

System Cased BLEU

1. Single model 21.00
2. Ensemble of 2 21.46

Table 5: Russian–English Neural MT Systems de-
coding newstest2015

2.9.2 Reranking
Wecompared two different ways of using theNMT
system to augment our phrase-based system.

1. Single set of weightsWe augment the Moses
n-best list with NMT scores for each sen-
tence, and then tune the decode weights us-
ing Drem. We repeat this process 10 times,
using the last weights to decode the test set
and one-best calculation.

2. Decode + rerank weights We tune the de-
code weights using Drem, without the NMT
scores. After 10 iterations, we merge the n-
best lists together and compute NMT scores
over the result. Then, we compute a second
set of weights. To decode the test set, we pass
the decode weights to Moses, augment the n-
best list with NMT scores, and finally apply
the one-best dot product using the second set
of weights.

Features Cased BLEU tst15

pb + BigLM 27.09
+ nmt 27.92
+ cc LM data 28.07
+ translit 28.20

Table 6: Score breakdown for en–ru submission
system 1, average of 6 runs on newstest2015.

The first process produced scores of 27.22,
and the second 27.92 (mteval, case+punc,
newstest2015, average of 6).

3 Results

We submitted 2 Russian–English and 2 English–
Russian systems for evaluation, each employing a
different decoding strategy. Each system is de-
scribed below. Automatically scored results re-
ported in BLEU (Papineni et al., 2002) for our
submission systems can be found in Table 7 for
Russian–English and Table 8 for English–Russian.
Finally, as part of WMT16, the results of our

submission systems were ranked by monolingual
human judges against the machine translation out-
put of other WMT16 participants. These judg-
ments are reported in WMT (2016).

3.1 Russian–English
For both Russian–English system submissions, we
reused the BigLM15 concept from our WMT15
submissions to build a monolithic language model
from the following sources: Yandex4, Common-
crawl (Smith et al., 2013), LDC Gigaword English
v5 (Parker et al., 2011) and News Commentary.
Submission system 1 included the data selected
from the large Commoncrawl corpus as outlined in
§2.4, while submission system 2 used this data to
build a separate, complementary language model.
For submission system 1, we used a standard

phrase based approach with the following param-
eters/features: distortion-limit of 8, no reorder-
ing over punctuation, hierarchical mslr reordering
model (Galley and Manning, 2008), order 7 op-
erational sequence model (Durrani et al., 2011),
and a factored language model over the NYT Gi-
gaword corpus with 600 word classes. We incor-
porated our Tensorflow Neural MT system in via
reranking, and applied transliteration as backoff
phrase tables during decoding. Lowercased out-

4https://translate.yandex.ru/corpus?lang=en
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System Cased BLEU Unc. BLEU

1. pb + NMT rescore + BigLM(inc. CC data) + Neural translit 27.6 28.8
2. pb (clean data) + NMT rescore + CC subsel LM + Neural translit

+ Moses translit 27.0 28.4

Table 7: Russian–English MT Submission Systems decoding newstest2016

put was recased via neural network. A breakdown
of scores for submission system one is indicated in
Table 6.
For submission system 2, we used the same ap-

proach as system 1, removing the class-factored
language model and utilizing both the BigLM used
in our WMT15 systems and a secondary language
model built from data selected from the monolin-
gual CommonCrawl corpus as outlined in §2.4.
While this system did use the same transliteration
backoff phrase tables to handle OOVs, due to dif-
ferent preprocessing methodologies, some OOVs
still remained in the output. The Moses unsuper-
vised statistical transliterator was applied as a post-
process. Finally, the Moses statistical recaser was
employed to recase the data before scoring.

3.2 English–Russian

Both English–Russian submission systems used a
language model interpolated from individual mod-
els built from all available Russian data.
Submission system 1 is a standard baseline sys-

tem employing hierarchical lexicalized reordering
and an order 5 operation sequence model.
For submission system 2, we applied factored

verb annotation on the training data to guide in-
flection choice, as outlined in §2.7. This system
also employed hierarchical lexicalized reordering
and an order 5 operation sequence model. While
this system did not perform as well as system 1,
we are interested to see the effect of this verb-
annotation approach on the human-ranking portion
of the evaluation.
Due to time and processing constraints we did

not employ Neural Machine Translation rescoring

System Cased BLEU Unc. BLEU

1. enru-pb 23.42 23.52
2. enru-pb-facvban0 20.90 21.00

Table 8: English–Russian MT Submission Sys-
tems decoding newstest2016

in our English–Russian submission systems.

4 Conclusion

We present a series of improvements to our
Russian–English and English–Russian machine
translation systems. These include general im-
provements in working with large data sets (lan-
guage model selection, Drem optimization, neu-
ral model rescoring) as well as improvements
in language-specific processing (inflection selec-
tion/generation, NE transliteration, and neural net-
work recasing). While these innovations show
promise in addressing relevant issues in Russian–
English and English–Russian MT, the overall MT
results show that more work is needed to integrate
these methods.
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Abstract

In this paper, we present the KIT trans-
lation systems as well as the KIT-LIMSI
systems for the ACL 2016 First Confer-
ence on Machine Translation. We partic-
ipated in the shared task Machine Trans-
lation of News and submitted transla-
tion systems for three different directions:
English→German, German→English and
English→Romanian.

We used a phrase-based machine transla-
tion system and investigated several mod-
els to rescore the system. We used neu-
ral network language and translation mod-
els. Using these models, we could improve
the translation performance in all language
pairs we participated.

1 Introduction

Following the research we have been conducted
over previous years, in this paper, we describe our
phase-based translation systems submitted to the
First Conference on Machine Translation with the
highlights on our new models.

In this evaluation, we mainly focused on using
neural models in rescoring of a phrase-based ma-
chine translation system. We used three different
types of neural models: a factored neural model,
the continuous space translation models developed
by LIMSI and a recurrent encoder-decoder model.

The paper is organized as follows: the next sec-
tion gives a detailed description of our systems in-
cluding the hightlighted models. The translation
results for all directions are presented afterwards
and we then close with a conclusion.

2 System Description

In this section, we first describe our common mod-
els we used in our baseline systems. Then specific

models and new methods applied in this evaluation
will be described.

2.1 Baseline Systems

For training our systems, we used all the data pro-
vided by the organizers.

In all of our translation systems, the prepro-
cessing step was conducted prior to training. For
English→Romanian, we used the preprocessing
described in (Allauzen et al., 2016). For the sys-
tems involving German and English, it includes re-
moving very long sentences and the sentence pairs
which are length-mismatched, normalizing special
symbols and smart-casing the first word of each
sentence. In the direction of German→English,
compound splitting (Koehn and Knight, 2003) was
applied on the German side of the corpus. To im-
prove the quality of the Common Crawl corpus be-
ing used in training, we filtered out noisy sentence
pairs using an SVM classifier as described in (Me-
diani et al., 2011).

All of our translation systems are basically
phrase-based. An in-house phrase-based de-
coder (Vogel, 2003) was used to generate all trans-
lation candidates from the word lattice and then
the weights for the models were optimized fol-
lowing the Minimum Error Rate Training (MERT)
method (Venugopal et al., 2005).

The word alignments were produced from the
parallel corpora using the GIZA++ Toolkit (Och
and Ney, 2003) for both directions. Afterwards,
the alignments were combined using the grow-
diag-final-and heuristic to form the phrase table. It
was done by running the phrase extraction scripts
from Moses toolkit (Koehn et al., 2007).

Unless stated otherwise, we used 4-gram lan-
guage models (LM) with modified Kneser-Ney
smoothing, trained with the SRILM toolkit (Stol-
cke, 2002). In the decoding phase, the LMs were
scored by KenLM toolkit (Heafield, 2011). In
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addition to word-based language models, we em-
ployed various types of non-word language mod-
els in our translation systems. They included bilin-
gual LMs, cluster LMs and the LMs based on POS
sequences. For cluster and POS-based LMs, we
used an n-gram size of nine tokens. During de-
coding, these language models were used as addi-
tional models in the log-linear combination.

A family of lexical translation models, which
we called discriminative word lexicon (DWL),
were also utilized in our translation systems. A
discriminative word lexicon, first introduced by
(Mauser et al., 2009), is a lexical translation model
which calculates the probability of a target word
given the words of the source sentence. (Niehues
and Waibel, 2013) proposed an extension of DWL
where they use n consecutive source words as one
feature, thus they could incorporate better the or-
der information of the source sentences into clas-
sification. In addition to this DWL, we integrated
a DWL in the reverse direction in rescoring. We
will refer to this model as source DWL (SDWL).
This model predicts the target word for a given
source word using numbers of context features as
described in details in (Herrmann et al., 2015).

To deal with the differences in word order be-
tween source and target languages, our systems
employed various reordering strategies, which are
described in the next section.

2.2 Reordering Models

In all translation directions, the reordering mod-
els based on POS tags were applied to change the
word positions of the source sentence according
to the target word order. In order to train such
reordering models, probabilistic rules were ex-
tracted automatically from the POS-tagged train-
ing corpus and the alignments. The rules cover
short-range reorderings (Rottmann and Vogel,
2007) as well as long-range reorderings (Niehues
and Kolss, 2009). The POS tags were generated
using the TreeTagger (Schmid and Laws, 2008).

Besides the POS-based reordering models, a
tree-based reordering model, as described in (Her-
rmann et al., 2013), was also applied to better
address the differences in sentence structure be-
tween German and English in our systems. We
used the Stanford Parser (Rafferty and Manning,
2008; Klein and Manning, 2003) to generate syn-
tactic parse trees for the source sentences in the
training data. Then the tree-based reordering rules

were learnt based on the word alignments between
source and target sentences, showing how to re-
order the source constituents to match the word
order of the corresponding target side.

The POS-based and tree-based reordering rules
were applied to each input sentence to generate all
reordered variants of the sentence. Then a word
lattice was produced, encoding the original sen-
tence order as well as those variants. The lattice
was then used as the input to the decoder.

In addition, we utilized a lexicalized reordering
model (Koehn et al., 2005), which encodes pos-
sible reordering orientations (monotone, swap or
discontinuous) of each word and its original po-
sition in the phrase pair. Hence, it can be learnt
directly from the phrase table, and the reordering
probability for each phrase pair were then inte-
grated into our log–linear framework as an addi-
tional score.

3 N -best list rescoring

In order to easily integrate more complex models,
we used n-best list rescoring in our submission.
We evaluated a neural network language model us-
ing a factored representation of the words. Using
this framework, we were also able to easily extend
the model to a bilingual model. Furthermore, we
investigated the use of an encoder-decoder model
in rescoring. Finally, in cooperation with LIMSI,
we used the continuous space translation models
in rescoring. We used the ListNet approach as de-
scribed in Section 3.4 to estimate the weights of
different models in our systems.

3.1 Factored Neural Network Models

Recently, the use of neural network models in
rescoring of phrase-based machine translation has
shown to lead to significant improvements (Le et
al., 2012; Ha et al., 2015). In addition, phrase-
based machine translation can profit from fac-
tored word representations (Hoang, 2007). Using
POS-tags or automatic word classes often helps
to model long-range dependencies (Rottmann and
Vogel, 2007; Niehues and Kolss, 2009).

In this evaluation, we evaluated a combination
of both. We used RNN-based language models
that use a factored representation. We hoped to im-
prove the modeling of rare words by richer word
representations. In the experiments we used up to
four different word factors: the word surface form,
the POS tags as well as two cluster based word fac-
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Figure 1: Factored RNN Layout

tors using 100 and 1,000 classes. The structure of
the network is shown in Figure 1.

We used these word representations in the input
and learnt word embeddings by using the concate-
nation of all word factor embeddings. On the tar-
get side, we also predicted different types of word
factors.

We integrated the model into our systems by us-
ing the joint probability of all word factors as well
as the individual factored probabilities as features.

Using this framework, it is straight-forward to
extend it to a bilingual model which can also
model translation probabilities. We achieved this
by adding the word factored of the source word
sa(i+1), that is aligned to the i + 1 target word, to
the representation of the i target word. Then we
used the joint factors of the i target word and this
source word to predict the i + 1 target word. The
bilingual model is referred as FactoredBM, and the
language model-based is referred as FactoredLM
in the evaluation section.

3.2 Recurrent Encoder-Decoder Models
The encoder-decoder architecture (Prat et al.,
2001; Sutskever et al., 2014; Cho et al., 2014) has
the ability of compressing all necessary informa-
tion of a sequence of texts into fixed-length vectors
and using this to produce an output sequence re-
flecting the transformation between those two se-
quences. Applied to machine translation, where
we need to “transform” a sentence in source lan-
guage to its translation in target language, the ar-
chitecture has shown its usefulness. Recently, ex-
tensions of the recurrent units and the introduction

Figure 2: The recurrent encoder-decoder architec-
ture for MT proposed by (Cho et al., 2014)

of attention mechanism allow us to train the net-
works to be capable of remembering longer con-
texts and putting decent word alignments between
two sentences (Bahdanau et al., 2015; Luong et
al., 2015).

Instead of using the architecture in an end-to-
end fashion, which often called Neural MT (Bah-
danau et al., 2015), in order to leverage other trans-
lation models that the phrase-based system pro-
duces, we opted to use it in our rescoring scheme
(see 3.4).

We adapted the Neural MT framework1 from
(Luong et al., 2015) to be able to compute the
conditional probability p(f, ei) in which f is the
source sentence and ei is the ith translation candi-
date of f produced by our phrase-based decoder.

Due to the limited time, this recurrent encoder-
decoder-based (ReEnDe) feature was only em-
ployed in the direction of English→German. It
helped to improve considerably our translation
system. We trained several ReEnDe models on the
parallel EPPC and NC data, then chose the model
which performed best on our development set to
be used in rescoring. This model consists of 4
layers of 1000 LTSM units with the local atten-
tion and learning rate decaying mechanism similar
to what the authors of the Neural MT framework
were using to achieve their best single system (Lu-
ong et al., 2015).

3.3 Continuous Space Translation Models
Neural networks, working on top of conventional
n-gram back-off language models (BOLMs), have
been introduced in (Bengio et al., 2003; Schwenk,

1https://github.com/lmthang/nmt.matlab
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2007) as a potential mean to improve discrete lan-
guage models. More recently, these techniques
have been applied to statistical machine transla-
tion in order to estimate continuous-space trans-
lation models (CTMs) (Schwenk et al., 2007; Le
et al., 2012; Devlin et al., 2014). As in previ-
ous submissions, we investigated the integration
of n-gram CTMs. Introduced in (Casacuberta
and Vidal, 2004), and extended in (Mariño et al.,
2006; Crego and Mariño, 2006), an n-gram trans-
lation model is constructed based on a specific fac-
torization of the joint probability of parallel sen-
tence pairs, where the source sentence has been
reordered beforehand. A sentence pair is decom-
posed into a sequence of bilingual units called tu-
ples defining a joint segmentation. The joint prob-
ability of a synchronized and segmented sentence
pair can be estimated using the n-gram assump-
tion. During training, the segmentation is obtained
as a by-product of source reordering. During the
inference step, the SMT decoder is assumed to
output for each source sentence a set of hypotheses
along with their derivations, which allow CTMs to
score the generated sentence pairs.

Note that conventional n-gram translation mod-
els manipulates bilingual tuples. The data sparsity
issues for this model are thus particularly severe.
Effective workarounds consist in factorizing the
conditional probabitily of tuples into terms involv-
ing smaller units: the resulting model thus splits
bilingual phrases in two sequences of respectively
source and target words, synchronised by the tuple
segmentation. Such bilingual word-based n-gram
models were initially described in (Le et al., 2012).

However, in such models, the size of output vo-
cabulary is a bottleneck when normalized distribu-
tions are needed (Bengio et al., 2003; Schwenk et
al., 2007). Various workarounds have been pro-
posed, relying for instance on a structured output
layer using word-classes (Mnih and Hinton, 2008;
Le et al., 2011). We assume in this work the same
decomposition and architecture as in (Le et al.,
2012) except for the output structures.

The model is trained using the Noise Con-
trastive Estimation or NCE for short (Gutmann
and Hyvärinen, 2010; Mnih and Teh, 2012), which
only delivers quasi-normalized. This technique
is readily applicable for CTMs. Therefore, NCE
models deliver a positive score, by applying the
exponential function to the output layer activi-
ties, instead of the more costly softmax function.

Initialization is an important issue when optimiz-
ing neural networks. For CTMs, a solution con-
sists in pre-training monolingual n-gram models.
Their parameters are then used to initialize bilin-
gual models.

Given the computational cost of computing
n-gram probabilities with neural network models,
a solution is to resort to a two-pass approach: the
first pass uses a conventional system to produce
a k-best list (the k most likely hypotheses); in
the second pass, probabilities are computed by the
CTMs for each hypothesis and added as new fea-
tures. For this year evaluation, we used the follow-
ing models: one continuous target language model
and three CTMs as described in (Le et al., 2012).
We also trained two versions of these four models
by varying learning rate and the data resampling.
We end up with 8 scores added to the k-best lists.

3.4 ListNet-based Rescoring

In order to facilitate more complex models like
neural network translation models, we performed
n-best list rescoring. In our experiments we gen-
erated 300-best lists for the development and test
data respectively. In German→English system,
we generate 3000-best list instead. We used the
same data to train the rescoring that we have used
for optimizing the translation system.

We trained the weights for the log-linear com-
bination used during rescoring using the ListNet
algorithm (Cao et al., 2007; Niehues et al., 2015).
This technique defines a probability distribution
on the permutations of the list based on the scores
of the log-linear model and another one based on a
reference metric. In our experiments we used the
BLEU+1 score introduced by (Liang et al., 2006).
Then we used the cross entropy between both dis-
tributions as the loss function for our training.

Using this loss function, we can compute the
gradient and use stochastic gradient descent. We
used batch updates with ten samples and tuned the
learning rate on the development data.

The range of the scores of the different models
may greatly differ and many of these values are
negative numbers with high absolute value since
they are computed as the logarithm of relatively
small probabilities. Therefore, we rescaled all
scores observed on the development data to the
range of [−1, 1] prior to rescoring.
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4 Results

In this section, we present a summary of our ex-
periments in the evaluation campaign. Individ-
ual components that lead to improvements in the
translation performance are described step by step.
The scores are reported in case-sensitive BLEU
(Papineni et al., 2002).

In the rescoring scheme of our systems, the
BLEU scores on the development set are nor-
mally smaller than those in the decoding phase be-
cause they are tuned by different optimization al-
gorithms (ListNet and MERT). The rescoring con-
figurations are mentioned in the tables in italic
texts. The test scores from which we choose to be
the submitted systems are mentioned in the tables
in bold numbers.

4.1 English-German

Table 1 shows the results of our system for
English→German translation task.

The baseline system consists of a phrase ta-
ble extracted from all the parallel data, the word-
based language models learned from all provided
monolingual corpora including the large Common
Crawl data. It also includes a 5-gram bilingual lan-
guage model and 4-gram cluster language model
trained on the monolingual part of all parallel cor-
pora with additional information from the word
alignments and 50 word classes described in Sec-
tion 2.1. POS-based long-range reordering rules
were applied. We used the performance in terms
of BLEU on our development set to choose our
combinations of features. The BLEU score of the
baseline system over the test set was 22.91.

The system gained around 0.4 points on the test
set in BLEU when adding lexicalized reorderings
and the source-context DWLs. Both the DWLs
and lexicalized reordering were trained only on
EPPS and NC.

SDWL and recurrent encoder-decoder scores
added into that system via the ListNet-based
rescoring scheme brought considerable improve-
ments of almost 0.9 BLEU points and this system
was submitted to the conference’s evaluation cam-
paign.

On the other hands, another set of features was
used in the rescoring process and helped to im-
prove the translation performance by another 0.9
BLEU points. It included LIMSI’s continuous
space translation models, the factored neural net-
work (both FactoredLM and FactoredBM) and the

recurrent encoder-decoder scores. It was submit-
ted as the joint KIT-LIMSI submission system.

System Dev Test
Baseline 21.81 22.91
+ DWL + Lex. Reorderings 22.44 23.34
+ ReEnDe 20.76 24.08
+ SDWL + ReEnDe 20.79 24.21
+ Factored + ReEnDe + CTMs 20.78 24.24

Table 1: Experiments for English→German

4.2 German-English
Table 2 shows the development steps of the
German→English translation system.

The baseline system used EPPS, NC, and fil-
tered web-crawled data for training the translation
model. The phrase table was built using GIZA++
word alignment and lattice phrase extraction.

Altogether three language models were used in
the baseline system, including a word-based lan-
guage model, bilingual language model, and a lan-
guage model built using 10M of selected data from
monolingual data, based on cross entropy as de-
scribed in Section 2.1. All language models were
4-gram. The word lattices are generated using
short and long-range reordering rules, as well as
tree-based reordering rules. A lexicalized reorder-
ing model is also included in the baseline system.
We then enhanced our tree-based reordering us-
ing recursive rules. This successfully improved
the translation by 0.7 BLEU points.

In this direction, we applied stemming for the
German side of the corpus, inspired by (Slawik
et al., 2015). Applied to the words which are not
most frequently used 50, 000 words in the training
corpus, the stemming yielded the improvement of
0.14 BLEU points.

As described in Section 2.1, we built a clus-
ter language model using the MKCLS algorithm.
Words from EPPS, NC, and the filtered crawl data
were clustered into 100 different classes.

A DWL with source context increased the score
on the test set slightly.

Using the additionally available monolingual
data this year, we build an extra language model
on words. Incorporating a big size of its train-
ing corpus, it boosts the translation performance
by 0.4 BLEU points.

We then used the ListNet-based rescoring with
additional models such as SDWL and Factored
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LM. The rescoring is applied for 3, 000 N-best
lists. The factored LM is trained for 5K of vocab-
ulary. Finally, adding a factored BM gave another
small improvement. This system was used to gen-
erate the translation submitted to the evaluation.

System Dev Test
Baseline 28.31 27.73
+ Resursive 28.83 28.84
+ Stem 28.83 28.98
+ MKCLS 100 28.90 29.08
+ DWL.SC 28.99 29.11
+ bigLM 28.97 29.51
+ FactoredLM 5K + SDWL 28.27 29.59
+ FactoredBM 5K 28.47 29.66

Table 2: Experiments for German→English

4.3 English-Romanian
The English→Romanian system was trained on all
available parallel data and adapted to the SETimes
corpus. We used pre-reordering and five language
models, where two language models were word-
based, two other language models were based
on automatic word classes and another one was
a POS-based language model. Finally, we used
the DWL for this translation direction as well.
The phrase-based MT system was optimized us-
ing MERT on the first half of the development set
and then we generated 300-best lists.

The rescoring was optimized on the first half of
the development set and on 2000 sentences from
the SETimes corpus not used in training. We re-
ported test scores on the second half of the devel-
opment data.

First, we added the SDWL model in rescor-
ing. This leads to some improvement on the de-
velopment data and small improvements on the
test data. Using also a factored language model
and translation model could improve the transla-
tion performance by 0.7 BLEU points. We utilized
a factored language model using a vocabulary of
50K words and two bilingual translation models:
one with 50K word vocabulary and one with 5K
words. All models used two word clusters with
100 and 1000 classes and on the Romanian side a
POS factor.

5 Conclusion

In this paper, we have described the systems devel-
oped for our participation in the News Translation

System Dev Test
Baseline 39.74 29.69
+ SDWL 40.12 29.75
+ FactoredRNN 41.16 30.57

Table 3: Experiments for English→Romanian

shared tasks of the First Conference on Statisti-
cal Machine Translation evaluation. Our systems
include English→German, German→English and
English→Romanian translations. All translation
candidates were generated using strong baseline
phrase-based systems and then rescored in com-
bination with our new neural network-based fea-
tures. We could show that the usage of neu-
ral models in rescoring significantly improved the
translation.
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Abstract

This paper describes the hierarchical
phrase-based machine translation system
built jointly by the University of Ed-
inburgh and the University of Munich
(LMU) for the shared translation task
at the ACL 2016 First Conference on
Machine Translation (WMT16). The
WMT16 Edinburgh/LMU system was
trained for translation of news domain
texts from English into Romanian. We
participated in the shared task for machine
translation of news under “constrained”
conditions, i.e. using the provided training
data only.

1 Introduction

While translation between English and many other
European languages (such as Czech and Ger-
man) has a long tradition in the shared tasks
at the series of WMT workshops preceding the
ACL 2016 First Conference on Machine Transla-
tion, English–Romanian has only been introduced
this year as a new language pair.1 The English–
Romanian language pair has received less atten-
tion by the machine translation scientific commu-
nity to date. The availability of a novel standard-
ized evaluation scenario for English–Romanian in
the framework of WMT facilitates research on that
specific language pair.

In this work, we utilize the corpora that have
been provided by the shared task organizers to en-
gineer a competitive system for statistical machine
translation (SMT) from English into Romanian.
We specifically focus on studying machine transla-
tion into Romanian (rather than the inverse transla-
tion direction: from Romanian into English), thus

1http://www.statmt.org/wmt16/
translation-task.html

aiming at making documents originally written in
English available to a large community of speakers
in their native language, Romanian. Applications
are for instance in the health care sector, where, as
part of the Health in my Language project (HimL),
several project partners intend to make public
health information available in a wider variety of
languages.2 The WMT task provides an inter-
esting test bed for English→Romanian machine
translation, though adaptation towards the specific
domain (consumer health for HimL, rather than
news) is also an important aspect that has to be
considered in practice (Huck et al., 2015).

We investigate the effectiveness of hierarchi-
cal phrase-based translation (Chiang, 2005) for
English→Romanian, a statistical machine trans-
lation paradigm that is closely related to phrase-
based translation, but allows for phrases with gaps.
Conceptionally, the translation model is formal-
ized as a synchronous context-free grammar. We
integrate several non-standard enhancements into
our hierarchical phrase-based system and empiri-
cally evaluate their impact on translation quality.

Our system is furthermore one component in
a combination of systems by members of the
HimL project and another EU-funded project,
QT21.3 Measured in BLEU (Papineni et al., 2002),
the QT21/HimL submission yields top transla-
tion quality amongst the shared task submissions.4

The QT21/HimL submission highlights the con-
tinued success of system combinations based on
the Jane machine translation toolkit (Freitag et
al., 2014a) in open evaluation campaigns (Freitag
et al., 2013; Freitag et al., 2014b; Freitag et al.,
2014c). A description of the QT21/HimL com-
bined submission is given by Peter et al. (2016).

2http://www.himl.eu
3http://www.qt21.eu
4http://matrix.statmt.org/matrix/

systems_list/1843
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We proceed by presenting the particularities of
our hierarchical phrase-based system, with a fo-
cus of interest on exploring non-standard enhance-
ments and non-default configuration settings such
as:

• Individual language models as features,
rather than a single linearly interpolated lan-
guage model; and another background lan-
guage model estimated over concatenated
corpora.

• Large CommonCrawl language model train-
ing data.

• Unpruned language models.
• More hierarchical rules than in default sys-

tems, by means of imposing less strict extrac-
tion constraints.

• A phrase orientation model for hierarchical
translation (Huck et al., 2013).

• Lightly-supervised training (Schwenk, 2008;
Schwenk and Senellart, 2009; Huck et al.,
2011).

• Larger development data for tuning.

All our experiments are run with the open
source Moses implementation (Hoang et al.,
2009) of the hierarchical phrase-based translation
paradigm.

2 System Overview

2.1 Hierarchical Phrase-Based Translation

In hierarchical phrase-based translation, a proba-
bilistic synchronous context-free grammar is in-
duced from bilingual training corpora. In addi-
tion to continuous lexical phrases as in standard
phrase-based translation, hierarchical phrases
with (usually) up to two non-terminals are ex-
tracted from the word-aligned parallel training
data.

The non-terminal set of a standard hierarchical
grammar comprises two symbols which are shared
by source and target: the initial symbol S and one
generic non-terminal symbol X. The initial sym-
bol S is the start symbol of the grammar. The
generic non-terminal X is used as a placeholder for
the gaps within the right-hand side of hierarchical
translation rules as well as on all left-hand sides
of the translation rules that are extracted from the
parallel training corpus.

Extracted rules of a standard hierarchical gram-
mar are of the form X → 〈α,β ,∼ 〉 where 〈α,β 〉

is a bilingual phrase pair that may contain X, i.e.
α ∈ ({X}∪VF)

+ and β ∈ ({X}∪VE)
+, where VF

and VE are the source and target vocabulary, re-
spectively. The non-terminals on the source side
and on the target side of hierarchical rules are
linked in a one-to-one correspondence. The ∼ re-
lation defines this one-to-one correspondence.

In addition to the extracted rules, a non-
lexicalized glue rule

S→ 〈S∼0X∼1,S∼0X∼1〉 (1)

is incorporated into the hierarchical grammar that
the system can use for serial concatenation of
phrases as in monotonic phrase-based translation.

In the Moses implementation, the decoder in-
ternally adds a sentence start terminal symbol <s>
and a sentence end terminal symbol </s> to the
input before and after each sentence, respectively.
Therefore, two more special rules

S→ 〈<s>,<s>〉
S→ 〈S∼0</s>,S∼0</s>〉

(2)

are included which allow the decoder to finalize its
translations.

Hierarchical search is conducted with a cus-
tomized version of the CYK+ parsing algorithm
(Chappelier and Rajman, 1998) and cube pruning
(Chiang, 2007). A hypergraph which represents
the whole parsing space is built employing CYK+.
Cube pruning operates in bottom-up topological
order on this hypergraph and expands at most k
derivations at each hypernode.

2.2 Data and Preprocessing
Our system is trained using only permissible Ro-
manian monolingual and English–Romanian par-
allel corpora provided by the organizers of the
WMT16 shared task for machine translation of
news: Europarl (Koehn, 2005), SETimes2 (Ty-
ers and Alperen, 2010), News Crawl articles from
2015 (denoted as news2015 hereafter), and Com-
monCrawl (Buck et al., 2014).

The target side of the data is preprocessed with
tokro, LIMSI’s tokenizer for Romanian (Al-
lauzen et al., 2016).5 The English source side
is tokenized using the tokenizer.perl script
from the Moses toolkit. Romanian and English
sentences are both frequent-cased (with Moses’
truecase.perl).

5https://perso.limsi.fr/aufrant/
software/tokro
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We split the development set newsdev2016 into
two halves (newsdev2016_1 with the first 1000
sentences and newsdev2016_2 with the last 999
sentences). During the system building pro-
cess, we measure progress by evaluating on news-
dev2016_2 as our internal unseen test set, while
only newsdev2016_1 is utilized for tuning.

2.3 Training and Tuning

We create word alignments by aligning the bilin-
gual data in both directions with MGIZA++ (Gao
and Vogel, 2008). We use a sequence of IBM
word alignment models (Brown et al., 1993) with
five iterations of EM training (Dempster et al.,
1977) of Model 1, three iterations of Model 3,
and three iterations of Model 4. After EM, we
obtain a symmetrized alignment by applying the
grow-diag-final-and heuristic (Och and
Ney, 2003; Koehn et al., 2003) to the two trained
alignments. We extract synchronous context-free
grammar rules that are consistent with the sym-
metrized word alignment from the parallel training
data.

We train 5-gram language models (LMs) with
modified Kneser-Ney smoothing (Kneser and Ney,
1995; Chen and Goodman, 1998). KenLM
(Heafield, 2011) is employed for LM training and
scoring, and SRILM (Stolcke, 2002) for linear LM
interpolation.

Our translation model incorporates a number of
different features in a log-linear combination (Och
and Ney, 2002). We tune the feature weights with
batch k-best MIRA (Cherry and Foster, 2012) to
maximize BLEU (Papineni et al., 2002) on a de-
velopment set. We run MIRA for 25 iterations on
200-best lists.

2.4 Baseline Setup

The features of our plain hierarchical phrase-based
baseline are:

• Rule translation log-probabilities in both
target-to-source and source-to-target direc-
tion, smoothed with Good-Turing discount-
ing (Foster et al., 2006).

• Lexical translation log-probabilities in both
target-to-source and source-to-target direc-
tion.

• Seven binary features indicating absolute oc-
currence count classes of translation rules
(with count classes 1, 2, 3, 4, 5-6, 7-10, >10).

• An indicator feature that fires on applications
of the glue rule.

• Word penalty.
• Rule penalty.
• A 5-gram language model.

We discard rules with non-terminals on their
right-hand side if they are singletons in the train-
ing data. The baseline language model is a lin-
ear interpolation of three 5-gram LMs trained over
the Romanian news2015, Europarl, and SETimes2
training data, respectively, with pruning of single-
ton n-grams of order three and higher.6 We run
the Moses chart-based decoder with cube prun-
ing, configured at a maximum chart span of 25 and
otherwise default settings.

2.5 Enhancements

We now describe modifications that we apply on
top of the baseline. The results of the empirical
evaluation will be given in Section 3.

Linear LM interpolation vs. individual LMs as
features in the log-linear combination. Rather
than employing a linearly interpolated LM, we in-
tegrate the individual LMs trained over the sepa-
rate corpora (news2015, Europarl, SETimes2) di-
rectly into the log-linear feature combination of
the system and let MIRA optimize their weights
along with all other features in tuning.

Background LM. We add one more language
model, which we denote as background LM. The
background LM is estimated from a concatenation
of the Romanian news2015, Europarl, and SE-
Times2 training data. The background LM does
not replace the individual LMs in the log-linear
combination, but acts as another feature with an
associated weight.

CommonCrawl LM training data. A large Ro-
manian CommonCrawl corpus has been released
for the constrained track of the WMT16 shared
task for machine translation of news. In our sys-
tem, we utilize this corpus by adding it to the
training data of the background LM. We append
it to the concatenation of news2015, Europarl, and
SETimes2 data and estimate a bigger background
LM.

6Pruned individual LMs are trained with KenLM’s
--prune '0 0 1' parameters. Weights for linear LM in-
terpolation are optimized on newsdev2016_1.
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Pruned vs. unpruned LMs. We compare
pruned and unpruned language models. In the
pruned versions of the models, singleton n-grams
of order three and higher are discarded, whereas
all n-grams are kept in the unpruned versions.

More hierarchical rules. The baseline syn-
chronous context-free grammar rules in the phrase
table are extracted from the parallel training data
with Moses’ default settings: a maximum of five
symbols on the source side, a maximum span of
ten words, and no right-hand side non-terminal at
gaps that cover only a single word on the source
side. We allow for extraction of more hierarchical
rules by applying less strict rule extraction con-
straints: a maximum of ten symbols on the source
side, a maximum span of twenty words, and no
lower limit to the amount of words covered by
non-terminals at extraction time.

Phrase orientation model. We implemented a
feature in Moses that resembles the phrase ori-
entation model for hierarchical machine transla-
tion as described by Huck et al. (2013). The Huck
et al. (2013) implementation had been released as
part of the Jane toolkit (Vilar et al., 2010; Vi-
lar et al., 2012; Huck et al., 2012). Our new
Moses implementation technically operates in al-
most the same manner, except for minor imple-
mentation differences. Similarly to the type of
lexicalized reordering models that are in common
use in phrase-based systems (Galley and Manning,
2008), our model estimates the probabilities of ori-
entation classes for each phrase (or: rule) from
the training data. We use three orientation classes:
monotone, swap, and discontinuous.7

Lightly-supervised training. We automatically
translated parts (1.2 M sentences) of the mono-
lingual Romanian news2015 corpus to English
with a Romanian→English phrase-based statisti-
cal machine translation system (Williams et al.,
2016). The resulting synthetic parallel corpus
of the original Romanian news texts paired with
machine-translated English counterparts is uti-
lized for lightly-supervised training (Schwenk,
2008) of our English→Romanian hierarchical sys-
tem.

7Using Moses’ Experiment Management System (EMS)
(Koehn, 2010), the phrase orientation model for hierarchical
machine translation can be activated by simply adding a line
phrase-orientation = true to the [TRAINING]
section of the EMS configuration file.

We follow the approach outlined by Huck et al.
(2011) to augment the system with the synthetic
parallel data. A foreground phrase table extracted
from the human-generated parallel data is filled up
with entries from a background phrase table ex-
tracted from the synthetic parallel data. An en-
try from the background table is only added if the
foreground table does not already contain a sim-
ilar entry (Bisazza et al., 2011). A binary fea-
ture distinguishes background phrases from fore-
ground phrases. For the background phrase ta-
ble, we extract only lexical phrases (i.e., phrases
without non-terminals on their right-hand side)
from the synthetic parallel data, no hierarchical
phrases. The phrase length for entries of the back-
ground table is restricted to a maximum number of
five terminal symbols on the source side. Lexical
scores over the phrases extracted from synthetic
data are calculated with a lexicon model learned
from the human-generated parallel data, as pro-
posed by Huck and Ney (2012).

Larger development data. Since no dedicated
unseen test set was available during system build-
ing, newsdev2016 was split into its first half
(newsdev2016_1) and its second half (news-
dev2016_2) so that we could tune on the first half
and keep the second half untouched for evaluat-
ing progress in translation quality with the vari-
ous enhancements. For the final system (our pri-
mary submission), we took the best configuration
built in this manner and tuned it on both halves,
i.e. all of newsdev2016. 1000 sentences (as in
newsdev2016_1) are a relatively small size for a
development set, and we suspected that the op-
timized feature weights could become more reli-
able with twice the amount of development data.8

Good results when tuning on newsdev2016_1 and
testing on newsdev2016_2 made us feel confi-
dent about keeping the overall system configura-
tion fixed and re-tuning the feature weights on all
of newsdev2016. We calculated the BLEU scores
on newsdev2016_1 and newsdev2016_2 (both be-
ing part of the development set now) as a sanity
check and then submitted a hypothesis translation
for the evaluation set, newstest2016, without fur-
ther internal validation on a test set.

8Whenever available, we typically attempt to use large de-
velopment sets (in the order of a few thousand sentences),
e.g. for Edinburgh’s phrase-based systems for the German–
English language pair (Haddow et al., 2015).

314



en→ro newsdev2016_1 newsdev2016_2 newstest2016

baseline with interpolated LM over news2015, Europarl, SETimes2 22.1 26.6 23.0
+ three individual LMs (replacing the interpolated LM) 21.6 26.6 22.9
+ background LM over concatenation of news2015, Europarl, SETimes2 22.2 27.1 23.3
+ CommonCrawl LM training data in background LM 23.1 28.3 24.4
+ all LMs unpruned 23.4 28.6 24.4
+ more hierarchical rules 23.1 29.0 24.7
+ phrase orientation model 24.4 29.5 25.5
+ lightly-supervised training (contrastive submission system) 24.8 30.2 25.5
+ tuning on full newsdev2016 (primary submission system) 24.5 30.9 25.9

Table 1: Incremental improvements over a plain hierarchical phrase-based baseline for
English→Romanian (case-sensitive BLEU scores). Feature weights are tuned on newsdev2016_1 in
all experiments except the one in the bottom line, where both newsdev2016_1 and newsdev2016_2 are
employed for tuning.

3 Experiments

Table 1 presents the results achieved with the
plain hierarchical phrase-based baseline, and the
gains when incrementally applying modifications
as described in Section 2.5. The decoder output
is postprocessed with the detruecase.perl
script from the Moses toolkit for recasing and
tokro with its -r command line switch for
detokenization. We evaluate case-sensitive with
mteval-v13a.pl -c.

3.1 Discussion

Replacing the baseline’s linearly interpolated LM
with three individual LMs as features in the log-
linear combination deteriorates the BLEU score on
the development set by half a point, but has barely
any impact on translation quality on the test sets
(±0.0 BLEU on newsdev2016_2, −0.1 BLEU on
newstest2016). By also adding a background LM
over the concatenated news2015, Europarl, and
SETimes2 corpora, we attain a similar BLEU score
on the development set as with the baseline’s lin-
early interpolated LM, but a gain of +0.3 to +0.5
BLEU on the test sets, compared to the baseline.

Utilizing a larger amount of target-side mono-
lingual resources by appending the Common-
Crawl corpus to the background LM’s training
data is very beneficial and increases the BLEU

scores by around one point. Not pruning the
LMs, i.e. not discarding singleton n-grams of or-
der three and higher, has a positive effect on news-
dev2016_1 and newsdev2016_2 (+0.3 BLEU), but
makes no difference on newstest2016. If we al-
low for extraction of more hierarchical rules, we
slightly harm the result on the development set

again, but the model seems to generalize better,
with +0.4 BLEU on newsdev2016_2 and +0.3
BLEU on newstest2016.

The phrase orientation model performs partic-
ularly well on newstest2016, with a gain of an-
other +0.8 BLEU. Lightly-supervised training, on
the other hand, does not boost translation quality
on newstest2016 at all, though we see a decent
improvement on newsdev2016_2, our internal test
set. (+0.7 BLEU).

In our very last experiment, when we tune on
the concatenation of newsdev2016_1 and news-
dev2016_2, we find that employing the larger de-
velopment data is of benefit to the system (+0.4
BLEU on newstest2016).

Overall, the two individual system enhance-
ments that give us the largest improvements on
newstest2016 are the large Romanian Common-
Crawl corpus (+1.1 BLEU) and the phrase orien-
tation model (+0.8 BLEU).

4 Summary

We built a hierarchical phrase-based system for
translation of news texts from English into Roma-
nian. By enhancing the system with non-standard
components, we have been able to achieve an over-
all improvement over a plain hierarchical baseline
of +2.9 BLEU points on the newstest2016 set.

Our Moses reimplementation of the phrase ori-
entation model for hierarchical machine transla-
tion (Huck et al., 2013) has been released as part
of Moses on GitHub.9

9https://github.com/moses-smt/
mosesdecoder

315



Acknowledgments

This project has received funding from the Euro-
pean Union’s Horizon 2020 research and innova-
tion programme under grant agreement№ 644402
(HimL).

We thank Franck Burlot and Lauriane Aufrant
from LIMSI-CNRS in Orsay, France, for provid-
ing preprocessed corpora and sharing their Roma-
nian tokenizer in the framework of a QT21/HimL
cross-project collaboration.

References
Alexandre Allauzen, Lauriane Aufrant, Franck Burlot,

Elena Knyazeva, Thomas Lavergne, and François
Yvon. 2016. LIMSI@WMT’16: Machine Trans-
lation of News. In Proc. of the ACL 2016 First
Conf. on Machine Translation (WMT16), Berlin,
Germany, August.

Arianna Bisazza, Nick Ruiz, and Marcello Federico.
2011. Fill-up versus Interpolation Methods for
Phrase-based SMT Adaptation. In Proc. of the
Int. Workshop on Spoken Language Translation
(IWSLT), pages 136–143, San Francisco, CA, USA,
December.

Peter F. Brown, Stephen A. Della Pietra, Vincent J.
Della Pietra, and Robert L. Mercer. 1993. The
Mathematics of Statistical Machine Translation: Pa-
rameter Estimation. Computational Linguistics,
19(2):263–311, June.

Christian Buck, Kenneth Heafield, and Bas van Ooyen.
2014. N-gram Counts and Language Models from
the Common Crawl. In Proc. of the Language Re-
sources and Evaluation Conference, Reykjavík, Ice-
land, May.

Jean-Cédric Chappelier and Martin Rajman. 1998. A
Generalized CYK Algorithm for Parsing Stochas-
tic CFG. In Proc. of the First Workshop on Tab-
ulation in Parsing and Deduction, pages 133–137,
Paris, France, April.

Stanley F. Chen and Joshua Goodman. 1998. An
Empirical Study of Smoothing Techniques for Lan-
guage Modeling. Technical Report TR-10-98, Com-
puter Science Group, Harvard University, Cam-
bridge, MA, USA, August.

Colin Cherry and George Foster. 2012. Batch Tun-
ing Strategies for Statistical Machine Translation. In
Proc. of the Conf. of the North American Chapter of
the Assoc. for Computational Linguistics: Human
Language Technologies (NAACL-HLT), pages 427–
436, Montréal, Canada, June.

David Chiang. 2005. A Hierarchical Phrase-Based
Model for Statistical Machine Translation. In Proc.

of the Annual Meeting of the Assoc. for Computa-
tional Linguistics (ACL), pages 263–270, Ann Ar-
bor, MI, USA, June.

David Chiang. 2007. Hierarchical Phrase-Based
Translation. Computational Linguistics, 33(2):201–
228, June.

Arthur P. Dempster, Nan M. Laird, and Donald B. Ru-
bin. 1977. Maximum Likelihood from Incomplete
Data via the EM Algorithm. J. Royal Statist. Soc.
Ser. B, 39(1):1–22.

George Foster, Roland Kuhn, and Howard Johnson.
2006. Phrasetable Smoothing for Statistical Ma-
chine Translation. In Proc. of the Conf. on Em-
pirical Methods for Natural Language Processing
(EMNLP), pages 53–61, Sydney, Australia, July.

Markus Freitag, Stephan Peitz, Joern Wuebker, Her-
mann Ney, Nadir Durrani, Matthias Huck, Philipp
Koehn, Thanh-Le Ha, Jan Niehues, Mohammed
Mediani, Teresa Herrmann, Alex Waibel, Nicola
Bertoldi, Mauro Cettolo, and Marcello Federico.
2013. EU-BRIDGE MT: Text Translation of Talks
in the EU-BRIDGE Project. In Proc. of the
Int. Workshop on Spoken Language Translation
(IWSLT), pages 128–135, Heidelberg, Germany, De-
cember.

Markus Freitag, Matthias Huck, and Hermann Ney.
2014a. Jane: Open Source Machine Translation
System Combination. In Proc. of the Conf. of the
Europ. Chapter of the Assoc. for Computational Lin-
guistics (EACL), pages 29–32, Gothenburg, Sweden,
April.

Markus Freitag, Stephan Peitz, Joern Wuebker, Her-
mann Ney, Matthias Huck, Rico Sennrich, Nadir
Durrani, Maria Nadejde, Philip Williams, Philipp
Koehn, Teresa Herrmann, Eunah Cho, and Alex
Waibel. 2014b. EU-BRIDGE MT: Combined Ma-
chine Translation. In Proc. of the Workshop on
Statistical Machine Translation (WMT), pages 105–
113, Baltimore, MD, USA, June.

Markus Freitag, Joern Wuebker, Stephan Peitz, Her-
mann Ney, Matthias Huck, Alexandra Birch, Nadir
Durrani, Philipp Koehn, Mohammed Mediani, Is-
abel Slawik, Jan Niehues, Eunah Cho, Alex Waibel,
Nicola Bertoldi, Mauro Cettolo, and Marcello Fed-
erico. 2014c. Combined Spoken Language Trans-
lation. In Proc. of the Int. Workshop on Spoken
Language Translation (IWSLT), pages 57–64, Lake
Tahoe, CA, USA, December.

Michel Galley and Christopher D. Manning. 2008. A
Simple and Effective Hierarchical Phrase Reorder-
ing Model. In Proc. of the Conf. on Empirical Meth-
ods for Natural Language Processing (EMNLP),
pages 847–855, Honolulu, HI, USA, October.

Qin Gao and Stephan Vogel. 2008. Parallel Implemen-
tations of Word Alignment Tool. In Software Engi-
neering, Testing, and Quality Assurance for Natural

316



Language Processing, SETQA-NLP ’08, pages 49–
57, Columbus, OH, USA, June.

Barry Haddow, Matthias Huck, Alexandra Birch, Niko-
lay Bogoychev, and Philipp Koehn. 2015. The
Edinburgh/JHU Phrase-based Machine Translation
Systems for WMT 2015. In Proc. of the Workshop
on Statistical Machine Translation (WMT), pages
126–133, Lisbon, Portugal, September.

Kenneth Heafield. 2011. KenLM: Faster and Smaller
Language Model Queries. In Proc. of the Workshop
on Statistical Machine Translation (WMT), pages
187–197, Edinburgh, Scotland, UK, July.

Hieu Hoang, Philipp Koehn, and Adam Lopez. 2009.
A Unified Framework for Phrase-Based, Hierarchi-
cal, and Syntax-Based Statistical Machine Transla-
tion. In Proc. of the Int. Workshop on Spoken Lan-
guage Translation (IWSLT), pages 152–159, Tokyo,
Japan, December.

Matthias Huck and Hermann Ney. 2012. Pivot
Lightly-Supervised Training for Statistical Machine
Translation. In Proc. of the Conf. of the Assoc. for
Machine Translation in the Americas (AMTA), San
Diego, CA, USA, October.

Matthias Huck, David Vilar, Daniel Stein, and Her-
mann Ney. 2011. Lightly-Supervised Training for
Hierarchical Phrase-Based Machine Translation. In
Proc. of the EMNLP 2011 Workshop on Unsuper-
vised Learning in NLP, pages 91–96, Edinburgh,
Scotland, UK, July.

Matthias Huck, Jan-Thorsten Peter, Markus Freitag,
Stephan Peitz, and Hermann Ney. 2012. Hi-
erarchical Phrase-Based Translation with Jane 2.
The Prague Bulletin of Mathematical Linguistics
(PBML), 98:37–50, October.

Matthias Huck, Joern Wuebker, Felix Rietig, and Her-
mann Ney. 2013. A Phrase Orientation Model
for Hierarchical Machine Translation. In Proc. of
the Workshop on Statistical Machine Translation
(WMT), pages 452–463, Sofia, Bulgaria, August.

Matthias Huck, Alexandra Birch, and Barry Haddow.
2015. Mixed-Domain vs. Multi-Domain Statistical
Machine Translation. In Proc. of MT Summit XV,
vol.1: MT Researchers’ Track, pages 240–255, Mi-
ami, FL, USA, October.

Reinhard Kneser and Hermann Ney. 1995. Improved
Backing-Off for M-gram Language Modeling. In
Proceedings of the Int. Conf. on Acoustics, Speech,
and Signal Processing, volume 1, pages 181–184,
Detroit, MI, USA, May.

Philipp Koehn, Franz Joseph Och, and Daniel Marcu.
2003. Statistical Phrase-Based Translation. In Proc.
of the Conf. of the North American Chapter of the
Assoc. for Computational Linguistics: Human Lan-
guage Technologies (NAACL-HLT), pages 127–133,
Edmonton, Canada, May/June.

Philipp Koehn. 2005. Europarl: A Parallel Corpus for
Statistical Machine Translation. In Proc. of the MT
Summit X, Phuket, Thailand, September.

Philipp Koehn. 2010. An Experimental Management
System. The Prague Bulletin of Mathematical Lin-
guistics (PBML), 94:87–96, September.

Franz Josef Och and Hermann Ney. 2002. Discrimina-
tive Training and Maximum Entropy Models for Sta-
tistical Machine Translation. In Proc. of the Annual
Meeting of the Assoc. for Computational Linguistics
(ACL), pages 295–302, Philadelphia, PA, USA, July.

Franz Josef Och and Hermann Ney. 2003. A System-
atic Comparison of Various Statistical Alignment
Models. Computational Linguistics, 29(1):19–51,
March.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a Method for Automatic
Evaluation of Machine Translation. In Proc. of the
Annual Meeting of the Assoc. for Computational
Linguistics (ACL), pages 311–318, Philadelphia, PA,
USA, July.

Jan-Thorsten Peter, Tamer Alkhouli, Hermann Ney,
Matthias Huck, Fabienne Braune, Alexander Fraser,
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Abstract

This paper describes the AMU-UEDIN
submissions to the WMT 2016 shared
task on news translation. We explore
methods of decode-time integration of
attention-based neural translation mod-
els with phrase-based statistical machine
translation. Efficient batch-algorithms for
GPU-querying are proposed and imple-
mented. For English-Russian, our system
stays behind the state-of-the-art pure neu-
ral models in terms of BLEU. Among re-
stricted systems, manual evaluation places
it in the first cluster tied with the pure neu-
ral model. For the Russian-English task,
our submission achieves the top BLEU re-
sult, outperforming the best pure neural
system by 1.1 BLEU points and our own
phrase-based baseline by 1.6 BLEU. Af-
ter manual evaluation, this system is the
best restricted system in its own cluster. In
follow-up experiments we improve results
by additional 0.8 BLEU.

1 Introduction

This paper describes the AMU-UEDIN submis-
sions to the WMT 2016 shared task on news trans-
lation. We explore methods of decode-time inte-
gration of attention-based neural translation mod-
els with phrase-based decoding. Experiments have
been conducted for the English-Russian language
pair in both translation directions.

For these experiments we re-implemented the
inference step of the models described in Bah-
danau et al. (2015) (more exactly the DL4MT1

variant also present in Nematus2) in efficient
1https://github.com/nyu-dl/

dl4mt-tutorial
2https://github.com/rsennrich/nematus

C++/CUDA code that can be directly compiled as
a Moses feature function. The GPU-based com-
putations come with their own peculiarities which
we reconcile with the two most popular phrase-
based decoding algorithms — stack-decoding and
cube-pruning.

While it seems at first that for English-Russian
our phrase-based system is holding back the neu-
ral models in terms of BLEU, the manual evalua-
tion reveals that our systems is tied with the pure
neural systems, occupying the same top cluster
for restricted systems with an even slightly higher
TrueSkill score. We achieve the top BLEU re-
sult for the Russian-English task, outperforming
the best pure neural system by 1.1 BLEU points
and our own phrase-based baseline by 1.6 BLEU.
After manual evaluation, this system is the best re-
stricted system in its own cluster.

Our implementation is available as a Moses fork
from https://github.com/emjotde/
mosesdecoder_nmt

2 Preprocessing

As we reuse the neural systems from Sennrich et
al. (2016), we follow their preprocessing scheme
for the phrase-based systems as well. All data is
tokenized with the Moses tokenizer, for English
the Penn-format tokenization scheme has been
used. Tokenized text is true-cased.

Sennrich et al. (2016) use byte-pair-encoding
(BPE) to achieve open-vocabulary translation with
a fixed vocabulary of subword symbols (Sennrich
et al., 2015b). For English, the vocabulary size
is limited to 50,000 units, for Russian to 100,000.
This has the interesting consequence of using sub-
word units for phrase-based SMT. Although SMT
seems to be better equipped to handle large vo-
cabularies, the case of Russian still poses prob-
lems which are usually solved with transliteration
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mechanisms (Durrani et al., 2014). Resorting to
subword units eliminates the need for these.3

3 Neural translation systems

As mentioned before, we reuse the English-
Russian and Russian-English NMT models from
Sennrich et al. (2016) and refer the reader to that
paper for a more detailed description of these sys-
tems. In this section we give a short summariza-
tion for the sake of completeness.

The neural machine translation system is an at-
tentional encoder-decoder (Bahdanau et al., 2015),
which has been trained with Nematus. Additional
parallel training data has been produced by au-
tomatically translating a random sample (2 mil-
lion sentences) of the monolingual Russian News
Crawl 2015 corpus into English (Sennrich et al.,
2015a), which has been combined with the origi-
nal parallel data in a 1-to-1 ratio.4 The same has
been done for the other direction. We used mini-
batches of size 80, a maximum sentence length of
50, word embeddings of size 500, and hidden lay-
ers of size 1024. We clip the gradient norm to
1.0 (Pascanu et al., 2013). Models were trained
with Adadelta (Zeiler, 2012), reshuffling the train-
ing corpus between epochs. The models have been
trained model for approximately 2 weeks, saving
every 30000 mini-batches.

For our experiments with PB-SMT integration,
we chose the same four models that constituted the
best-scoring ensemble from Sennrich et al. (2016).
If less than four models were used, we chose the
models with the highest BLEU scores among these
four models as measured on a development set.

4 Phrase-Based baseline systems

We base our set-up on a Moses system (Koehn
et al., 2007) with a number of additional feature
functions. Apart from the default configuration
with a lexical reordering model, we add a 5-gram
operation sequence model (Durrani et al., 2013).

We perform no language-specific adaptations
or modifications. The two systems differ only

3In experiments not described in this paper, we tried BPE
encoding for the English-German language pair and found
subword units to cope well with German compound nouns
when used for phrase-based SMT.

4This artificial data has not been used for the creation of
the phrase-based system, but it might be worthwhile to ex-
plore this possibility in the future. It might enable the phrase-
based system to produce translation that are more similar to
the neural output.

with respect to translation direction and the avail-
able (monolingual) training data. For domain-
adaptation, we rely solely on parameter tuning
with Batch-Mira (Cherry and Foster, 2012) and
on-line log-linear interpolation. Binary domain-
indicators for each separate parallel corpus are in-
troduced to the phrase-tables (four indicators) and
a separate language model per parallel and mono-
lingual resource is trained (en:16 and ru:12). All
language models are 5-gram models with Modi-
fied Kneser-Ney smoothing and without pruning
thresholds (Heafield et al., 2013). We treat differ-
ent years of the News Crawl data as different do-
mains to take advantage of possible recency-based
effects. During parameter tuning on the newstest-
2014 test set, we can unsurprisingly observe that
weights for the last three LMs (2013, 2014, 2015)
are much higher than for the remaining years.

After concatenating all resources, a large 5-
gram background language model is trained, with
3-grams or higher n-gram orders being pruned if
they occur only once. The same concatenated files
and pruning settings are used to create a 9-gram
word-class language model with 200 word-classes
produced by word2vec (Mikolov et al., 2013).

5 NMT as Moses feature functions

As mentioned in the introduction, we imple-
mented a C++/CUDA version of the inference step
for the neural models trained with DL4MT or Ne-
matus, which can be used directly with our code.
One or multiple models can be added to the Moses
log-linear model as different instances of the same
feature, which during tuning can be separately
weighted. Adding multiple models as separate
features becomes thus similar to ensemble trans-
lation with pure neural models.

In this section we give algorithmic details about
integrating GPU-based soft-attention neural trans-
lation models into Moses as part of the fea-
ture function framework. Our work differs from
Alkhouli et al. (2015) in the following aspects:

1. While Alkhouli et al. (2015) integrate RNN-
based translation models in phrase-based de-
coding, this work is to our knowledge the first
to integrate soft-attention models.

2. Our implementation is GPU-based and our
algorithms being tailored towards GPU com-
putations require very different caching
strategies from those proposed in Alkhouli et
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Figure 1: SCOREBATCH procedure for a forest consisting of two per-hypothesis prefix trees. Words are
collected at the same tree depths across all trees in the forest.

al. (2015). Our implementation seems to be
about 10 times faster on one GPU, 30 times
faster when three GPUs are used.

5.1 Scoring hypotheses and their expansions
We assume through-out this section that the neural
model has already been initialized with the source
sentence and that the source sentence context is
available at all time.

In phrase-based machine translation, a pair con-
sisting of a translation hypothesis and a chosen
possible target phrase that expands this hypoth-
esis to form a new hypothesis can be seen as
the smallest unit of computation. In the typical
case they are processed independently from other
hypothesis-expansion pairs until they are put on a
stack and potentially recombined. Our aim is to
run the computations on one or more GPUs. This
makes the calculation of scores per hypothesis-
expansion pair (as done for instance during n-gram
language model querying) unfeasible as repeated
GPU-access with very small units of computation
comes with a very high overhead.

In neural machine translation, we treat neural
states to be equivalent to hypotheses, but they
are extended only by single words, not phrases,
by performing computations over the whole target
vocabulary. In this section, we present a batching
and querying scheme that aims at taking advantage
of the capabilities of GPUs to perform batched cal-
culations efficiently, by combining the approaches
from phrase-based and neural decoding.

Given is a set of pairs (h, t) where h is a decod-
ing hypothesis and t a target phrase expanding the

1: procedure SCOREBATCH(L, NMT)
2: Create forest of per-hypothesis prefix trees

from all hypotheses and expansions in L
3: for i from 1 to maximum tree depth do
4: Construct embedding matrix Ei from

all edge labels at depth i

5: Construct row-wise corresponding
state matrix Hi−1 from source nodes

6: Compute forward step:
(Hi, Pi)← NMT(Hi−1, Ei)

7: Cache state pointers and probabilities
at target nodes

Figure 2: Scoring of hypothesis expansion pairs

hypothesis. In a naive approach (corresponding to
unmodified stack decoding) the number of queries
to the GPU would be equal to the total number of
words in all expansions. A better algorithm might
take advantage of common target phrase prefixes
per hypothesis. The number of queries would be
reduced to the number of collapsed edges in the
per-hypothesis prefix-tree forest.

By explicitly constructing this forest of prefix
trees where a single prefix tree encodes all target
phrases that expand the same hypothesis, we can
actually reduce the number of queries to the neural
model to the maximum depth of any of the trees
(i.e. the maximum target phrase length) as illus-
trated in Figures 1 and 2.

Target phrases t are treated as sequences of
words w. Rectangles at tree nodes should be imag-
ined to be empty before the preceding step has
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been performed. The first embedding matrix E1 is
constructed by concatenating embedding vectors
ei ← LOOKUP(wi) as rows of the matrix, for all
wi marked in the first dashed rectangle. The ini-
tial state matrix H0 is a row-wise concatenation
of the neural hypothesis states, repeated for each
outgoing edge. Thus, the embedding matrix and
state matrix have the same number of correspond-
ing rows. Example matrices for the first step take
the following form:

E1 =




e0
e1
e1
e2


 H0 =




h0

h0

h1

h1




Given the precomputed source context state, we
can now perform one forward step in the neural
network which yields a matrix of output states and
a matrix of probabilities, both corresponding row-
wise to the input state matrix and embedding ma-
trix we constructed earlier. The target nodes for
each edge pointed to after the first step are filled.
Probabilities will be queried later during phrase-
based scoring, neural hypothesis states are reused
to construct the state matrix of the next step and
potentially as initial states when scoring another
batch of hypotheses at later time.

5.2 Two-pass stack decoding

Standard stack decoding still scores hypotheses
one-by-one. In order to limit the number of mod-
ifications of Moses to a minimum, we propose
two-pass stack decoding where the first pass is a
hypothesis and expansions collection step and the
second pass is the original expansion and scoring
step. Between the two steps we pre-calculate per-
hypothesis scores with the procedure described
above. The data structure introduced in Figure 1
is then reused for probability look-up during the
scoring phrase of stack decoding as if individual
hypotheses where scored on-the-fly.

Figure 3 contains our complete proposal for
two-pass stack decoding, a modification of the
original stack decoding algorithm described in
Koehn (2010). We dissect stack decoding into
smaller reusable pieces that can be passed func-
tors to perform different tasks for the same sets of
hypotheses. The main reason for this is the small
word “applicable” in line 12, which hides a com-
plicated set of target phrase choices based on re-
ordering limits and coverage vectors which should

1: procedure TWOPASSSTACKDECODING

2: Place empty hypothesis h0 into stack S0

3: for stack S in stacks do
4: L← ∅
5: PROCESSSTACK(S, GATHER{L})
6: C ← SCOREBATCH(L, NMT)
7: PROCESSSTACK(S, EXPAND{C})
8:

9: procedure PROCESSSTACK(S, f )
10: for hypothesis h in S do
11: for target phrase t do
12: if applicable then
13: Apply functor f (h, t)
14:

15: procedure GATHER(h, t)
16: L← L ∪ {(h, t)}
17:

18: procedure EXPAND(h, t)
19: Look-up p for (h, t) in C
20: Create new hypothesis ĥ from (h, t, p)
21: Place ĥ on appropriate stack s
22: if possible then
23: Recombine hypothesis ĥ with other

hypotheses on stack s

24: if stack s too big then
25: Prune stack s

Figure 3: Two-pass stack decoding

not be discussed here. This allows our algorithm
to collect exactly the set of hypotheses and expan-
sions for score pre-calculation that will be used
during the second expansion step.

As already mentioned, the number of forward
steps for the NMT network per stack is equal to
the greatest phrase length among all expansions.
The total number of GPU queries increases there-
fore linearly with respect to the sentence length.
Branching factors or stack sizes affect the matrix
sizes, not the number of steps.5

For this method we do not provide results due
to a lack of time. We confirmed for other experi-
ments that improvements are smaller than for the
next method. A comparison will be provided in an
extended version of this work.

5.3 Stack rescoring
The previous approach cannot be used with lazy
decoding algorithms — like cube pruning —

5Large matrix sizes, however, do slow-down translation
speed significantly.
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1: procedure STACKRESCORING

2: Place empty hypothesis h0 into stack S0

3: for stack S in stacks do
4: L← ∅
5: for hypothesis h in S do
6: Extract predecessors (h̄, t̄) from h
7: L← L ∪ {(h̄, t̄)}
8: C ← SCOREBATCH(L, NMT)
9: for hypothesis h in S do

10: Extract predecessors (h̄, t̄) from h
11: Look-up p for (h̄, t̄) in C
12: Recalculate score of h using p

13: Create cache C0 with 0-probabilities
14: PROCESSSTACK(S, EXPAND{C0})

Figure 4: Stack decoding with stack rescoring

which has also been implemented in Moses. Apart
from that, due to the large number of expan-
sions even small stack sizes of around 30 or 50
quickly result in large matrices in the middle steps
of BATCHSCORE where the prefix trees have the
greatest number of edges at the same depth level.
In the worst case, matrix size will increase by a
factor bd, where b is the branching factor and d is
the current depth. In practice, however, the maxi-
mum is reached at the third or fourth step, as only
few target phrases contain five or more words.

To address both shortcomings we propose a sec-
ond algorithm: stack rescoring. This algorithm
(Figure 4) relies on two ideas:

1. During hypothesis expansion the NMT fea-
ture is being ignored, only probabilities of 0
are assigned for this feature to all newly cre-
ated hypotheses. Hypothesis recombination
and pruning take place without NMT scores
for the current expansions (NMT scores for
all previous expansions are included). Any
stack-based decoding algorithm, also cube-
pruning, can be used in this step.

2. The BATCHSCORE procedure is applied to
all direct predecessors of hypotheses on the
currently expanded stack. Predecessors con-
sist of the parent hypothesis and the expan-
sion that resulted in the current hypothesis.
The previously assigned 0-probabilities are
replaced with the actual NMT scores.

This procedure results in a number of changes
when compared to standard stack decoding ap-
proaches and the previous method:

• The maximum matrix row count is equal to
the stack size, and often much smaller due to
prefix collapsing. Branching factors are irrel-
evant and stack sizes of 2,000 or greater are
possible. By contrast, for two-pass stack de-
coding stack sizes of around 50 could already
result in row counts of 7,000 and more.

• With cube pruning, by setting cube pruning
pop-limits much larger than the stack size
many more hypotheses can be scored with
all remaining feature functions before the sur-
vivors are passed to BATCHSCORE.

• Scoring with the NMT-feature is delayed un-
til the next stack is processed. This may re-
sult in missing good translations due to re-
combination. However, the much larger stack
sizes may counter this effect.

• N-best list extraction is more difficult, as
hypotheses that have been recombined do
not display correct cumulative sums for the
NMT-feature scores. The one-best trans-
lation is always correctly scored as it has
never been discarded during recombination,
so there is no problem at test time. For tun-
ing, where a correctly scored n-best list is
required, we simply rescore the final n-best
list with the same neural feature functions as
during decoding. The resulting scores are
the same as if they were produced at decode-
time. Final n-best list rescoring can thus be
seen as an integral part of stack-rescoring.

6 Experiments and results

For decoding, we use the cube-pruning algorithm
with stack size of 1,000 and cube-pruning pop
limit of 2,000 during tuning. At test time, a stack-
size of 1,000 is kept, but the cube-pruning pop
limit is increased to 5,000. We set a distortion
limit of 12. We run 10 iterations of Batch-Mira
(Cherry and Foster, 2012) and choose the best set
of weights based on the development set. Our de-
velopment set is a subset of 2,000 sentences from
the newstest-2014 test set. Sentences have been
selected to be shorter than 40 words to avoid GPU-
memory problems. Our GPUs are three Nvidia
GeForce GTX-970 cards with 4GB RAM each.

In this paper, similar as Alkhouli et al. (2015),
we ignore the implications of the infinite neural
state and hypothesis recombination in the face of
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System 2015 2016

Phrase-Based (PB) 23.7 22.8

Pure neural:
NMT-2 26.4 25.3
NMT-4 (Sennrich et al., 2016) 27.0 26.0

Stack rescoring:
PB+NMT-2 (subm.) — 25.3

Follow-up:
NMT-4-Avg 26.7 25.5
PB+NMT-4-Avg 27.3 25.9

(a) BLEU scores English-Russian

System 2015 2016

Phrase-Based (PB) 27.4 27.5

Pure neural:
NMT-3 28.3 27.8
NMT-4 (Sennrich et al., 2016) 28.3 28.0

Stack rescoring:
PB+NMT-3 (subm.) 29.5 29.1

Follow-up:
NMT-10-Avg 28.3 28.1
PB+NMT-10-Avg 30.2 29.9

(b) BLEU scores Russian-English

Table 1: Systems marked with subm. are our final WMT 2016 submissions.

words/s

Alkhouli et al. (2015) (1 thread?) 0.19
Phrase-based PB (24 threads) 40.30
PB-NMT-10-Avg (3 GPUs) 4.83

Table 2: Translation speed for different configura-
tions in words per second.

infinite state. We rely on the hypothesis recom-
bination controlled by the states of the other fea-
ture functions. It is worth mentioning again that
our phrase-based baseline features a 9-gram word-
class language model which should be rather pro-
hibitive of recombinations. If recombination was
only allowed for hypotheses with the same partial
translations, results were considerably worse.

6.1 Speed

Translation speed is difficult to compare across
systems (Table 2). Even with three GPUs our sys-
tem is ten times slower than than a pure PB-SMT
system running with 24 CPU-threads. It is how-
ever unclear at this moment if the large stack sizes
we use are really necessary. Significant speed-up
might be achieved for smaller stacks.

6.2 Submitted results

Table 1 summarizes the results for our experi-
ments. BLEU scores are reported for the newstest-
2015 and newstest-2016 test sets.

Our baseline phrase-based systems (PB) are
quite competitive when comparing to the best
results of last year’s WMT (24.4 and 27.9
for English-Russian and Russian-English, respec-

tively). NMT-4 is the best pure neural ensemble
from Sennrich et al. (2016) for both translation
directions. Due to memory restrictions, we were
not able to use all four models as separate feature
functions and limit ourselves to the best two mod-
els for English-Russian and best three for Russian-
English. The pure neural ensembles are NMT-2
(en-ru) and NMT-3 (ru-en), respectively.

For English-Russian, our results stay behind
the pure-neural 4-ensemble NMT-4 in terms of
BLEU. In a direct comparison between ensembles
of 2 models (PB+NMT-2 and NMT-2), we actually
reach similar BLEU scores. However, in the man-
ual evaluation our system is best restricted system,
tied with the neural system. Absolute TrueSkill
scores are even slightly higher for our system.

For Russian-English the best-performing pure
neural system NMT-4 and the phrase-based base-
line are only 0.5% BLEU apart. Adding three
NMT models as feature functions to Moses re-
sults in a 1.1% BLEU improvement over the neu-
ral model and 1.6% over the phrase-based system.
The systems PB-NMT-2 (en-ru) and PB-NMT-
3 (ru-en) are our submissions to the WMT-2016
news translation task. PB-NMT-3 scores the top
BLEU results for Russian-English. In the manual
evaluation, our system is the best restricted system
in its own cluster.

6.3 Follow-up experiments

Frustrated by the limited memory of our GPU
cards and against better knowledge6, we computed

6The neural network lore seems to suggest that this should
not work, as neural networks are non-linear models. We only
found one paper with evidence to the contrary: Utans (1996)
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the element-wise average of all model weights
in the NMT ensembles and saved the resulting
model. Interestingly, the performance of these
new models (NMT-4-Avg) is not much worse than
the actual ensemble (NMT-4), while being four
times smaller and four times faster at decode-
time. The average models outperforms any sin-
gle model or the smaller 2-ensembles. All mod-
els taking part in the average are parameter dumps
saved at different points in time during the same
training run. This seem to be an interesting re-
sults for model compression and deployment set-
tings. We can also average more models: for
the Russian-English direction we experiment with
the parameter-wise average of ten models (NMT-
10-Avg) which even slightly outperforms the real
four-model ensemble NMT-4.

With this smaller model it is easier to tune and
deploy our feature function. The performance
of our combined setup improves for both transla-
tion directions. For English-Russian, however, the
pure NMT system (NMT-4) remains ahead of our
WMT 2016 submission. For Russian-English we
get another improvement of 0.8 BLEU, which sets
the new state-of-the-art for this direction.
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Abstract

We describe the statistical machine trans-
lation system developed at the National
Research Council of Canada (NRC) for
the Russian-English news translation task
of the First Conference on Machine Trans-
lation (WMT 2016). Our submission is
a phrase-based SMT system that tackles
the morphological complexity of Russian
through comprehensive use of lemmatiza-
tion. The core of our lemmatization strat-
egy is to use different views of Russian for
different SMT components: word align-
ment and bilingual neural network lan-
guage models use lemmas, while sparse
features and reordering models use fully
inflected forms. Some components, such
as the phrase table, use both views of the
source. Russian words that remain out-of-
vocabulary (OOV) after lemmatization are
transliterated into English using a statisti-
cal model trained on examples mined from
the parallel training corpus. The NRC
Russian-English MT system achieved the
highest uncased BLEU and the lowest
TER scores among the eight participants
in WMT 2016.

1 Introduction

We present NRC’s submission to the Russian-
English news translation task of WMT 2016.
Russian-English is a challenging language pair for
statistical machine translation because Russian is
a highly inflectional and free word order language.
Case information is encoded by modifying the
Russian words, which makes the number of word
types present in the Russian side of a Russian-
English parallel corpus much higher than in the
English side, introducing a data sparsity problem.

Lemmatization is one of the possible solutions
for handling data sparsity when translating highly
inflectional languages. However, Russian is a free
word order language, meaning that case informa-
tion conveyed through inflection plays an impor-
tant role in disambiguating the meaning of a sen-
tence. The MT system would be unable to recover
this case information if we were to blindly lemma-
tize all the Russian words to their root form.

Instead, we rely most heavily on lemmatiza-
tion only when the missing inflections are un-
likely to cause ambiguity. For example, in au-
tomatic word alignment, the missing case infor-
mation should not confuse the system as compet-
ing inflections are unlikely to appear in the same
sentence (El Kholy and Habash, 2012). There-
fore, we build automatic word alignments with
lemmatized Russian, but then restore the Russian
lemmas to their inflected forms before estimat-
ing our other model parameters. The end result
is a system with higher-quality word alignments,
but which can still use case information to drive
its translation and reordering models. Similarly,
our bilingual language models have large source
context windows that allow them to resolve ambi-
guities introduced by lemmatization, so we build
these based on lemmatized versions of the source
by default. These include neural network joint
models (NNJMs) and lexical translation models
(NNLTMs) (Devlin et al., 2014).

We have found that blind lemmatization of
phrase tables is actually quite harmful to transla-
tion, but Russian morphology still causes a signif-
icant increase in the number of OOVs. Therefore,
we built a fallback Russian lemma phrase table for
the OOVs in the Russian input, implemented as
an interpolated phrase table. For any remaining
Russian OOVs, we use a semi-supervised translit-
eration system to translate the word orthograph-
ically. This character-level subsystem is trained
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r1       r2     r3      r4

l(r1)  l(r2) l(r3)  l(r4)
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e1      e2      e3       e4
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Components that use

Russian lemmas

All other components use 

Russian words, including:

Train

decoder

r1       r2     r3       r4

e1      e2      e3       e4

phrasetable#1 NNJM#2

transliterator NNLTM sparse feature reordering

Figure 1: System diagram for the NRC Russian-English submission, highlighting our use of two different
views of the Russian source. In this figure, Russian words in their inflected surface form are denoted as
r1, r2, . . ., while their automatically lemmatized root forms are denoted l(r1), l(r2), . . .

on a transliteration corpus mined from our paral-
lel training corpus, where the mining process is
seeded by the name-pair corpora provided by the
competition.

Figure 1 summarizes our lemmatization strat-
egy. In this figure, phrasetable#1 corresponds to
the phrase table given the highest weight in our in-
terpolation (see Section 3.2), while NNJM#1 sim-
ply denotes that NNJM we found empirically to be
the most informative. We did not have time to try
duplicating all the models in this way; for instance,
it might have been interesting to try lemma-based
reordering models and an NNLTM based on Rus-
sian words rather than Russian lemmas, but we
will leave this for future work.

The NRC submission achieved the highest un-
cased BLEU, the second highest cased BLEU and
the lowest TER scores among the eight partici-
pants in the task, and ranked third out of ten sys-
tems in the human evaluation.

2 Portage - the NRC PBMT system

The core of the NRC MT system is Portage
(Larkin et al., 2010). Portage is a conventional
log-linear phrase-based SMT system. We describe
the basic features of Portage in this section and the

new features first tested on our Russian-English
submission in the next section.

2.1 Data and preprocessing

We used all the Russian-English parallel cor-
pora available for the constrained news translation
task. They include the CommonCrawl corpus, the
NewsCommentary v11 corpus, the Yandex cor-
pus and the Wikipedia headlines corpus. We also
added the WMT 12 and WMT 13 Russian-English
news translation test set to the parallel training
data. In total, 2.6 million parallel Russian-English
sentences are used to train the translation model.
For monolingual English corpora, we used the Gi-
gaword corpus (191 million sentences) and the
monolingual English corpus available for the con-
strained news translation task, which is a combina-
tion of the Europarl v7 corpus, the NewsCommen-
tary v11 monolingual corpus and the NewsCrawl
2015 (206 million sentences in total). Due to
resource limits, we have not used the newly re-
leased 3 billion sentence CommonCrawl monolin-
gual English corpus. Our submitted system was
tuned on the WMT 2014 test set. Both the Rus-
sian and English text in the parallel and monolin-
gual corpora in the training/development/test cor-
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pora were lower cased and tokenized.

2.2 Translation model
We obtain the word alignment by first lemmatizing
the Russian side of the parallel training data using
Yandex MyStem (Segalovich, 2003). Word align-
ments are built for the lemmatized Russian using
IBM2, HMM and IBM4 models. The Russian is
then restored to its fully inflected surface form,
and phrase-pairs are extracted for each of our three
alignment methods. Counts from all three align-
ments are then combined into a single phrase ta-
ble, with a maximum phrase length of 7 tokens.
Phrase pairs were filtered so that the top 30 trans-
lations for each source phrase were retained.

Our internal development experiments indi-
cated that using lemma alignments improved the
translation quality of a baseline phrase-based sys-
tem by roughly 0.2 BLEU, and also benefited the
perplexity of the bilingual neural language models
described in Section 2.5 and 3.1.

2.3 Language models
Our system consists of three n-gram language
models (LMs) and two word class language mod-
els (Stewart et al., 2014). Each is included as a
distinct feature in the decoder’s log-linear model.

• A 4-gram LM trained on the target side of all
the WMT parallel training corpora.

• A 6-gram LM trained on the Gigaword cor-
pus.

• A 6-gram LM trained on the WMT monolin-
gual English training corpus.

• A 6-gram, 200-word-class coarse LM trained
on a concatenation of the target side of all the
WMT parallel training corpora and the WMT
monolingual English training corpus.

• A 6-gram, 800-word-class coarse LM trained
on the same corpus as the 200-word-class
model.

Word classes are built using mkcls (Och, 1999).

2.4 Distortion and sparse feature models
Similar to the translation model, our hierarchi-
cal distortion model and sparse feature model are
based on Russian words but are built on the lem-
matized alignment. The sparse feature model con-
sists of the standard sparse features proposed in

Hopkins and May (2011) and sparse hierarchi-
cal distortion model features proposed in Cherry
(2013).

2.5 Neural network joint model

We employ two neural network joint models,
or NNJMs (Vaswani et al., 2013; Devlin et al.,
2014). The NNJM is a feed-forward neural net-
work language model that assumes access to a
source sentence f and an aligned source index ai,
which points to the most influential source word
for the translation of the target word ei. The
NNJM calculates the language modeling proba-
bility p(ei|ei−1

i−n+1, f
ai+m
ai−m ), which accounts for the

n−1 preceding target words, and for 2m+1 words
of source context, centered around fai . Following
Devlin et al. (2014), we use n = 4 and m = 5, re-
sulting in 3 words of target context and 11 words
of source context, effectively a 15-gram language
model.

Our two models differ only in the rendering of
their source strings, with one using lemmas, and
the other using words. The lemma-to-word system
achieved a development perplexity of 6.04, while
the word-to-word system reached 6.78. Since
our decoder’s input is Russian words, the decoder
needed to map words to lemmas before calculat-
ing lemma-based NNJM probabilities. This was
done by running Yandex MyStem on the Russian
source at test time, in order to build sentence-
specific position-to-lemma mappings. For both
models, the source link ai is derived from IBM4
Russian-lemma to English-word alignments.

NNJM training data is pre-processed to limit
vocabularies to 96K types for source or target in-
puts, and 32K types for target outputs. We build
400 deterministic word clusters for each corpus
using mkcls. Any word not among the 96K
/ 32K most frequent words is replaced with its
cluster. For our feed-forward network architec-
ture, we used 192 units for source embeddings
and 512 units for the single hidden layer. We
train our models with mini-batch stochastic gra-
dient descent, with a batch size of 128 words, and
an initial learning rate of 0.3. We check our train-
ing objective on the development set every 20K
batches, and if it fails to improve for two consec-
utive checks, the learning rate is halved. Training
stops after 5 consecutive failed checks or after 90
checks. To enable efficient decoding, our models
are self-normalized with a squared penalty on the
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log partition function, weighted with α = 0.1 (De-
vlin et al., 2014).

2.6 Tuning and decoding
The parameters of the log-linear model were tuned
by optimizing BLEU on the development set us-
ing the batch variant of MIRA (Cherry and Foster,
2012). Decoding uses the cube-pruning algorithm
of (Huang and Chiang, 2007) with a 7-word dis-
tortion limit.

2.7 Rescoring
We rescored 1000-best lists output from the de-
coder using a rescoring model (Och et al., 2004;
Foster et al., 2009) consisting of 82 features: 27
decoder features and 55 additional rescoring fea-
tures. The rescoring model was tuned using n-
best MIRA. Of the rescoring features, 51 consisted
of various IBM features for word- and lemma-
aligned IBM1, IBM2, IBM4 and HMM models,
as well as various other standard length, n-gram,
and n-best features.

The final four features used NNJMs for rescor-
ing, two Russian-word NNJM rescoring features
and two Russian-lemma ones. Following Devlin et
al. (2014), one NNJM feature rescored the 1000-
best list using a English-to-Russian NNJM, where
the roles of the source and target languages are
reversed, while the other used a right-to-left and
English-to-Russian NNJM, where the Russian tar-
get side is traversed in reverse order. These NNJM
variants were trained and self-normalized using
the same parameters as the NNJMs used for de-
coding described above in Section 2.5, the only
difference being to swap source and target and re-
verse target word order as described above. Dur-
ing development, rescoring improved our uncased
BLEU score by 0.4 on newstest2015.

2.8 Truecasing
The decoder was used to translate the lowercased,
rescored output to mixed case using a target side
LM and a truecase map. The 3-gram truecasing
LM was trained on the target side of all the WMT
parallel training data as well as the WMT mono-
lingual English corpus described in Section 2.1.
Beginning of sentence case was normalized be-
fore training the LM. In addition, casing informa-
tion was transferred heuristically from the source
to the target for OOVs and title/upper cased multi-
word sequences. Beginning-of-sentence case was
also restored. There were no OOVs because of

transliteration (Section 3.3), so case for translit-
erated words was restored via a post-processing
script. As a final step, the output was detokenized
with rule-based methods.

3 New features

Our success in using Russian lemmas to improve
word alignment and NNJMs to improve the over-
all system performance has inspired us to fur-
ther develop new components to leverage these
ideas. In this section, we describe the new fea-
tures integrated with Portage in our submitted sys-
tem: a neural network lexical translation model
(NNLTM), a fallback Russian lemma phrase table,
and a semi-supervised transliteration model.

3.1 Neural network lexical translation model

In addition to the NNJM feature described above,
we also implemented the neural network lexical
translation model (NNLTM) from (Devlin et al.,
2014). The NNLTM is identical in structure to the
NNJM except that it does not use target context.
It is complementary to the NNJM because it ac-
counts for all source words: for each source word
fj in the current sentence, it models p(ēaj |f j+m

j−m ),
where ēaj is the sequence of zero or more words
aligned to fj . Following Devlin et al. (2014), we
set m = 5, and used 192 units for source embed-
dings and 512 units for the hidden layer.

We used a single NNLTM trained on source
lemmas with source and target vocabulary sizes
of 128K and 64K, and backoff to source classes
as described above for the NNJM. On the tar-
get side, sequences of words ēaj that were not
among the most frequent 64K sequences were
mapped to classes that depended on the mkcls
class of their first word and their length, up
to a maximum length of 2. For example, un-
known word sequences A, A_B, and A_B_C get
mapped to classes mkcls(A):1, mkcls(A):2, and
mkcls(A):2 respectively.

Training and self-normalization details were
identical to those for the NNJM. Perpexity on the
development set was 10.41.

3.2 Fallback Russian lemma phrase table

To augment source coverage, we used an addi-
tional phrase table trained on source lemmas in
a similar fashion to the regular phrase table de-
scribed in Section 2.2. We combined the two ta-
bles statically prior to decoding, into a single ta-
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ble with non-lemmatized source phrases. For a
given source text and its lemmatized version, we
first create an expansion phrase table with an entry
for each source phrase in the text whose lemma-
tized form is present in the lemmatized phrase ta-
ble. The target phrase and scores for the entry are
obtained from the lemmatized table; that is, entries
for different surface forms of the same lemma will
have identical scores in the expansion table. We
then linearly interpolate the regular and expansion
tables, using epsilon probabilities for missing en-
tries, and a weight of 0.9 on the regular table.1 The
combined table is used in a standard way during
decoding.

3.3 Transliteration

We transliterated the lemmatized forms of all
Russian words whose surface forms are out-of-
vocabulary, regardless of whether their lemma-
tized forms occurred in either the standard or the
lemmatized phrase tables. Transliterations were
encoded as translation rules with multiple scored
alternatives, similar to the approach found to be
optimal by Durrani et al. (2014). We experimented
with letting transliterations compete with trans-
lations of lemmatized forms from the phrase ta-
ble when available, but found that using only the
transliteration rules for OOVs resulted in slightly
higher BLEU scores.

Transliterations were produced by two versions
of our Portage PBMT system trained to map Cyril-
lic character sequences into Latin ones. Words
containing more than 2 characters, all of which
were either alphabetic or hyphens, and at least one
of which was non-ASCII, were transliterated with
a standard system; others (about 20% of OOVs)
were transliterated using a backoff system.

The standard transliteration system was trained
on parallel corpora consisting of the wiki-guessed-
names and wiki-guessed-patronymic-names cor-
pora,2 with first and last names split into sepa-
rate entries; and additionally on 200K transliter-
ated word pairs mined from the parallel corpora as
described below. Two character 6-gram language
models were trained on all word types from the
English side of the parallel corpora, and from the
English Gigaword. The standard system used KN
smoothing for phrase probabilities and an indica-

1We experimented with log-linear and backoff combina-
tions, but these did not perform as well.

2Both corpora are provided as part of the official WMT
2016 Russia-to-English training data.

5 runs ave. best run
System dev test
word-aligned baseline 35.3 28.0 28.1
lemma-aligned baseline 35.3 28.2 28.3
+ lemma NNJM 36.1 28.7 28.8
+ word NNJM 36.3 28.8 28.8
+ NNLTM 36.3 28.8 28.9
+ fallback lemma table 36.8 29.1 29.2
+ transliteration 37.0 29.2 29.3
+ rescoring – – 29.7

Table 1: Selected results from our development
experiments.

tor feature on phrase pairs from the mined corpus.
The backoff system was intended to enforce a

more literal style of transliteration appropriate for
non-words. It was trained only on the guessed-
*names corpora, with a phrase length limit of 3
and a restriction to monotonic translation.

We used a semi-supervised approach to mine
transliterated word pairs from the parallel cor-
pora, loosely modeled on the work of Sajjad et
al. (2012). We first extracted candidate pairs from
one-to-one word alignments where both words
were longer than 2 characters and contained only
alphabetic characters. Next we scored each can-
didate pair e, f using the formula log p(e|f) +
log p(f |e)−log pn(e, f), where p(e|f) and p(f |e)
are probabilities from (character-wise) HMM
models trained on the guessed-*names corpora,
and pn(e, f) = pn(e)pn(f) is a character unigram
model. Finally, we ranked all candidates by de-
scending score and retained the top 200K.

4 Development Experiments

We carried out a large number of development
experiments throughout the design of this sys-
tem, using the data conditions described in Sec-
tion 2.1, with the WMT 2014 test set as our tuning
set (dev), and the WMT 2015 test set as our test
set. We monitored uncased BLEU on a system-
tokenized version of the test set, reporting the av-
erage and the best of 5 random tuning replications.

Table 1 provides some selected results from
these experiments and table 2 shows an example of
how the different components improve the trans-
lation quality. The word baseline reflects a sys-
tem with standard phrase-based features, reorder-
ing models, sparse features, monolingual language
models and an uninterpolated phrase table. The
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input полиция карраты предъявила 20-летнему мужчине обвинение в
отказе остановиться и опасном вождении .

reference karratha police have charged a 20-year-old man with failing to stop and
reckless driving .

word-aligned baseline police charge man in 20-years punching карраты refusing to stop and dan-
gerous driving .

lemma-aligned baseline police charged карраты 20-years man indicted in refusing to stop and dan-
gerous driving .

+ neural components police charged карраты 20-years man charged with refusing to stop and
dangerous driving .

+ OOV handling karratha police charged a 20-year-old man accused of refusing to stop and
dangerous driving .

+ rescoring karratha police have charged a 20-year-old man accused of refusing to stop
and dangerous driving .

Table 2: Example that shows significant improvements by using lemma alignments, adding neural com-
ponents (i.e. 2NNJMs and NNLTM), adding OOV handling (i.e. fallback lemma table and transliteration)
and rescoring.

alignment for all components in this word baseline
is based on the surface form of the Russian word.
We then replace the word alignment for all com-
ponents with lemma alignment to form the lemma
baseline. We then add the neural components, the
fallback lemma table and the transliteration com-
ponent. The rescoring step is only done on the best
model as the final step before recasing and detok-
enizing.

Given such a strong lemma baseline, the biggest
impact comes from the addition of the first NNJM.
The next largest jump comes from the fallback
Russian lemma phrase table, which also improved
our OOV rate considerably. We were pleas-
antly surprised to see the transliteration compo-
nent helping to the extent that it does. These
sorts of point-wise vocabulary improvements do
not always have a visible impact on BLEU. We are
optimistic that its impact will be even more pro-
nounced in the human evaluation.

5 Conclusion

We have presented the NRC submission to the
WMT 2016 Russian-English news translation
task. The key contributions of our system in-
clude 1) using Russian lemmas to improve word
alignment while using the original Russian words
to preserve case information in different models;
2) the incorporation of NNJMs and NNLTM; 3)
a fallback Russian lemma phrase table for Rus-
sian OOVs and 4) a semi-supervised transliter-
ation model built on a seed corpus mined from

the standard parallel training data. Our system
achieved the highest uncased BLEU, the second
highest cased BLEU and the lowest TER scores
among the eight participants in WMT 2016, and
ranked third out of ten systems in the human eval-
uation.
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Abstract

In this paper, we present our new ex-
perimental system of merging dependency
representations of two parallel sentences
into one dependency tree. All the in-
ner nodes in dependency tree represent
source-target pairs of words, the extra
words are in form of leaf nodes. We use
Universal Dependencies annotation style,
in which the function words, whose us-
age often differs between languages, are
annotated as leaves. The parallel tree-
bank is parsed in minimally supervised
way. Unaligned words are there auto-
matically pushed to leaves. We present
a simple translation system trained on
such merged trees and evaluate it in
WMT 2016 English-to-Czech and Czech-
to-English translation task. Even though
the model is so far very simple and no lan-
guage model and word-reordering model
were used, the Czech-to-English variant
reached similar BLEU score as another es-
tablished tree-based system.

1 Introduction

Tree-based machine translation systems (Chiang
et al., 2005; Dušek et al., 2012; Sennrich and Had-
dow, 2015) are alternatives to the leading phrase-
based MT systems (Koehn et al., 2007) and newly
very progressive neural MT systems (Bahdanau et
al., 2015). Our approach aims to produce bilingual
dependency trees, in which both source and tar-
get sentences are encoded together. We adapt the
Universal Dependencies annotation style (Nivre et
al., 2016), in which the functional words1 are in

1Functional words are determiners, prepositions, conjunc-
tions, auxiliary verbs, particles, etc.

the leaf nodes and therefore the grammatical dif-
ferences between the languages does not much af-
fect the common dependency structure. We were
partially inspired by the Stochastic inversion trans-
duction grammars (Wu, 1997).

Our merged dependency trees are defined in
Section 2. The data we use and necessary prepro-
cessing is in Section 3. The merging algorithm it-
self, which merges two parallel sentences into one,
is described in Section 4. Section 5 presents the
minimally supervised parsing of the merged sen-
tences. The experimental translation system using
the merged trees is described in Section 6. Finally,
we present our results (Section 7) and conclusions
(Section 8).

2 Merged trees

We introduce “merged trees”, where parallel sen-
tences from two languages are represented by a
single dependency tree. Each node of the tree con-
sists of two word-forms and two POS tags. An ex-
ample of such merged dependency tree is in Fig-
ure 3. If two words are translations of each other
(1-1 alignment), they share one node labeled by
both of them. Words that do not have their coun-
terparts in the other sentence (1-0 or 0-1 align-
ment) are also represented by nodes and the miss-
ing counterpart is marked by label <empty>. All
such nodes representing a single word without any
counterpart are leaf nodes. This ensures that the
merged tree structure can be simply divided into
two monolingual trees, not including empty nodes.
The two separated trees are also “internally” iso-
morfic, the only differences are in leaves.

The annotation style of Universal Dependencies
is suitable for the merged tree structures, since ma-
jority of function words are annotated as leaves
there. Function words are the ones which often
cannot be translated as one-to-one. For example,
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ADJ adjective PART particle
ADP adposition PRON pronoun
ADV adverb PROPN proper noun
AUX auxiliary verb PUNCT punctuation

CONJ coord. conj. SCONJ subord. conj.
DET determiner SYM symbol
INTJ interjection VERB verb

NOUN noun X other
NUM numeral

Table 1: List of part-of-speech tags used in Uni-
versal Dependencies annotation style.

prepositions in one languages can be translated as
different noun suffixes in another one. Some lan-
guages use determiners, some not. Auxiliary verbs
are also used differently across languages.

3 Data

The parallel data we use in the experiments is the
training part of the Czech-English parallel corpus
CzEng 1.0 (Bojar et al., 2012). It consists of
more than 15 million sentences, 206 million to-
kens on the Czech side and 232 million tokens on
the English side. We extract the parallel sentences
with original tokenization from the CzEng export-
format together with the part-of-speech (POS) tags
and the word alignment.

The original CzEng POS tags, Prague Depen-
dency Treebank tags (Hajič et al., 2006) for Czech
and Penn Treebank tags (Marcus et al., 1993) for
English, are mapped to the universal POS tagset
developed for Universal Dependencies (Nivre et
al., 2016). The simple 1-to-1 mapping was taken
from the GitHub repository.2 The POS tags used
in Universal Dependencies POS are listed in Ta-
ble 1.

4 Merging algorithm

Parallel sentences tagged by the universal POS
tags are then merged together using the algorithm
in Figure 1. We describe the algorithm for the
English-to-Czech translation, even though the pro-
cedure is generally language universal.

The algorithm uses two unidirectional align-
ments, which we call en2csAlign and cs2enAlign.
For each English word, the en2csAlign defines its
counterpart in the Czech sentence. The cs2enAlign
defined the English counterpart for each Czech

2https://github.com/UniversalDependencies

Input: enF, enT, csF, csT : arrays of forms
and tags of the English and Czech
sentence

Input: en2csAlign, cs2enAlign:
unidirectional alignment links
between English and Czech

Output: mrgF,mrgT : arrays of form and
tags of the merged sentence

k = 0;
foreach i ∈ {1, · · · , |enF |} do

used = 0;
foreach j ∈ {1, · · · , |csF |} do

if cs2enAlign[i] 6= j then continue;
k++;
if en2csAlign[j] = i then

mrgF [k] = enF [i] + ’ ’ + csF [j];
mrgT [k] = enT [i] + ’ ’ + csT [j];
used = 1;

else
mrgF [k] = ’<empty> ’ + csF [j];
mrgT [k] = ’<empty> ’ + csT [j];

end
end
if used = 0 then

k++;
mrgF [k] = enF [i] + ’ <empty>’;
mrgT [k] = enT [i] + ’ <empty>’;

end
end
return mrgF,mrgT ;

Figure 1: Merging algorithm pseudocode.

word.3 These alignment links are direct outputs
from GIZA++ word-alignment tool (Och and Ney,
2003) before symmetrization.

The algorithm traverses through the source sen-
tence and for each word, it collects all its tar-
get counterparts using the cs2enAlign4 The Czech
word, where the cs2enAlign and en2csAlign inter-
sect, creates the word pair with the English one.
The other Czech words stay alone and are com-
pleted with the <empty> label. If there is no in-
tersection counterpart for the English word, it is
also completed with the <empty> label.

Figure 2 shows one example of merging. The
pairs of words connected by both cs2enAlign

3In CzEng corpus export format, these alignments are
called ali there and ali back, sometimes they are also called
left and right alignments.

4Since we search for all the Czech words that are aligned
to the English one, we need the cs2enAlign.
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Shaw painstakingly removed the case from under the rigid fingers  .

Shaw velice opatrně vysunul kufřík ze ztuhlých prstů   .

Shaw_Shaw painstakingly_velice <empty>_opatrně removed_vysunul the_<empty>

PROPN            ADV                   VERB       DET  NOUN   ADP       ADP     DET    ADJ      NOUN PUNCT 

PROPN     ADV         ADV          VERB       NOUN  ADP       ADJ         NOUN PUNCT 

case_kufřík from_ze under_<empty> the_<empty> rigid_ztuhlých fingers_prstů       ._.

PROPN_PROPN                         ADV_ADV              <empty>_ADV                       VERB_VERB           DET_<empty>

NOUN_NOUN        ADP_ADP       ADP_<empty>        DET_<empty>            ADJ_ADJ                     NOUN_NOUN  PUNCT_PUNCT 

Figure 2: Example of merging English and Czech sentence together with the Universal Dependencies
POS tags. Alignment links are depicted by arrows. Bidirectional arrows represent the intersection con-
nections.

a-tree
zone=en

Shaw_Shaw
PROPN_NOUN

painstakingly_velice
ADV_ADV

<empty>_opatrně
<empty>_ADV

removed_vysunul
VERB_VERB

the_<empty>
DET_<empty>

case_kufřík
NOUN_NOUN

from_ze
ADP_ADP

under_<empty>
ADP_<empty>

the_<empty>
DET_<empty>

rigid_ztuhlých
ADJ_ADJ

fingers_prstů
NOUN_NOUN

._.
PUNCT_PUNCT

Figure 3: Example of English-Czech merged tree. The same sentence as in Figure 2 is shown.

and en2csAlign links are paired together into
one word, their POS tags are paired in the
same way. The words without intersection
counterparts are paired with <empty> words or
<empty> POS tags respectively. The tokens in
the merged sentence are ordered primarily ac-
cording to the English sentence. The Czech
words with <empty> counterparts are together
with Czech words aligned with the same English
word. Globally, the Czech word order cannot be
preserved due to crossing intersection alignment
links, which is a quite common phenomenon.

5 Minimally Supervised Parallel Parsing

For parsing the merged sentences, we use the
Unsupervised Dependency Parser (UDP) imple-
mented by Mareček and Straka (2013). The source
code is freely available,5 and it includes a mech-

5http://ufal.mff.cuni.cz/udp

anism how to import external probabilities. The
UDP is based on Dependency Model with Va-
lence, a generative model which consists of two
sub-models:

• Stop model pstop(·|tg, dir) represents proba-
bility of not generating another dependent in
direction dir to a node with POS tag tg. The
direction dir can be left or right. If pstop = 1,
the node with the tag tg cannot have any de-
pendent in direction dir. If it is 1 in both di-
rections, the node is a leaf.

• Attach model pattach(td|tg, dir) represents
probability that the dependent of the node
with POS tag tg in direction dir is labeled
with POS tag td.

In other words, the stop model generates edges,
while the attachmodel generates POS tags for the
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ADP, ADV, AUX, CONJ,
DET, PART, PRON, PUNCT, 1.0
SCONJ, <empty>
ADJ, INTJ, SYM 0.7
NOUN, PROPN, NUM, X 0.4
else 0.1

Table 2: Stop probabilities priors set for individual
POS tags.

new nodes. The inference is done using blocked
Gibbs sampling (Gilks et al., 1996).

During the inference, the attach and the stop
probabilities can be combined linearly with exter-
nal prior probabilities pext:

pfinalstop = (1− λstop) · pstop + λstop · pextstop,

pfinalattach = (1− λatach) · pattach + λattach · pextattach,

where the parameters λ define their weights. In
the original paper (Mareček and Straka, 2013), the
external priors pextstop were computed based on the
reducibility principle on big raw corpora.

We use the external prior probabilities to de-
fine grammatical rules for POS tags based on UD
annotation style. Our rules simply describe how
likely a node with a particular POS is a leaf. In
case of the merged trees there is a pair of POS
tags in each node. We manually set the pextstop for
the POS tags pairs as listed in Table 2. In case
the two POS tags in one node have different pextstop,
we take the higher one. For example, for the pair
ADP VERB, we set its prior stop probability to
1.0 (as to the tag ADP), even though the tag VERB
should get 0.1.

It is possible to define different left and right
pextstop priors, however, we decided to set it equally
for both the directions, since it is linguistically
more language independent.

Example of a merged dependency tree is shown
in Figure 3.

6 Our Simple Machine Translation
System

Our simple translation system based on the
merged-trees has the following 3 steps:

• training: We go through the training merged
trees and compute so called tree-n-gram
counts. The tree-n-grams are n-grams with
added parent and children words into context.

• parsing: We parse the input data using a
parser trained on the source parts of the
merged-trees.

• decoding: We use the tree-n-gram counts to
predict the most probable translation of each
source tree.

In the training phase, we traverse the training
merged-trees and collect the tree-n-gram counts.
Besides looking on the previous and following
words, we look also on the parent words. In the
training and decoding phase, we work only with
word forms, not with the POS tags. We denote
wi the i-th node in the merged tree and pi its par-
ent. The previous and following word are wi−1

and wi+1 respectively. We collect only the source
words tree-n-gram counts. Their types are listed
in Table 3.

1. count(wi−1, wi, wi+1)
2. count(wi, pi, wi + 1)
3. count(wi, pi, wi−1)
4. count(wi, wi+1)
5. count(wi, wi−1)
6. count(wi, pi)
7. count(wi)

Table 3: Tree-n-gram types collected.

For each node, we also define full target trans-
lation, which consist of the target (in our case
Czech) form of the node together with target forms
of all child nodes with <empty> source (English)
form. For example, in Figure 3, the full Czech
translation of the node “painstakingly velice” is
not only the word “velice”, but two words “velice
opatrně”.

The parsing phase is necessary to get monolin-
gual tree for sentences we need to translate. Since
the merged trees preserves the word ordering of
the source sentences (English), we can be simply
separate single English dependency trees from the
merged trees. We train the MST parser (McDon-
ald et al., 2005) on the separated source (English)
trees. The parser is then used to parse the input
sentences for translation.

In the decoding step, we translate the parsed
source (English) tree into target (Czech) sentence.
For each the source node, we go through the tree-
n-gram list, from the largest n-gram to the single
unigram (according to Table 3) and see, whether it
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language pair BLEU BLEU cased
English-to-Czech 9.5 8.3
Czech-to-English 15.6 13.2

Table 4: Our system BLEU scores.

appears in the training data more than once6. If it
is there, we translate the node by the most frequent
Czech translation found in the training data. If not,
we continue to the next type of n-gram until we
find n-gram which appear in the training data more
than once. If we end up with single unigram, it is
enough if it appears once in the training data and
we use its translation. In case the English word is
out-of-vocabulary, we do not translate it and use
the same form for Czech translation.

Note, that the Czech translation of a node can be
more words or no word (in case the English word
appears most frequently with the<empty> label).

When the whole dependency tree is translated,
we simply project the tree into linear sentence by
depth-first algorithm.

7 Results

We tested our translation system in WMT2016
News translation task on English-to-Czech and
Czech-to-English language pairs. The BLEU
scores (Papineni et al., 2002) are shown in Ta-
ble 4. Both scores are quite low compared to
the best translation systems reaching more 25 or
30 BLEU points respectively. However, for the
Czech-to-English direction, the results are compa-
rable with the established tree-based system Tec-
toMT (Mareček et al., 2010; Dušek et al., 2012),
which has 14.6 BLEU points and 13.6 BLEU
points for the cased variant.

Our system is still under development. This is
the first attempt to employ the merged trees in ma-
chine translation. So far, it does not use any lan-
guage modelling or word reordering. The fact that
not-aligned words are treated as function words
can cause shorter translations with missing con-
tent words. All such shortcomings are planned to
be solved in future work.

8 Conclusions

We presented the merged trees, bilingual de-
pendency trees in Universal Dependencies style

6We do not use n-grams whose appear only once in the
training data. We translate the node using a smaller n-gram
instead

parsed by minimally supervised way. The main
purpose of such trees is to help in machine trans-
lation. We showed very simple translation system
and evaluated it WMT 2016 News translation task.

In future work, we will work on improving the
system. We plan to employ machine learning,
beam-search and language modelling to approach
the better MT systems.
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chyna. 2012. The Joy of Parallelism with CzEng
1.0. In Proceedings of LREC2012, Istanbul, Turkey,
May. ELRA, European Language Resources Asso-
ciation.

David Chiang, Adam Lopez, Nitin Madnani, Christof
Monz, Philip Resnik, and Michael Subotin. 2005.
The Hiero Machine Translation System: Extensions,
Evaluation, and Analysis. In Proceedings of the
Conference on Human Language Technology and
Empirical Methods in Natural Language Process-
ing, HLT ’05, pages 779–786, Stroudsburg, PA,
USA. Association for Computational Linguistics.
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Abstract

This paper provides an overview of the
PROMT submissions for the WMT16
Shared Translation Tasks. We participated
in seven language pairs with three differ-
ent system configurations (rule-based, sta-
tistical and hybrid). We describe the ar-
chitecture of the three configurations. We
show that fast and accurate customization
of the rule-based system can increase the
BLEU scores significantly.

1 Introduction

This paper presents the PROMT systems submit-
ted for the Shared Translation Task of WMT16.
We participated in seven language pairs with
three different types of systems: English-
Russian, Russian-English, English-German (Rule-
based systems); Finnish-English, Turkish-English
(Statistical systems); English-Spanish, English-
Portuguese (Hybrid systems). The paper is orga-
nized as follows. In Section 1, we briefly outline
the three types of our systems and their features.
In Section 2, we describe the experimental setups
and the training data and present the results. Fi-
nally, Section 3 concludes the paper.

2 Systems Overview

2.1 RBMT System

The PROMT rule-based machine translation
(RBMT) System is a mature machine translation
system with huge linguistic structured databases
containing morphological, lexical and syntactic
features for the English, German, French, Span-
ish, Italian, Portuguese and Russian languages.

2.2 SMT System

Basic components
The PROMT SMT system is based on the Moses
open-source toolkit (Koehn et al., 2007). We use
MGIZA (Gao and Vogel, 2008) to generate word
alignments. We build the phrase tables and lexi-
cal reordering tables using the Moses toolkit. The
IRSTLM toolkit (Federico et al., 2008) is used
to build language models, which are scored using
KenLM (Heafield, 2011) in the decoding process.
We use ZMERT (Zaidan, 2009) for weights opti-
mization. We use a complex recaser combining
a Moses-based recasing model and in-house rule-
based algorithms based on source text information
and word alignments.

Text preprocessing
We have a standard procedure for preprocessing
and filtering parallel data, which includes remov-
ing too long sentences, discarding sentence pairs
with significant length ratios etc. Text data is to-
kenized with in-house tokenizers and lowercased
before generating word alignments.

Processing Named Entities
The in-house Named Entities (NEs) Recognition
module allows to extract and process multiple
types of entities including personal and company
names, phone numbers, e-mails, dates etc. The
numeric elements of NEs are replaced with place-
holders in training data. We use XML markup for
NEs and preserve the original values for numeric
elements during decoding.

2.3 Hybrid System

The PROMT Hybrid system is based on three
components: the RBMT module, the RBMT post-
processor and the statistical post-editing (SPE)
module. Text translation is performed as follows.
First, the RBMT module translates the source text
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and outputs a complex structure containing the
translation and its linguistic features (morpholog-
ical and syntactic information, extracted named
entities etc.). Second, the RBMT postprocessor
generates XML based on the output of the RBMT
module. Finally, the XML is fed to the SPE mod-
ule which generates the output translation. The
SPE module is basically a SMT system built on
a parallel corpus of RBMT translations and their
human references as described in (Simard et al.,
2007). The SPE technique allows us to 1) handle
systematic RBMT errors which are hard to deal
with algorithmically; 2) fast and effectively adapt
a translation system to a specific domain.

3 Experimental settings and results

In this section, we describe the experimental set-
tings and report the results.

3.1 RBMT System

In this Section, we describe the RBMT submis-
sions for English-Russian-English (News Task)
and for English-German (News and IT Tasks).

Data
We used the News Commentary v11 and the Wiki
Headlines parallel corpora to tune the system for
the News Task. The batch 1 and batch2 sets from
WMT16 training data were used for the English-
German system for the IT Task.

RBMT system tuning
We have a semi-supervised technique for tuning
the RBMT system. The technique is based on
using the PROMT parsers. We use the follow-
ing pipeline. We extract and build frequency lists
of various types of NEs, out-of-vocabulary words
(OOVs) and syntactic constructions. We analyze
the most frequent units using human linguistic ex-
pertise. We modify the system by adding, remov-
ing or changing the values for the linguistic fea-
tures of the system database elements. As a result,
we obtain a system tuned for a specific text do-
main.

Results
Table 1 shows the BLEU scores (Papineni et al.,
2002) for the baseline and the tuned RBMT sys-
tems for different language pairs measured on the
newstest2016 test set and the batch3 test set for the
IT Task. The huge difference between the base-

Language pair Baseline Tuned
en-ru 19,9 22,6
ru-en 20,29 21,21

en-de (News) 19,57 22,62
en-de (IT) 30,62 40,3

Table 1: Results for the RBMT submissions.

line and the tuned configuration for the English-
German system (IT Task) is explained mostly by
the fact that we use specific in-domain databases
for IT.

3.2 SMT System

In this Section, we describe the SMT submis-
sions for Turkish-English (News Task) and Finish-
English (News Task).

Turkish-English

Data We used all Opus (Tiedemann, 2012) data
and company private parallel data (which consists
mostly of crawled and aligned texts from different
news web-sites). The Subtitles were preprocessed
as follows: 1) we built a list of unique source
sentences with all corresponding target sentences,
for each source sentence we selected the most fre-
quent target sentence (this helped us to get rid of
most noisy data); 2) the selected data was filtered
using in-house language recognition tool; 3) tar-
get data was filtered using a language model built
on 2014, 2015 news texts corpora from statmt.org.
Table 2 shows the statistics regarding the parallel
training data (note that statistics for OPUS do not
include Subtitles as they are presented separately).

Corpus #word S (M) #word T (M)
Opus 47,2 36,9

Subtitles 291,9 274,8
Private data 2,9 2,7

Overall 342 314,4

Table 2: Parallel data statistics for the Turkish-
English system for the source (S) and the target
(T) sides. #words is in millions (M).

A 3-gram language model was built on 2014,
2015 news texts corpora from statmt.org. We used
randomly selected sentence pairs from Tatoeba
and TED corpora (4000 sentence pairs) and the
whole newsdev2016 development set for tuning.
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Morphological preprocessing Turkish is a
highly agglutinative language with complex mor-
phology. A common technique to reduce data
sparseness and produce better word alignments is
morphological segmentation of the Turkish side of
parallel data (Bisazza and Federico, 2009). We ap-
ply this technique to our training data using the
Nuve1 morphological analyzer . We split off 32
types of affixes (one of them is removed from
source text as it is not expected to have English
counterparts). The source vocabulary size reduced
substantially (2.3 to 1.8 million units). We do not
yet perform the disambiguation, so we split words
in every case when we have an analysis variant
which contains affixes described in our segmen-
tation rules.

OOVs We use the Nuve built-in stemmer to
process OOVs. The technique is quite simple.
The SMT model uses two phrase-tables: the pri-
mary table and the back-off table used to translate
OOVs. The back-off table consists of the primary
table vocabulary stems with several translations
selected by a certain direct probability threshold.
An OOV is stemmed and retranslated during de-
coding.

Finnish-English
Data The 2016 system is based on the exist-
ing PROMT 2015 system. The 2015 system
uses OPUS data (except IT documentation cor-
pora and Subtitles) and company private paral-
lel data (which consists mostly of crawled and
aligned texts from different news web-sites). We
added the Subtitles corpus to the training data for
the 2016 system. The subtitles were preprocessed
in the same way as for the Turkish-English sys-
tem except that we used a higher threshold when
filtering the texts with the news language model.
Table 3 shows the statistics regarding the parallel
training data.

Corpus #word S (M) #word T (M)
Opus 274,1 192

Subtitles 100,2 95,6
Private data 2,8 3,3

Overall 377,1 290,9

Table 3: Parallel data statistics for the Finnish-
English system for the source (S) and the target
(T) sides. #words is in millions (M).

1https://github.com/hrzafer/nuve

We used the language model built for the
Turkish-English system. The newsdev2015 and
newstest2015 sets were used for tuning.

OOVs We use the NLTK (Loper and Bird, 2002)
implementation of the Snowball stemming al-
gorithm (Porter, 1980) and the in-house splitter
for compound words based on the algorithm de-
scribed in (Koehn and Knight, 2003). The proce-
dure for processing OOVs is pretty much the same
as for the Turkish-English system, but with the ad-
ditional step of splitting compound words which
are not present in the back-off phrase-table.

Results
The BLEU scores for the Finnish-English and the
Turkish-English experiments are reported in Ta-
bles 4 and 5 respectively.

System BLEU
2015 system 19,88
2016 system 21,05

2016 system+UNK 21,21

Table 4: Results for the Finnish-English SMT sub-
missions. UNK stands for using the unknown
words processing technique.

System BLEU
baseline 14,69

baseline+morph. segmentation 14,77
baseline+morph. segmentation+UNK 14,85

Table 5: Results for the Turkish-English SMT sub-
missions.

We did not perform the significance tests for the
scores difference between system configurations.
However, the difference between the Turkish-
English models with and without morphological
segmentation seems to be insignificant. This may
be due to the absence of a disambiguation algo-
rithm (our splitting technique may be improving
and worsening the translation at the same time).
We will see to that in future.

3.3 Hybrid System
In this Section, we describe the Hybryd submis-
sions for English-Spanish (IT Task) and English-
Portuguese (IT Task).

Data
We built two systems for each language pair: the
baseline (built only on WMT16 IT Task data) and
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the improved system (WMT16 IT Task data with
in-house IT documentation data). For the baseline
system, we used the data as is. The target side of
the private data for the improved system was fil-
tered using a language model built on batch1 and
batch2 development sets. 5% and 6.5% of the data
were discarded for the English-Spanish and the
English-Portuguese systems respectively. The dis-
carded data is mostly some junk with residual html
formatting. We also normalized the target data
for English-Portuguese by converting the orthog-
raphy for 50 most common words from Brazilian
to Portuguese language variety. The filtered pri-
vate data used for training amounts to 51,4 mil-
lion tokens for Spanish and 29,7 million tokens
for Portuguese. The language models for the sys-
tems were built on all target data. The batch1 and
batch2 development sets were used for tuning the
SPE module.

Results
The BLEU scores for both experiments are re-
ported in Table 6. It is worthy to mention the sub-

System
Language rbmt hybrid hybrid

pair (baseline) (improved)
en-sp 32,0 37,6 42,7
en-pt 27,2 32,0 32,7

Table 6: Results for the hybrid submissions.

stantial difference between the English-Spanish
and English-Portuguese results when comparing
the baseline and improved hybrid systems. The
difference between the training data size is not
drastically significant whereas the difference in
BLEU scores is. This may be due to the quality of
our Portuguese data. We will examine this ques-
tion in future.

4 Conclusions and future work

We have described the different approaches that
we used for our participation in the WMT16
Shared Translation Task. Using different ap-
proaches to machine translation allows us to per-
form competitively in all language pairs. We de-
scribe the fast semi-supervised RBMT system cus-
tomization technique which is effective in terms
of BLEU. We plan to research the disambiguation
impact on our morphological segmentation tech-
nique for Turkish and a more careful way of han-

dling OOVs for our SMT systems.
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Barry Haddow4, Rico Sennrich4, Frédéric Blain5, Lucia Specia5,
Jan Niehues6, Alex Waibel6, Alexandre Allauzen7, Lauriane Aufrant7,8,
Franck Burlot7, Elena Knyazeva7, Thomas Lavergne7, François Yvon7,

Stella Frank9, Mārcis Pinnis10

1RWTH Aachen University, Aachen, Germany
2LMU Munich, Munich, Germany

3Charles University in Prague, Prague, Czech Republic
4University of Edinburgh, Edinburgh, UK

5University of Sheffield, Sheffield, UK
6Karlsruhe Institute of Technology, Karlsruhe, Germany
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Abstract

This paper describes the joint submis-
sion of the QT21 and HimL projects for
the English→Romanian translation task of
the ACL 2016 First Conference on Ma-
chine Translation (WMT 2016). The sub-
mission is a system combination which
combines twelve different statistical ma-
chine translation systems provided by the
different groups (RWTH Aachen Univer-
sity, LMU Munich, Charles University in
Prague, University of Edinburgh, Univer-
sity of Sheffield, Karlsruhe Institute of
Technology, LIMSI, University of Ams-
terdam, Tilde). The systems are com-
bined using RWTH’s system combination
approach. The final submission shows an
improvement of 1.0 BLEU compared to the
best single system on newstest2016.

1 Introduction

Quality Translation 21 (QT21) is a European ma-
chine translation research project with the aim

of substantially improving statistical and machine
learning based translation models for challenging
languages and low-resource scenarios.

Health in my Language (HimL) aims to make
public health information available in a wider va-
riety of languages, using fully automatic machine
translation that combines the statistical paradigm
with deep linguistic techniques.

In order to achieve high-quality machine trans-
lation from English into Romanian, members of
the QT21 and HimL projects have jointly built a
combined statistical machine translation system.
We participated with the QT21/HimL combined
machine translation system in the WMT 2016
shared task for machine translation of news.1 Core
components of the QT21/HimL combined system
are twelve individual English→Romanian trans-
lation engines which have been set up by differ-
ent QT21 or HimL project partners. The outputs
of all these individual engines are combined us-
ing the system combination approach as imple-

1http://www.statmt.org/wmt16/
translation-task.html

344



mented in Jane, RWTH’s open source statistical
machine translation toolkit (Freitag et al., 2014a).
The Jane system combination is a mature imple-
mentation which previously has been successfully
employed in other collaborative projects and for
different language pairs (Freitag et al., 2013; Fre-
itag et al., 2014b; Freitag et al., 2014c).

In the remainder of the paper, we present the
technical details of the QT21/HimL combined ma-
chine translation system and the experimental re-
sults obtained with it. The paper is structured
as follows: We describe the common preprocess-
ing used for most of the individual engines in
Section 2. Section 3 covers the characteristics
of the different individual engines, followed by
a brief overview of our system combination ap-
proach (Section 4). We then summarize our empir-
ical results in Section 5, showing that we achieve
better translation quality than with any individual
engine. Finally, in Section 6, we provide a sta-
tistical analysis of certain linguistic phenomena,
specifically the prediction precision on morpho-
logical attributes. We conclude the paper with
Section 7.

2 Preprocessing

The data provided for the task was preprocessed
once, by LIMSI, and shared with all the partici-
pants, in order to ensure consistency between sys-
tems. On the English side, preprocessing con-
sists of tokenizing and truecasing using the Moses
toolkit (Koehn et al., 2007).

On the Romanian side, the data is tokenized us-
ing LIMSI’s tokro (Allauzen et al., 2016), a rule-
based tokenizer that mainly normalizes diacritics
and splits punctuation and clitics. This data is true-
cased in the same way as the English side. In addi-
tion, the Romanian sentences are also tagged, lem-
matized, and chunked using the TTL tagger (Tufiş
et al., 2008).

3 Translation Systems

Each group contributed one or more systems. In
this section the systems are presented in alphabetic
order.

3.1 KIT

The KIT system consists of a phrase-based ma-
chine translation system using additional models
in rescoring. The phrase-based system is trained
on all available parallel training data. The phrase

table is adapted to the SETimes2 corpus (Niehues
and Waibel, 2012). The system uses a pre-
reordering technique (Rottmann and Vogel, 2007)
in combination with lexical reordering. It uses two
word-based n-gram language models and three ad-
ditional non-word language models. Two of them
are automatic word class-based (Och, 1999) lan-
guage models, using 100 and 1,000 word classes.
In addition, we use a POS-based language model.
During decoding, we use a discriminative word
lexicon (Niehues and Waibel, 2013) as well.

We rescore the system output using a 300-best
list. The weights are optimized on the concate-
nation of the development data and the SETimes2
dev set using the ListNet algorithm (Niehues et al.,
2015). In rescoring, we add the source discrimina-
tive word lexica (Herrmann et al., 2015) as well as
neural network language and translation models.
These models use a factored word representation
of the source and the target. On the source side
we use the word surface form and two automatic
word classes using 100 and 1,000 classes. On the
Romanian side, we add the POS information as an
additional word factor.

3.2 LIMSI

The LIMSI system uses NCODE (Crego et al.,
2011), which implements the bilingual n-gram ap-
proach to SMT (Casacuberta and Vidal, 2004;
Crego and Mariño, 2006; Mariño et al., 2006) that
is closely related to the standard phrase-based ap-
proach (Zens et al., 2002). In this framework,
translation is divided into two steps. To trans-
late a source sentence into a target sentence, the
source sentence is first reordered according to a
set of rewriting rules so as to reproduce the tar-
get word order. This generates a word lattice con-
taining the most promising source permutations,
which is then translated. Since the translation step
is monotonic, this approach is able to rely on the
n-gram assumption to decompose the joint proba-
bility of a sentence pair into a sequence of bilin-
gual units called tuples.

We train three Romanian 4-gram language mod-
els, pruning all singletons with KenLM (Heafield,
2011). We use the in-domain monolingual cor-
pus, the Romanian side of the parallel corpora
and a subset of the (out-of-domain) Common
Crawl corpus as training data. We select in-
domain sentences from the latter using the Moore-
Lewis (Moore and Lewis, 2010) filtering method,

345



more specifically its implementation in XenC
(Rousseau, 2013). As a result, one third of the ini-
tial corpus is removed. Finally, we make a linear
interpolation of these models, using the SRILM
toolkit (Stolcke, 2002).

3.3 LMU-CUNI
The LMU-CUNI contribution is a constrained
Moses phrase-based system. It uses a simple fac-
tored setting: our phrase table produces not only
the target surface form but also its lemma and mor-
phological tag. On the input, we include lemmas,
POS tags and information from dependency parses
(lemma of the parent node and syntactic relation),
all encoded as additional factors.

The main difference from a standard phrase-
based setup is the addition of a feature-rich dis-
criminative translation model which is condi-
tioned on both source- and target-side context
(Tamchyna et al., 2016). The motivation for us-
ing this model is to better condition lexical choices
by using the source context and to improve mor-
phological and topical coherence by modeling the
(limited left-hand side) target context.

We also take advantage of the target factors
by using a 7-gram language model trained on se-
quences of Romanian morphological tags. Finally,
our system also uses a standard lexicalized re-
ordering model.

3.4 LMU
The LMU system integrates a discriminative rule
selection model into a hierarchical SMT system,
as described in (Tamchyna et al., 2014). The rule
selection model is implemented using the high-
speed classifier Vowpal Wabbit2 which is fully in-
tegrated in Moses’ hierarchical decoder. During
decoding, the rule selection model is called at each
rule application with syntactic context information
as feature templates. The features are the same as
used by Braune et al. (2015) in their string-to-tree
system, including both lexical and soft source syn-
tax features. The translation model features com-
prise the standard hierarchical features (Chiang,
2005) with an additional feature for the rule se-
lection model (Braune et al., 2016).

Before training, we reduce the number of trans-
lation rules using significance testing (Johnson et
al., 2007). To extract the features of the rule se-
lection model, we parse the English part of our

2http://hunch.net/˜vw/ (VW). Implemented by
John Langford and many others.

training data using the Berkeley parser (Petrov et
al., 2006). For model prediction during tuning and
decoding, we use parsed versions of the develop-
ment and test sets. We train the rule selection
model using VW and tune the weights of the trans-
lation model using batch MIRA (Cherry and Fos-
ter, 2012). The 5-gram language model is trained
using KenLM (Heafield et al., 2013) on the Roma-
nian part of the Common Crawl corpus concate-
nated with the Romanian part of the training data.

3.5 RWTH Aachen University: Hierarchical
Phrase-based System

The RWTH hierarchical setup uses the open
source translation toolkit Jane 2.3 (Vilar et al.,
2010). Hierarchical phrase-based translation
(HPBT) (Chiang, 2007) induces a weighted syn-
chronous context-free grammar from parallel text.
In addition to the contiguous lexical phrases, as
used in phrase-based translation (PBT), hierar-
chical phrases with up to two gaps are also ex-
tracted. Our baseline model contains models
with phrase translation probabilities and lexical
smoothing probabilities in both translation direc-
tions, word and phrase penalty, and enhanced low
frequency features (Chen et al., 2011). It also
contains binary features to distinguish between hi-
erarchical and non-hierarchical phrases, the glue
rule, and rules with non-terminals at the bound-
aries. We use the cube pruning algorithm (Huang
and Chiang, 2007) for decoding.

The system uses three backoff language models
(LM) that are estimated with the KenLM toolkit
(Heafield et al., 2013) and are integrated into the
decoder as separate models in the log-linear com-
bination: a full 4-gram LM (trained on all data),
a limited 5-gram LM (trained only on in-domain
data), and a 7-gram word class language model
(wcLM) (Wuebker et al., 2013) trained on all data
and with a output vocabulary of 143K words.

The system produces 1000-best lists which are
reranked using a LSTM-based (Hochreiter and
Schmidhuber, 1997; Gers et al., 2000; Gers et al.,
2003) language model (Sundermeyer et al., 2012)
and a LSTM-based bidirectional joined model
(BJM) (Sundermeyer et al., 2014a). The mod-
els have a class-factored output layer (Goodman,
2001; Morin and Bengio, 2005) to speed up train-
ing and evaluation. The language model uses 3
stacked LSTM layers, with 350 nodes each. The
BJM has a projection layer, and computes a for-
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ward recurrent state encoding the source and target
history, a backward recurrent state encoding the
source future, and a third LSTM layer to combine
them. All layers have 350 nodes. The neural net-
works are implemented using an extension of the
RWTHLM toolkit (Sundermeyer et al., 2014b).
The parameter weights are optimized with MERT
(Och, 2003) towards the BLEU metric.

3.6 RWTH Neural System
The second system provided by the RWTH is an
attention-based recurrent neural network similar
to (Bahdanau et al., 2015). The implementation
is based on Blocks (van Merriënboer et al., 2015)
and Theano (Bergstra et al., 2010; Bastien et al.,
2012).

The network uses the 30K most frequent words
on the source and target side as input vocabulary.
The decoder and encoder word embeddings are of
size 620. The encoder uses a bidirectional layer
with 1024 GRUs (Cho et al., 2014) to encode the
source side, while the decoder uses 1024 GRU
layer.

The network is trained for up to 300K updates
with a minibatch size of 80 using Adadelta (Zeiler,
2012). The network is evaluated every 10000 up-
dates on BLEU and the best network on the news-
dev2016/1 dev set is selected as the final network.

The monolingual News Crawl 2015 corpus is
translated into English with a simple phrase-based
translation system to create additional parallel
training data. The new data is weighted by us-
ing the News Crawl 2015 corpus (2.3M sentences)
once, the Europarl corpus (0.4M sentences) twice
and the SETimes2 corpus (0.2M sentences) three
times. The final system is an ensemble of 4 net-
works, all with the same configuration and training
settings.

3.7 Tilde
The Tilde system is a phrase-based machine trans-
lation system built on LetsMT infrastructure (Vasi-
jevs et al., 2012) that features language-specific
data filtering and cleaning modules. Tilde’s sys-
tem was trained on all available parallel data.
Two language models are trained using KenLM
(Heafield, 2011): 1) a 5-gram model using the
Europarl and SETimes2 corpora, and 2) a 3-gram
model using the Common Crawl corpus. We also
apply a custom tokenization tool that takes into
account specifics of the Romanian language and
handles non-translatable entities (e.g., file paths,

URLs, e-mail addresses, etc.). During translation
a rule-based localisation feature is applied.

3.8 Edinburgh/LMU Hierarchical System

The UEDIN-LMU HPBT system is a hierarchi-
cal phrase-based machine translation system (Chi-
ang, 2005) built jointly by the University of Ed-
inburgh and LMU Munich. The system is based
on the open source Moses implementation of the
hierarchical phrase-based paradigm (Hoang et al.,
2009). In addition to a set of standard features in a
log-linear combination, a number of non-standard
enhancements are employed to achieve improved
translation quality.

Specifically, we integrate individual language
models trained over the separate corpora (News
Crawl 2015, Europarl, SETimes2) directly into
the log-linear combination of the system and let
MIRA (Cherry and Foster, 2012) optimize their
weights along with all other features in tuning,
rather than relying on a single linearly interpolated
language model. We add another background lan-
guage model estimated over a concatenation of all
Romanian corpora including Common Crawl. All
language models are unpruned.

For hierarchical rule extraction, we impose less
strict extraction constraints than the Moses de-
faults. We extract more hierarchical rules by al-
lowing for a maximum of ten symbols on the
source side, a maximum span of twenty words,
and no lower limit to the amount of words cov-
ered by right-hand side non-terminals at extraction
time. We discard rules with non-terminals on their
right-hand side if they are singletons in the train-
ing data.

In order to promote better reordering decisions,
we implemented a feature in Moses that resem-
bles the phrase orientation model for hierarchical
machine translation as described by Huck et al.
(2013) and extend our system with it. The model
scores orientation classes (monotone, swap, dis-
continuous) for each rule application in decoding.

We finally follow the approach outlined by
Huck et al. (2011) for lightly-supervised train-
ing of hierarchical systems. We automatically
translate parts (1.2M sentences) of the monolin-
gual Romanian News Crawl 2015 corpus to En-
glish with a Romanian→English phrase-based sta-
tistical machine translation system (Williams et
al., 2016). The foreground phrase table extracted
from the human-generated parallel data is filled
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up with entries from a background phrase table
extracted from the automatically produced News
Crawl 2015 parallel data.

Huck et al. (2016) give a more in-depth descrip-
tion of the Edinburgh/LMU hierarchical machine
translation system, along with detailed experimen-
tal results.

3.9 Edinburgh Neural System

Edinburgh’s neural machine translation system
is an attentional encoder-decoder (Bahdanau et
al., 2015), which we train with nematus.3 We
use byte-pair-encoding (BPE) to achieve open-
vocabulary translation with a fixed vocabulary of
subword symbols (Sennrich et al., 2016c). We
produce additional parallel training data by auto-
matically translating the monolingual Romanian
News Crawl 2015 corpus into English (Sennrich
et al., 2016b), which we combine with the original
parallel data in a 1-to-1 ratio. We use minibatches
of size 80, a maximum sentence length of 50, word
embeddings of size 500, and hidden layers of size
1024. We apply dropout to all layers (Gal, 2015),
with dropout probability 0.2, and also drop out full
words with probability 0.1. We clip the gradient
norm to 1.0 (Pascanu et al., 2013). We train the
models with Adadelta (Zeiler, 2012), reshuffling
the training corpus between epochs. We validate
the model every 10 000 minibatches via BLEU on
a validation set, and perform early stopping on
BLEU. Decoding is performed with beam search
with a beam size of 12.

A more detailed description of the system, and
more experimental results, can be found in (Sen-
nrich et al., 2016a).

3.10 Edinburgh Phrase-based System

Edinburgh’s phrase-based system is built using
the Moses toolkit, with fast align (Dyer et al.,
2013) for word alignment, and KenLM (Heafield
et al., 2013) for language model training. In our
Moses setup, we use hierarchical lexicalized re-
ordering (Galley and Manning, 2008), operation
sequence model (Durrani et al., 2013), domain in-
dicator features, and binned phrase count features.
We use all available parallel data for the transla-
tion model, and all available Romanian text for the
language model. We use two different 5-gram lan-
guage models; one built from all the monolingual
target text concatenated, without pruning, and one

3https://github.com/rsennrich/nematus

built from only News Crawl 2015, with singleton
3-grams and above pruned out. The weights of
all these features and models are tuned with k-best
MIRA (Cherry and Foster, 2012) on first the half
of newsdev2016. In decoding, we use MBR (Ku-
mar and Byrne, 2004), cube-pruning (Huang and
Chiang, 2007) with a pop-limit of 5000, and the
Moses ”monotone at punctuation” switch (to pre-
vent reordering across punctuation) (Koehn and
Haddow, 2009).

3.11 USFD Phrase-based System
USFD’s phrase-based system is built using the
Moses toolkit, with MGIZA (Gao and Vogel,
2008) for word alignment and KenLM (Heafield
et al., 2013) for language model training. We use
all available parallel data for the translation model.
A single 5-gram language model is built using all
the target side of the parallel data and a subpart of
the monolingual Romanian corpora selected with
Xenc-v2 (Rousseau, 2013). For the latter we use
all the parallel data as in-domain data and the first
half of newsdev2016 as development set. The fea-
ture weights are tuned with MERT (Och, 2003) on
the first half of newsdev2016.

The system produces distinct 1000-best lists,
for which we extend the feature set with the
17 baseline black-box features from sentence-
level Quality Estimation (QE) produced with
Quest++4 (Specia et al., 2015). The 1000-best
lists are then reranked and the top-best hypothesis
extracted using the nbest rescorer available within
the Moses toolkit.

3.12 UvA
We use a phrase-based machine translation sys-
tem (Moses) with a distortion limit of 6 and lex-
icalized reordering. Before translation, the En-
glish source side is preordered using the neural
preordering model of (de Gispert et al., 2015). The
preordering model is trained for 30 iterations on
the full MGIZA-aligned training data. We use two
language models, built using KenLM. The first is
a 5-gram language model trained on all available
data. Words in the Common Crawl dataset that ap-
pear fewer than 500 times were replaced by UNK,
and all singleton ngrams of order 3 or higher were
pruned. We also use a 7-gram class-based lan-
guage model, trained on the same data. 512 word

4http://www.quest.dcs.shef.ac.uk/
quest_files/features_blackbox_baseline_
17
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Figure 1: System A: the large building; System B:
the large home; System C: a big house; System D:
a huge house; Reference: the big house.

classes were generated using the method of Green
et al. (2014).

4 System Combination

System combination produces consensus transla-
tions from multiple hypotheses which are obtained
from different translation approaches, i.e., the sys-
tems described in the previous section. A system
combination implementation developed at RWTH
Aachen University (Freitag et al., 2014a) is used to
combine the outputs of the different engines. The
consensus translations outperform the individual
hypotheses in terms of translation quality.

The first step in system combination is the gen-
eration of confusion networks (CN) from I in-
put translation hypotheses. We need pairwise
alignments between the input hypotheses, which
are obtained from METEOR (Banerjee and Lavie,
2005). The hypotheses are then reordered to match
a selected skeleton hypothesis in terms of word or-
dering. We generate I different CNs, each having
one of the input systems as the skeleton hypothe-
sis, and the final lattice is the union of all I gen-
erated CNs. In Figure 1 an example of a confu-
sion network with I = 4 input translations is de-
picted. Decoding of a confusion network finds the
best path in the network. Each arc is assigned a
score of a linear model combination of M differ-
ent models, which includes word penalty, 3-gram
language model trained on the input hypotheses, a
binary primary system feature that marks the pri-
mary hypothesis, and a binary voting feature for
each system. The binary voting feature for a sys-
tem is 1 if and only if the decoded word is from
that system, and 0 otherwise. The different model
weights for system combination are trained with
MERT (Och, 2003).

5 Experimental Evaluation

Since only one development set was provided we
split the given development set into two parts:

newsdev2016/1 and newsdev2016/2. The first part
was used as development set while the second
part was our internal test set. Additionally we
extracted 2000 sentences from the Europarl and
SETimes2 data to create two additional develop-
ment and test sets. Most single systems are op-
timized for newsdev2016/1 and/or the SETimes2
test set. The system combination was optimized
on the newsdev2016/1 set.

The single system scores in Table 1 show
clearly that the UEDIN NMT system is the
strongest single system by a large margin. The
other standalone attention-based neural network
contribution, RWTH NMT, follows, with only a
small margin before the phrase-based contribu-
tions. The combination of all systems improved
the strongest system by another 1.9 BLEU points
on our internal test set, newsdev2016/2, and by 1
BLEU point on the official test set, newstest2016.

Removing the strongest system from our sys-
tem combination shows a large degradation of the
results. The combination is still slightly stronger
then the UEDIN NMT system on newsdev2016/2,
but lags behind on newstest2016. Removing the
by itself weakest system shows a slight degrada-
tion on newsdev2016/2 and newstest2016, hinting
that it still provides valuable information.

Table 2 shows a comparison between all sys-
tems by scoring the translation output against each
other in TER and BLEU. We see that the neural
networks outputs differ the most from all the other
systems.

6 Morphology Prediction Precision

In order to assess how well the different system
outputs predict the right morphology, we compute
a precision rate for each Romanian morphologi-
cal attribute that occurs with nouns, pronouns, ad-
jectives, determiners, and verbs (Table 3). For
this purpose, we use the METEOR toolkit (Baner-
jee and Lavie, 2005) to obtain word alignments
between each system translation and the refer-
ence translation for newstest2016. The reference
and hypotheses are tagged with TTL (Tufiş et al.,
2008).5 Each word in the reference that is assigned
a POS tag of interest (noun, pronoun, adjective,
determiner, or verb) is then compared to the word
it is aligned to in the system output. When, for

5The hypotheses were tagged despite the risks that go
along with tagging automatically generated sentences. A dic-
tionary would have been a solution, but unfortunately we had
no such resource for Romanian.
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newsdev2016/1 newsdev2016/2 newstest2016
Individual Systems BLEU TER BLEU TER BLEU TER

KIT 25.2 57.5 29.9 51.8 26.3 55.9
LIMSI 23.3 59.5 27.2 55.0 23.9 59.2
LMU-CUNI 23.4 60.4 28.4 53.5 24.7 58.1
LMU 23.3 60.5 28.6 53.8 24.5 58.5
RWTH HPBT 25.4 58.7 29.3 53.3 25.9 57.6
RWTH NMT 25.1 57.4 30.6 49.6 26.5 55.4
Tilde 21.3 62.7 25.8 56.3 23.2 60.2
UEDIN-LMU HPBT 24.8 58.7 30.1 52.3 25.4 57.7
UEDIN PBT 24.7 59.3 29.1 53.2 25.2 58.1
UEDIN NMT 26.8 56.1 31.4 50.3 27.9 54.5
USFD 22.9 60.4 27.8 54.0 24.4 58.5
UvA 22.1 61.0 27.7 54.2 24.1 58.7
System Combination 28.7 55.5 33.3 49.0 28.9 54.2
- without UEDIN NMT 27.4 56.6 31.6 50.9 27.5 55.4
- without Tilde 28.8 55.5 33.0 49.5 28.7 54.5

Table 1: Results of the individual systems for the English→Romanian task. BLEU [%] and TER [%]
scores are case-sensitive.
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KIT - 55.0 55.9 51.7 56.2 48.2 50.3 54.6 55.1 42.8 56.6 54.1 52.8
LIMSI 29.3 - 54.3 52.1 51.8 43.0 49.8 55.3 56.2 38.2 57.3 52.1 51.4
LMU-CUNI 28.5 30.8 - 52.4 53.3 43.8 55.4 56.0 56.6 39.3 58.6 56.6 52.9
LMU 31.2 32.0 31.7 - 53.6 43.1 49.1 59.4 58.6 37.8 56.1 55.8 51.8
RWTH HPBT 28.5 32.4 31.2 30.8 - 47.5 50.1 54.9 55.6 41.8 53.9 55.3 52.2
RWTH NMT 33.7 37.9 37.3 37.5 34.8 - 40.8 44.3 45.3 46.0 43.8 43.6 44.5
Tilde 32.2 33.7 29.6 33.8 33.4 39.6 - 53.4 58.5 36.5 55.5 52.0 50.1
UEDIN-LMU HPBT 29.5 29.9 29.4 27.3 29.8 36.9 30.9 - 62.8 38.9 59.6 56.2 54.1
UEDIN PBT 28.4 28.9 28.5 27.0 29.3 35.4 27.0 24.2 - 39.4 60.2 58.6 55.2
UEDIN NMT 38.6 42.6 42.0 43.0 40.1 35.5 44.0 42.1 41.1 - 38.2 38.2 39.7
USFD 27.6 28.8 27.4 28.8 30.4 37.0 29.1 26.5 25.7 42.6 - 58.8 54.4
UvA 29.9 32.0 28.6 29.2 29.6 37.5 31.5 29.0 26.5 43.2 26.9 - 52.9
Average 30.7 32.6 31.4 32.0 31.8 36.6 33.2 30.5 29.3 41.3 30.0 31.3 -

Table 2: Comparison of system outputs against each other, generated by computing BLEU and TER on
the system translations for newstest2016. One system in a pair is used as the reference, the other as
candidate translation; we report the average over both directions. The upper-right half lists BLEU [%]
scores, the lower-left half TER [%] scores.
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Case 46.7% 46.0% 46.3% 45.7% 47.7% 48.0% 44.4% 46.3% 47.4% 49.8% 45.4% 45.4% 50.8%
Definite 50.5% 49.1% 50.0% 49.2% 50.5% 50.1% 47.2% 50.0% 50.5% 51.0% 49.2% 48.9% 53.3%
Gender 51.9% 51.0% 51.9% 51.3% 52.6% 52.1% 49.6% 51.9% 52.7% 53.0% 51.2% 50.9% 54.9%
Number 53.2% 51.7% 52.6% 52.3% 53.6% 53.7% 50.6% 52.9% 53.6% 54.9% 52.1% 51.8% 56.3%
Person 52.8% 51.3% 52.0% 52.0% 53.5% 55.0% 50.6% 52.6% 53.4% 57.2% 52.4% 51.6% 57.1%
Tense 45.8% 44.1% 44.7% 44.8% 45.7% 45.5% 42.3% 45.2% 45.1% 46.6% 44.9% 44.8% 48.0%
Verb form 45.9% 44.4% 45.5% 44.9% 46.6% 47.0% 43.9% 46.1% 46.5% 47.2% 45.5% 43.3% 48.7%

Reference words 57.7% 56.7% 57.3% 57.3% 58.3% 57.6% 55.7% 58.0% 58.5% 58.3% 57.3% 56.8% 60.4%with alignment

Table 3: Precision of each system on morphological attribute prediction computed over the reference
translation using METEOR alignments. The last row shows the ratio of reference words for which
METEOR managed to find an alignment in the hypothesis.

a given morphological attribute, the output and
the reference have the same value (e.g. Num-
ber=Singular), we consider the prediction correct.
The prediction is considered wrong in every other
case.

The last row in Table 3 shows the ratio of ref-
erence words for which METEOR found an align-
ment in the hypothesis. We observe a high cor-
relation between this ratio and the quality of the
morphological predictions, showing that the accu-
racy is highly dependent on the alignments. We
nevertheless observe that the predictions made by
UEDIN NMT are strictly all better than UEDIN
PBT, although the latter has slightly more align-
ments to the reference. The system combination
makes the most accurate predictions for almost ev-
ery attribute. The difference in precision with the
best single system (UEDIN NMT) can be signifi-
cant (2.3% for definite and 1.4% for tense) show-
ing that the combination managed to effectively
identify the strong points of each translation sys-
tem.

7 Conclusion

Our combined effort shows that even with an ex-
tremely strong single best system, we still manage
to improve the final result by one BLEU point by
combining it with the other systems of all partici-
pating research groups.

The joint submission for English→Romanian is
the best submission measured in terms of BLEU,
as presented on the WMT submission page.6

6http://matrix.statmt.org/
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and Aleš Tamchyna. 2016. A Framework for Dis-
criminative Rule Selection in Hierarchical Moses.
In Proc. of the ACL 2016 First Conf. on Machine
Translation (WMT16), Berlin, Germany, August.

Francesco Casacuberta and Enrique Vidal. 2004. Ma-
chine translation with inferred stochastic finite-state
transducers. Computational Linguistics, 30(3):205–
225.

Boxing Chen, Roland Kuhn, George Foster, and
Howard Johnson. 2011. Unpacking and Transform-
ing Feature Functions: New Ways to Smooth Phrase
Tables. In MT Summit XIII, pages 269–275, Xia-
men, China, September.

Colin Cherry and George Foster. 2012. Batch Tun-
ing Strategies for Statistical Machine Translation. In
Proc. of the Conf. of the North American Chapter of
the Assoc. for Computational Linguistics: Human
Language Technologies (NAACL-HLT), pages 427–
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2011. N-code: an open-source Bilingual N-gram
SMT Toolkit. Prague Bulletin of Mathematical Lin-
guistics, 96:49–58.
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Adrià de Gispert, Patrik Lambert, José A. R. Fonol-
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based machine translation. Comput. Linguist.,
32(4):527–549, December.

R.C. Moore and W. Lewis. 2010. Intelligent Selection
of Language Model Training Data. In ACL (Short
Papers), pages 220–224, Uppsala, Sweden, July.

Frederic Morin and Yoshua Bengio. 2005. Hierarchi-
cal probabilistic neural network language model. In
Robert G. Cowell and Zoubin Ghahramani, editors,
Proceedings of the Tenth International Workshop on
Artificial Intelligence and Statistics, pages 246–252.
Society for Artificial Intelligence and Statistics.

J. Niehues and A. Waibel. 2012. Detailed Analysis of
Different Strategies for Phrase Table Adaptation in
SMT. In Proceedings of the 10th Conference of the
Association for Machine Translation in the Ameri-
cas, San Diego, CA, USA.

Jan Niehues and Alex Waibel. 2013. An MT Error-
Driven Discriminative Word Lexicon using Sen-
tence Structure Features. In Proceedings of the 8th
Workshop on Statistical Machine Translation, Sofia,
Bulgaria.

Jan Niehues, Quoc Khanh Do, Alexandre Allauzen,
and Alex Waibel. 2015. Listnet-based MT Rescor-
ing. EMNLP 2015, page 248.

353



Franz Josef Och. 1999. An Efficient Method for Deter-
mining Bilingual Word Classes. In Proceedings of
the 9th Conference of the European Chapter of the
Association for Computational Linguistics, Bergen,
Norway.

Franz Josef Och. 2003. Minimum Error Rate Training
in Statistical Machine Translation. In Proc. of the
41th Annual Meeting of the Association for Compu-
tational Linguistics (ACL), pages 160–167, Sapporo,
Japan, July.

Razvan Pascanu, Tomas Mikolov, and Yoshua Ben-
gio. 2013. On the difficulty of training recurrent
neural networks. In Proceedings of the 30th Inter-
national Conference on Machine Learning, ICML
2013, pages 1310–1318, , Atlanta, GA, USA.

Slav Petrov, Leon Barrett, Romain Thibaux, and Dan
Klein. 2006. Learning Accurate, Compact, and In-
terpretable Tree Annotation. In Proc. of the 21st
Int. Conf. on Computational Linguistics and the 44th
Annual Meeting of the Assoc. for Computational
Linguistics, pages 433–440.

Kay Rottmann and Stephan Vogel. 2007. Word Re-
ordering in Statistical Machine Translation with a
POS-Based Distortion Model. In Proceedings of
the 11th International Conference on Theoretical
and Methodological Issues in Machine Translation,
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Abstract

This paper describes the statistical
machine translation system developed
at RWTH Aachen University for the
English→Romanian translation task
of the ACL 2016 First Conference on
Machine Translation (WMT 2016).

We combined three different state-of-
the-art systems in a system combina-
tion: A phrase-based system, a hierarchi-
cal phrase-based system and an attention-
based neural machine translation system.
The phrase-based and the hierarchical
phrase-based systems make use of a lan-
guage model trained on all available data,
a language model trained on the bilingual
data and a word class language model.
In addition, we utilized a recurrent neu-
ral network language model and a bidi-
rectional recurrent neural network transla-
tion model for reranking the output of both
systems. The attention-based neural ma-
chine translation system was trained using
all bilingual data together with the back-
translated data from the News Crawl 2015
corpora.

1 Introduction

We describe the statistical machine translation
(SMT) systems developed by RWTH Aachen Uni-
versity for English→Romanian language pair for
the evaluation campaign of WMT 2016. Com-
bining several single machine translation engines
has proven to be highly effective in previous sub-
missions, e.g. (Freitag et al., 2013; Freitag et al.,
2014a; Peter et al., 2015). We therefore used a
similar approach for this evaluation. We trained
individual systems using state-of-the-art phrase-
based, hierarchical phrase-based translation en-

gines, and attention-based recurrent neural net-
works ensemble. Each single system was opti-
mized and the best systems were used in a system
combination.

This paper is organized as follows. In Sections
2.2 through 2.5 we describe our translation soft-
ware and baseline setups. Sections 2.6 describes
the neural network models used in our translation
systems. The attention based recurrent neural net-
work ensemble is described in Section 2.7. Sec-
tions 2.8 explains the system combination pipeline
applied on the individual systems for obtaining the
combined system. Our experiments for each track
are summarized in Section 3 and we conclude with
Section 4.

2 SMT Systems

For the WMT 2016 evaluation campaign, the
RWTH utilizes three different state-of-the-art
translation systems:

• phrase-based

• hierarchical phrase-based

• attention based neural network ensemble

The phrase-based system is based on word align-
ments obtained with GIZA++ (Och and Ney,
2003). We use mteval from the Moses toolkit
(Koehn et al., 2007) an TERCom to evaluate our
systems on the BLEU (Papineni et al., 2002) and
TER (Snover et al., 2006) measures. All reported
scores are case-sensitive and normalized.

2.1 Preprocessing

The preprocessing of the data was provided by
LIMISI. The Romanian side was tokenized using
their tokro toolkit (Allauzen et al., 2016 to appear).
The English side was tokenized using the Moses
toolkit (Koehn et al., 2007). Both sides were true
cased with Moses.
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2.2 Phrase-based Systems

Our phrase-based decoder (PBT) is the imple-
mentation of the source cardinality synchronous
search (SCSS) procedure described in (Zens and
Ney, 2008). It is freely available for non-
commercial use in RWTH’s open-source SMT
toolkit, Jane 2.31 (Wuebker et al., 2012). Our
baseline contains the following models: Phrase
translation probabilities and lexical smoothing in
both directions, word and phrase penalty, distance-
based reordering model, n-gram target language
models and enhanced low frequency feature (Chen
et al., 2011), a hierarchical reordering model
(HRM) (Galley and Manning, 2008), and a high-
order word class language model (wcLM) (Wue-
bker et al., 2013) trained on all monolingual data.
The phrase table is trained on all bilingual data.
Additionally we add synthetic parallel data as de-
scribed in Section 2.4. Two different neural net-
work models (cf. Sections 2.6) are applied in
reranking. The parameter weights are optimized
with MERT (Och, 2003) towards the BLEU met-
ric.

2.3 Hierarchical Phrase-based System

The open source translation toolkit Jane 2.3 (Vi-
lar et al., 2010) is also used for our hierarchi-
cal setup. Hierarchical phrase-based translation
(HPBT) (Chiang, 2007) induces a weighted syn-
chronous context-free grammar from parallel text.
Additional to the contiguous lexical phrases, as
used in PBT, hierarchical phrases with up to two
gaps are extracted. Our baseline model contains
models with phrase translation probabilities and
lexical smoothing probabilities in both translation
directions, word and phrase penalty. It also con-
tains binary features to distinguish between hi-
erarchical on non-hierarchical phrases, the glue
rule, and rules with non-terminals at the bound-
aries. The enhanced low frequency feature (Chen
et al., 2011) and the same n-gram language mod-
els as described in our PBT system are also used.
We utilize the cube pruning algorithm (Huang and
Chiang, 2007) for decoding. Neural networks are
applied in reranking similar to the PBT system
and the parameter weights are also optimized with
MERT (Och, 2003) towards the BLEU metric.

1http://www-i6.informatik.rwth-aachen.
de/jane/

2.4 Synthetic Source Sentences

The training data contains around 600k bilingual
sentence pairs. To increase the amount of usable
training data for the phrase-based and the neural
machine translation systems we translated part of
the monolingual training data back to English in
a similar way as described by (Bertoldi and Fed-
erico, 2009) and (Sennrich et al., 2016 to appear).

We created a simple baseline phrase-based sys-
tem for this task. All bilingual data is used to ex-
tract the phrase table and the system contains one
language model which uses the English side of the
bilingual data combined with the English News
Crawl 2007-2015, News Commentary and News
Discussion data.

This provides us with nearly 2.3M additional
parallel sentences for training. The phrase-based
system as well as the attention-based neural net-
work system are trained with this additional data.

2.5 Backoff Language Models

Both phrase-based and hierarchical translation
systems use three backoff language models (LM)
that are estimated with the KenLM toolkit
(Heafield et al., 2013) and are integrated into the
decoder as separate models in the log-linear com-
bination: A full 4-gram LM (trained on all data),
a limited 5-gram LM (trained only on indomain
data), and a 7-gram word class language model
(wcLM). All of them use interpolated Kneser-Ney
smoothing. For the word class LM, we train 200
classes on the target side of the bilingual train-
ing data using an in-house tool similar to mkcls.
With these class definitions, we apply the tech-
nique described in (Wuebker et al., 2013) to com-
pute the wcLM on the same data as the large LM.

2.6 Recurrent Neural Network Models

Our systems apply reranking on 1000-best lists us-
ing recurrent language and translation models. We
use the long short-term memory (LSTM) architec-
ture for recurrent layers (Hochreiter and Schmid-
huber, 1997; Gers et al., 2000; Gers et al., 2003).
The models have a class-factored output layer
(Goodman, 2001; Morin and Bengio, 2005) to
speed up training and evaluation. The class layer
consists of 2000 word classes. The LSTM recur-
rent neural network language model (RNN-LM)
(Sundermeyer et al., 2012) uses a vocabulary of
143K words. It is trained on the concatenation of
the English side of the parallel data and the News
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(−) (+)
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Figure 1: The architecture of the deep bidirec-
tional joint model. By (+) and (−), we indicate
a processing in forward and backward time direc-
tions, respectively. The dashed part indicates the
target input. The model has a class-factored output
layer.

Crawl 2015 corpus, amounting to 2.9M sentences
(70.7M running words). We use one projection
layer, and 3 stacked LSTM layers, with 350 nodes
each.

In addition to the RNN-LM, we apply the deep
bidirectional joint model (BJM) described in (Sun-
dermeyer et al., 2014a) in 1000-best reranking.
As the model depends on the complete alignment
path, this variant cannot be applied directly in de-
coding (Alkhouli et al., 2015). The model assumes
a one-to-one alignment between the source and
target sentences. This is generated by assigning
unaligned source and target words to εunaligned to-
kens that are added to the source and target vo-
cabularies. In addition the source and target vo-
cabularies are extended to include εaligned tokens,
which are used to break down multiply-aligned
source and target words using the IBM-1 transla-
tion tables. For more details we refer the reader to
(Sundermeyer et al., 2014a).

The BJM has a projection layer, and computes
a forward recurrent state encoding the source and
target history, a backward recurrent state encod-
ing the source future, and a third LSTM layer to
combine them. The architecture is shown in Fig-
ure 1. All layers have 350 nodes. The model was
trained on 604K sentence pairs, having 15.4M and
15.7M source and target words respectively. The
has respectively 33K and 55K source and target
vocabulary.

The neural networks were implemented using

the

the
a
a

large

large
big
huge

home

building

house
house

Figure 2: System A: the large building; System B:
the large home; System C: a big house; System D:
a huge house; Reference: the big house.

an extension of the RWTHLM toolkit (Sunder-
meyer et al., 2014b).

2.7 Attention Based Recurrent Neural
Network

The second system provided by the RWTH is an
attention-based recurrent neural network (NMT)
similar to (Bahdanau et al., 2015). We use an im-
plementation based on Blocks (van Merriënboer
et al., 2015) and Theano (Bergstra et al., 2010;
Bastien et al., 2012).

The network uses the 30K most frequent words
on the source and target side as input vocabulary.
The decoder and encoder word embeddings are
of size 620, the encoder uses a bidirectional layer
with 1024 GRUs (Cho et al., 2014) to encode the
source side. A layer with 1024 GRUs is used by
the decoder.

The network is trained for up to 300K iterations
with a batch size of 80. The network was evaluated
every 10000 iterations and the best network on the
newsdev2016/1 dev set was selected.

The synthetic training data is used as described
in Section 2.4 to create additional parallel training
data. The new data is weighted by using the News
Crawl 2015 corpus (2.3M sentences) once, the Eu-
roparl corpus (0.4M sentences) twice and the SE-
Times2 corpus (0.2M sentences) three times. We
use an ensemble of 4 networks, all with the same
configuration and training settings. If the neural
network creates unknown word the source word
where the strongest attention weight points to is
copied to the target side. We did not use any regu-
larization as dropout or Gaussian noise.

2.8 System Combination

System combination is applied to produce consen-
sus translations from multiple hypotheses which
are obtained from different translation approaches.
The consensus translations outperform the indi-
vidual hypotheses in terms of translation quality.
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Table 1: Results of the individual systems for the English→Romanian task. BLEU and TER scores are
case-sensitive and given in %.

newsdev2016/1 newsdev2016/2 newstest2016
Individual Systems BLEU TER BLEU TER BLEU TER

Phrase-Based 23.7 60.3 27.8 54.7 24.4 58.9
+ additional parallel data 24.3 59.4 29.2 53.0 25.0 58.2

+ NNs 26.0 55.9 31.4 50.7 26.0 56.0
Hierarchical 23.8 60.6 27.9 54.7 24.5 59.0

+ NNs 26.1 56.4 29.7 52.4 25.5 57.1
Attention Network 20.9 63.1 22.7 58.7 21.2 61.5

+ additional parallel data 23.4 59.4 27.6 52.7 24.0 58.0
+ ensemble 25.6 55.0 30.7 48.8 26.1 54.9

System Combination 27.6 55.0 31.7 50.3 26.9 55.4

A system combination implementation which has
been developed at RWTH Aachen University (Fre-
itag et al., 2014b) is used to combine the outputs
of different engines.

The first step in system combination is gen-
eration of confusion networks (CN) from I in-
put translation hypotheses. We need pairwise
alignments between the input hypotheses, and the
alignments are obtained by METEOR (Banerjee
and Lavie, 2005). The hypotheses are then re-
ordered to match a selected skeleton hypothesis
in terms of word ordering. We generate I differ-
ent CNs, each having one of the input systems as
the skeleton hypothesis, and the final lattice will
be the union of all I generated CNs. In Figure 2
an example of a confusion network with I = 4
input translations is depicted. The decoding of
a confusion network is finding the shortest path
in the network. Each arc is assigned a score of
a linear model combination of M different mod-
els, which include word penalty, 3-gram language
model trained on the input hypotheses, a binary
primary system feature that marks the primary hy-
pothesis, and a binary voting feature for each sys-
tem. The binary voting feature for a system is 1 iff
the decoded word is from that system, and 0 oth-
erwise. The different model weights for system
combination are trained with MERT.

3 Experimental Evaluation

All three systems use the same preprocessing as
described in Section 2.1. The phrase-based sys-
tem in its baseline configuration was improved by
0.6 BLEU and 0.7 TER points on newstest2016 by
adding the synthetic data as described in Section
2.4. The neural networks (Section 2.6 improve the

Table 2: Comparing the systems against each other
by computing the BLEU and TER score on the
newstest2016. Each system is used as reference
once, the reported value is the average between
both which makes these value symmetrical. The
upper half lists BLEU scores, the lower half TER

scores. All values are given in %.

PBT HPBT NMT Average
PBT - 62.6 51.1 56.9
HPBT 24.9 - 47.5 55.1
NMT 31.8 34.8 - 49.3
Average 28.3 29.8 33.3

network by another 1.0 BLEU and 2.2 TER.
The neural networks also improve the hierar-

chical phrase-based system by 1.0 BLEU and 2.9
TER. We did not try to add the synthetic data to
the hierarchical system.

Adding the synthetic data to the NMT system
improve the baseline system by 3.8 BLEU and
3.5 TER. An ensemble of four similarly trained
networks gives an additional improvement of 2.1
BLEU and in 3.1 TER.

The final step was to combine all three systems
using the system combination (Section 2.8) which
added another 0.8 BLEU points on top of the neu-
ral network system, but caused a small degradation
in TER by 0.5 points.

The lower BLEU and higher TER score in Table
2 for the NMT system show that the translations
created by it differ more from the PBT and HPBT
system then there translation between each other.
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4 Conclusion

RWTH participated with a system combination
on the English→Romanian WMT 2016 evalua-
tion campaign. The system combination included
three different state-of-the-art systems: A phrase-
based, a hierarchical phrase-based and a stand
alone attention-based neural network system. The
phrase-based and the hierarchical phrase-based
systems where both supported by a neural network
LM and BJM. Synthetic data was used to improve
the amount of parallel data for the PBT and the
NMT system.

We achieve a performance of 26.9 BLEU and
55.4 TER on the newstest2016 test set.
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Abstract

This paper presents the systems submitted
by the Abu-MaTran project to the English-
to-Finnish language pair at the WMT 2016
news translation task. We applied mor-
phological segmentation and deep learn-
ing in order to address (i) the data scarcity
problem caused by the lack of in-domain
parallel data in the constrained task and
(ii) the complex morphology of Finnish.
We submitted a neural machine transla-
tion system, a statistical machine transla-
tion system reranked with a neural lan-
guage model and the combination of their
outputs tuned on character sequences. The
combination and the neural system were
ranked first and second respectively ac-
cording to automatic evaluation metrics
and tied for the first place in the human
evaluation.

1 Introduction

This paper presents the machine translation (MT)
systems submitted by the Abu-MaTran project to
the WMT 2016 news translation task. We partici-
pated in the English-to-Finnish constrained task.

English-to-Finnish is a particularly challenging
language pair for corpus-based MT because of the
lack of in-domain parallel data (the only avail-
able parallel corpus in the shared task is Europarl)
and the complex morphology of Finnish. The fact
that the same root can be inflected in many dif-
ferent ways and that nouns can be joined together
in order to build compound words exacerbates the
aforementioned lack of parallel data problem.

As in our last year’s submission (Rubino et al.,
2015), we used morphological segmentation (Piri-
nen, 2015) on the Finnish side in order to deal with
data scarcity and reduce the size of the Finnish vo-
cabulary. We also used character-level evaluation

metrics during the development of our systems,
which correlate better than word-based ones with
human judgements according to the results of last
year’s metrics shared task (Stanojević et al., 2015)
for English-to-Finnish.

When a Finnish sentence is morphologically
segmented, it becomes much longer (number of
tokens) than its English counterpart. This results
in the distance between the Finnish tokens that
depend on each other to produce a correct trans-
lation increasing too.1 We addressed this poten-
tial issue by introducing deep learning in our sys-
tems: we submitted a neural MT (NMT) system
and a phrase-based statistical MT (SMT) system
enhanced with a neural language model (LM). In
the latter, we reduced the length of the Finnish seg-
mented sentences by joining the most frequent se-
quences of morphs. We also submitted a system
that combines the outputs of our best NMT and
SMT systems and is tuned on character sequences.

The paper is organised as follows: the data and
tools used are described in Section 2, while our
NMT, SMT and combined submissions are pre-
sented respectively in sections 3, 4 and 5. The
paper ends with some concluding remarks.

2 Datasets and Tools

We preprocessed the training corpora with scripts
included in the Moses toolkit (Koehn et al., 2007).
We performed the following operations: punctu-
ation normalisation, tokenisation, true-casing and
escaping of problematic characters. The true-
caser is lexicon-based and it was trained on all the
monolingual data. In addition, we removed sen-
tence pairs from the parallel corpora where either
side is longer than 80 tokens.

1For instance, the distance between the morph that repre-
sents the case of an adjective and the morph that represents
the case of the noun being modified by the adjective is in-
creased. Morphs are the segments in which a word is split
after applying morphological segmentation (see Section 3.1).
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Corpus Sentences (k) Words (M)
Europarl v8 2 121 39.5
Common Crawl 113 995 2 416.7
News Crawl 2014–15 6 741 83.1

Table 1: Finnish monolingual data, after prepro-
cessing, used to train the LMs of our SMT sub-
mission.

Corpus Sentences (k) Words (M)
Europarl v7 2 218 59.9
News Commentary v11 391 9.8
News Crawl 2007–15 117 446 2 713.2
News Discussions 57 804 983.2

Table 2: English monolingual data, after prepro-
cessing, used to train the LM of the Finnish-to-
English SMT system we used to backtranslate the
Finnish News Crawl monolingual corpora into En-
glish (see Section 3).

Since the Common Crawl Finnish monolingual
corpus was obtained by crawling websites, we ap-
plied a set of additional preprocessing steps in or-
der to remove as much noisy data as possible:
(i) detecting sentences with an incorrect charac-
ter encoding and re-encoding them with the right
one; (ii) replacing XML entities with the charac-
ters they represent; (iii) removing sentences with a
low proportion of alphabetic characters (less than
50%); (iv) removing short sentences (less than 3
alphabetic tokens); and (v) removing sentences
whose first 18 tokens are equal to those in another
sentence. The last filtering is necessary because it
is relatively common in the corpus to find the same
sentence with some segment missing at the end. If
these lines were kept, n-gram counts from which
LM probabilities are estimated would be less re-
liable. As a result of these preprocessing steps,
around 43 million sentences were removed.

Table 1 shows the Finnish monolingual corpora
we used together with their size and Table 3 shows
the same information for the parallel corpora. We
used an additional synthetic parallel corpus to train
our NMT system, which was obtained by back-
translating the Finnish News Crawl corpora into
English with an SMT system (see Section 3).2 The
monolingual corpora used for training its LM are
listed in Table 2.

Throughout the paper we evaluate the sys-
tems we build in terms on three automatic eval-
uation metrics: BLEU (Papineni et al., 2002),

2The number of sentences in News Crawl displayed in ta-
bles 1 and 3 do not match because, due to time constraints,
we did not backtranslate a few tens of thousands of sentences.

Words (M)
Corpus Sentences (k) English Finnish
Europarl v8 1 901 50.9 36.6
backtranslated

6 674 106.6 82.3News Crawl 2014–15
(only for NMT)

Table 3: Parallel data, after preprocessing, used to
train our SMT and NMT systems.

TER (Snover et al., 2006) and chrF1 (Popović,
2015). As the performance obtained in the de-
velopment (newsdev2015) and validation (new-
stest2015) sets guides our decisions, we believe it
is sensible to use three metrics with different un-
derlying methodologies and that work on different
elements (words and characters). Statistical signif-
icance of the difference between systems is com-
puted with paired bootstrap resampling (Koehn,
2004) (p ≤ 0.05, 1 000 iterations).

3 Neural Machine Translation

NMT systems have been reported to outperform
SMT systems for different language pairs (Sen-
nrich et al., 2015a; Luong et al., 2015; Costa-Jussà
and Fonollosa, 2016; Chung et al., 2016a). Un-
like SMT, in which different models are trained
independently and their weights are tuned jointly,
in NMT all the components are jointly trained to
maximise translation quality. NMT systems have
a strong generalisation power because they encode
words as real-valued vectors (similar words are
close to each other in that vector space) and they
are able to model long-distance phenomena thanks
to the use of LSTM (Hochreiter and Schmidhu-
ber, 1997) or GRU (Chung et al., 2014) units. We
followed the encoder-decoder architecture with at-
tention proposed by Bahdanau et al. (2015).3

NMT models are trained only from a parallel
corpus, that is, they are not designed to make
use of additional target-language (TL) monolin-
gual corpora. Given the lack of in-domain parallel
corpora available for English–Finnish, we trained
our system on the concatenation of Europarl and
a synthetic corpus obtained by backtranslating
the in-domain monolingual Finnish corpora (News
Crawl) from Finnish to English. Backtranslation
has been reported to be a successful way of inte-
grating TL monolingual corpora into an NMT sys-
tem (Sennrich et al., 2015a). It was performed by
means of a Finnish-to-English SMT system that

3We used the code available at: https:
//github.com/sebastien-j/LV_groundhog/
tree/master/experiments/nmt
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followed the set-up of the rule-based morphologi-
cally segmented system from our last year’s con-
strained submission (Rubino et al., 2015). It was
trained on Europarl and the concatenation of the
English monolingual corpora listed in Table 2.

Most of the NMT architectures in the literature
can only operate with a fixed TL vocabulary (that
ranges from 30 000 to 80 000 words, according
to Jean et al. (2015)), since training and decod-
ing computational complexity grows with its size.
Although Jean et al. (2015) proposed an to re-
duce that complexity and hence use larger vocab-
ularies, Sennrich et al. (2015b) showed that seg-
menting words into smaller units can also reduce
complexity, increase effective vocabulary size and
even improve translation quality. We followed the
latter strategy. The evaluation of character-based
NMT approaches (Ling et al., 2015; Costa-Jussà
and Fonollosa, 2016; Chung et al., 2016b) was left
as future work.

In the remainder of this section, we present the
segmentation approach we followed together with
the alternatives we evaluated and we describe the
training and decoding set-up of our NMT system,
including the strategy followed to translate out-of-
vocabulary words (OOVs).

3.1 Word Segmentation

Existing word segmentation approaches for
NMT (Sennrich et al., 2015b) rely on frequencies
of sequences of characters in the training corpus.
We studied whether using linguistic information
to segment the training corpus allows the neural
network to generalise better: we applied the
rule-based morphological segmentation provided
by Omorfi (Pirinen, 2015) for Finnish. It splits
words into morphs, that is, minimal segments
carrying semantic or syntactic meaning.

We evaluated the segmentation schemes listed
below.4 Table 4 depicts an example of the effect
they produce on a Finnish sentence.

• No segmentation at all.

• Byte pair encoding (BPE) on both the source
language (SL) and the TL. This is one of the
best performing strategies proposed by Sen-
nrich et al. (2015b). It consists of initially
segmenting each word in characters, and iter-

4We did not include unsupervised morphological segmen-
tation (Virpioja et al., 2013; Grönroos et al., 2014) in our eval-
uation since the results in our last year’s submission (Rubino
et al., 2015, Table 4) showed that it was outperformed by rule-
based morphological segmentation.

atively joining the most frequent pair of seg-
ments in the training corpus. We applied it
independently to the SL and TL sides of the
parallel corpus. We performed 60 000 join
operations on each language.

• BPE only on the TL side of the parallel cor-
pus, since Finnish is morphologically more
complex than English.

• Morphological segmentation with Omorfi
on the TL.

• BPE on the TL using the morphs produced
by Omorfi as the starting point. We evalu-
ated the effect of performing 1 000, 10 000,
25 000 and 50 000 join operations. Mor-
phological segmentation produces an average
sentence length significantly higher than that
of the English side of the parallel corpus. Af-
ter performing 1 000 operations, average sen-
tence lengths are similar: we reduce vocabu-
lary size without significantly increasing sen-
tence length. As the number of operations in-
creases, average sentence length is closer to
that of the unsegmented approach.

For each of these segmentation schemes, we
trained an NMT system on Europarl during 5 days
(a model was saved every 3 hours of training), we
chose the model that achieved the highest transla-
tion quality on newsdev20155 and evaluated it on
newstest2015. The remainder of the training and
decoding parameters were the same ones we used
in our submission (described in Section 3.2).

Table 5 depicts the results of the evaluation to-
gether with the vocabulary size of the NMT sys-
tem6 and the proportion of tokens in the training
corpus that belong to the vocabulary. Results show
that, despite the fact that the BPE-based systems
have full coverage of the training corpus, their per-
formance is below that of the unsegmented alter-
native. These results are probably related to the
fact that domains of the training and testing cor-
pora do not match, and words in the test set that do
not contain subsegments observed in the training

5Translation quality was measured by chrF1 in the seg-
mentation alternatives that included BPE, since segments
were joined before performing the evaluation and this metric
is reported to correlate better than BLEU with human judge-
ments. For the evaluation of the segmentation scheme based
solely on Omorfi, we chose the best model according to
BLEU, as the evaluation was performed before joining the
morphs (the TL side of the development corpus was also seg-
mented with Omorfi).

6This size may represent words or subword units, depend-
ing on whether word segmentation was performed.
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Segmentation Sentence
None haluaisimme , ett oppisimme tst yhden perusasian
BPE: 60k ops haluaisimme , ett opp→←isimme tst yhden perusasi→←an
Omorfi halua→←isi→←mme , ett opp→←isi→←mme tst yhde→←n perus→←asia→←n
Omorfi + BPE: 1k ops. halua→←isimme , ett opp→←isimme tst yhden perus→←asian
Omorfi + BPE: 50k ops. haluaisimme , ett opp→←isimme tst yhden perus→←asian
English there is one basic lesson I would like us to learn from this

Table 4: Example of the application of the different segmentation schemes described in Section 3.1 to
a Finnish sentence. Arrows represent boundaries between the morphs in which a word is split. Note
how the compound word perusasian is segmented by the different schemes: Omorfi splits it into perus
(“basic”), asia (“thing, affair”) and the case marker -n, while the application of BPE over it joins the
marker to the second noun. The pure BPE scheme, however, fails to segment perusasian correctly.

corpus are segmented into very long sequences.
The Omorfi-based approach, which is domain
agnostic, is close to the unsegmented alternative in
terms of BLEU and TER (there is no statistically
significant difference between them) and clearly
outperforms it in terms of the character-level met-
ric chrF1. This shows the effect of segmentation:
the system is probably producing a better trans-
lation for some parts of compound words and/or
producing lemmas that can be found in the refer-
ence, but inflected in a different way. Finally, the
combination of BPE with morphological segmen-
tation does not bring a clear improvement. In view
of the results, we decided to segment the TL side
of the training corpus with Omorfi in our sub-
mission.

3.2 Training and Decoding Details

We generally followed the training set-up by Sen-
nrich et al. (2015b). We defined a hidden layer
size of 1 000 and an embedding layer size of 620.
We used Adadelta (Zeiler, 2012) with a minibatch
size of 80, and reshuffled the training set between
epochs. We applied gradient clipping (Pascanu
et al., 2013) with a cutoff of 1.0. The vocabulary
contained the 50 000 most frequent SL tokens and
the 50 000 most frequent TL tokens in the training
corpus.

We trained our system during 8 days (a model
was saved every 3 hours).7 We chose the 4 models
that produced the highest BLEU score on news-
dev2015. The training of these 4 models contin-
ued for 12 hours without changing the values of
the embedding layers. After that, we translated the
test set with an ensemble of these 4 models.8

7Training was performed on a NVIDIA Tesla K20 GPU.
8We used a beam size of 12 for beam search and nor-

malised the probability by sentence length.

3.3 Dealing with Unknown Words

In order to translate OOVs,9 we followed an en-
hanced version of the approach by Jean et al.
(2015, Sec. 3.3). OOVs in the training corpus
were replaced with the special token UNK, as were
those in the SL sentences to be translated by the
NMT system. As a result, the output contained
some UNK tokens.

In order to replace the UNK tokens generated by
the model, we identified the most likely SL word
to which the unknown TL word was aligned. If
the SL word started with an uppercase letter, we
copied it to the output. Otherwise, we replaced the
UNK token with its translation according to a bilin-
gual dictionary obtained from the parallel corpus
with fast align (Dyer et al., 2013).

For each UNK token, Jean et al. (2015) selected
the SL word with the highest alignment probablity
according to the attention mechanism, while our
enhanced approach combines the attention mech-
anism and a heuristic that aims at preserving the
named entities in the SL sentence. We consid-
ered the top 5 SL words with the highest atten-
tion alignment probability for each UNK token,10

and, for each sentence, we chose the set of SL
words that ensured that the maximum number of
words that start with an uppercase letter in the SL
sentence were included in the translation.11 Ta-

9We define OOVs as those words either not present in the
training corpus or present but not frequent enough to be part
of the NMT system vocabulary.

10We ignored those SL words whose probability was 4
times lower than that of the most probable SL word.

11We relied on the capitalisation of the first character to
detect a named entity. We carried out a small study in order
to test the accuracy of this approach: from 100 capitalized
words (after truecasing) randomly chosen from the English
side of newstest2016, 76 were named entities that do not need
to be translated into Finnish (person names, place names, etc.
) and 24 needed to be translated (days of the week, country
names, demonyms, etc.). However, when we analyzed only
those capitalized SL words that were not part of the vocabu-
lary of the NMT system (and hence they were likely to pro-
duce an UNK symbol), the accuracy increased: 23 out of 24
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voc. size coverage
Segmentation SL TL SL TL BLEU TER chrF1
None 50 000 50 000 99.80% 94.01% 0.1090 0.8460 41.6519
BPE: 60k ops. on SL; 60k ops. on TL 60 000 60 000 100% 100% 0.0838 ↓ 0.9219 ↓ 40.4590 ↓
BPE: 60k ops. only on TL 50 000 60 000 99.80% 100% 0.0844 ↓ 0.9306 ↓ 40.2059 ↓
Omorfi on TL 50 000 50 000 99.80% 99.30% 0.1085 0.8509 43.3688 ↑
Omorfi + BPE: 1k ops. on TL 50 000 50 000 99.80% 99.29% 0.1073 0.8837 ↓ 42.6609 ↑
Omorfi + BPE: 10k ops. on TL 50 000 50 000 99.80% 98.98% 0.1009 ↓ 0.8937 ↓ 43.6689 ↑
Omorfi + BPE: 25k ops. on TL 50 000 50 000 99.80% 98.39% 0.1034 0.8925 ↓ 43.5525 ↑
Omorfi + BPE: 50k ops. on TL 50 000 50 000 99.80% 96.60% 0.0963 ↓ 0.9500 ↓ 43.1849 ↑

Table 5: Results of the evaluation of different word segmentation schemes on an NMT system trained
on Europarl. The vocabulary size of the NMT system is depicted, as well as the proportion of tokens
covered in the training copus. Scores displayed correspond to the evaluation on newstest2015. The
best score for each metric is shown in bold. An arrow pointing upwards (↑) means that the corresponding
system outperforms the system without segmentation by a statistically significant margin, while an arrow
pointing downwards (↓) means the opposite: the system without segmentation wins.

System BLEU TER chrF1
best individual model

0.1568 0.7714 49.52(most probable SL word)
ensemble

0.1819 ↑ 0.7409 ↑ 52.21 ↑(most probable SL word)
ensemble

0.1830 ↑ 0.7411 52.43 ↑(preserve named entities)

Table 6: Results of the evaluation on newstest2016
of our NMT submission (in bold), the simpler
strategy for translating unknown words by Jean
et al. (2015, Sec. 3.3) (labelled as most proba-
ble SL word) and our best individual NMT model.
The best score for each metric is shown in bold.
An arrow pointing upwards (↑) means that the cor-
responding system outperforms the system in the
previous row by a statistically significant margin.

ble 6 shows the results of the automatic evalua-
tion of our submitted NMT system (in bold; as
described in the previous section, it is an ensem-
ble of 4 models) on newstest2016. We also evalu-
ated the simpler OOV translation strategy by Jean
et al. (2015), and the best NMT individual model
according to BLEU on the development set. Our
enhanced strategy for OOV translation resulted in
a statistically significant improvement in terms of
BLEU and chrF1. Note also the huge impact of
model ensembling.

4 Statistical Machine Translation

Our work on SMT systems built upon our last
year’s best constrained individual system (Rubino
et al., 2015). This was a phrase-based SMT sys-
tem where the Finnish data was segmented to
morphs with Omorfi (Pirinen, 2015). It also used
two additional models: an Operation Sequence

words were named entities that do not need to be translated).

Model (Durrani et al., 2011) and a Bilingual Neu-
ral Language Model (Devlin et al., 2014), as well
as three reordering models: word- and phrase-
based and hierarchical (Koehn et al., 2005; Galley
and Manning, 2008).

This year’s SMT systems used the same models
and datasets, except for the LMs, which this time
were log-linearly interpolated and used the addi-
tional corpus available (Common Crawl, cf. Table
1). We built three SMT systems, which share the
same models and data, with the only difference be-
ing the segmentation used in the Finnish data:

• No segmentation.

• Segmentation on morphs (Omorfi).

• Segmentation on morphs followed by join-
ing the most frequent sequences (Omorfi +
BPE).

In the latter we joined the most frequent sequences
(1 000 operations) so that the length of the Finnish
side (measured in number of tokens) becomes sim-
ilar to that of the English side. As previously men-
tioned in Section 3.1, this is a trade-off to avoid
both having a big vocabulary (as is the case with-
out segmentation), and having to deal with long-
distance phenomena (as is the case with Omorfi).

Table 7 shows the results of these three SMT
systems. We corroborate the results found out
last year, i.e. morphological segmentation outper-
forms the unsegmented system by a statistically
signifcant margin across all the automatic met-
rics. We also observe that joining the most fre-
quent morphs results in a further improvement on
BLEU (2.3% relative), and small changes in TER
(−0.5%) and chrF1 (−0.3%).
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System BLEU TER chrF1
No segmentation 0.1444 0.7775 49.63
Omorfi 0.1501 ↑ 0.7717 ↑ 51.13 ↑
Omorfi + BPE 0.1536 ↑ 0.7679 ↑ 50.99 ↑

Table 7: Results of the evaluation on newstest2016
of the SMT systems built. The best score for each
metric is shown in bold. An arrow pointing up-
wards (↑) means that the corresponding system
outperforms the system without segmentation by
a statistically significant margin.

4.1 Reranking

We reranked the n-best list (top 500 distinct
translations) produced by our best SMT system
(Omorfi + BPE) using two neural LMs: left-to-
right (i.e. trained in the same direction as the LMs
included in the SMT system) and right-to-left (i.e.
reverse direction). We hypothesise that the latter
LM might bring a higher improvement as the se-
quences this LM is trained on have not been used
by the SMT decoder.12

Both neural LMs were trained on in-domain
data (a subset of 4 million sentences13 randomly
selected from News Crawl) with the rwthlm
toolkit (Sundermeyer et al., 2014). The main pa-
rameters we used are as follows: vocabulary lim-
ited to the 50 000 most frequent tokens, 2 layers
(linear and LSTM), both of size 200 and 1 000
word classes, generated with mkcls.

Table 8 shows the results of reranking using
left-to-right and right-to-left neural LMs on their
own and jointly (row bidirectional). Reranking
with left-to-right or the right-to-left LMs on their
own does not result in a substantial improvement.
However, when both LMs are used jointly we ob-
serve better scores for all the metrics: 1.7% rela-
tive improvement for BLEU, −0.5% for TER and
0.1% for chrF1.

5 System Combination

As we have seen in the previous two sections, our
best NMT system outperforms by a wide margin
our best SMT system. These two systems are ty-
pologically different, and thus, despite the gap in
performance, we might expect them to have com-
plementary strengths. We therefore explored com-
bining both systems in order to answer the fol-
lowing question: whether SMT, despite the gap in
performance, can still be useful, used jointly with

12Because of the way SMT decoders work they can use
left-to-right LMs but not reverse LMs.

13Due to time constraints.

System BLEU TER chrF1
Without reranking 0.1536 0.7679 50.99
Left-to-right 0.1536 0.7671 50.96
Right-to-left 0.1536 0.7707 50.94
Bidirectional 0.1562 ↑ 0.7644 ↑ 51.04

Table 8: Results of the different reranking strate-
gies applied to the best SMT system (Omorfi +
BPE) on newstest2016. The best score for each
metric is shown in bold, as is the system submit-
ted. An arrow pointing upwards (↑) means that
the corresponding system outperforms the sys-
tem without reranking by a statistically significant
margin.

NMT, to improve upon NMT on its own.
We combined the outputs produced by the best

NMT and SMT systems with MEMT (Heafield and
Lavie, 2010). We used default settings, except for
radius (5), following empirical results obtained on
newsdev2015. The LM used in the combination
was built on the concatenation of all the Finnish
monolingual corpora available, cf. Table 1.

As the systems combined use different seg-
mentations (Omorfi in NMT and Omorfi fol-
lowed by BPE in SMT), we joined the morphs
before combining them. Therefore the tuning of
the system combination was performed without
segmentation. Since chrF1 was found to corre-
late well with human evaluation for Finnish last
year (Stanojević et al., 2015), we explored tuning
on this metric, alongside tuning on BLEU.

Finally, we reranked the n-best list of the sys-
tem combination (top 500 translations) with the
same procedure used to rerank the best SMT sys-
tem (cf. Section 4.1). While the best SMT sys-
tem was reranked on segmented data (Omorfi +
BPE), the output of the system combination is not
segmented. Therefore, similarly to what we did
for system combination, we explored tuning the
reranking on chrF1.

Table 9 shows the results of system combina-
tion and its rerankings. In system combination, we
observe that tuning on character sequences results
in considerably better scores compared to tuning
on BLEU. That said, the output produced by the
best system combination system without rerank-
ing (i.e. tuned on chrF1) is still worse than the one
produced by the NMT system alone according the
automatic metrics (−3.4% relative on BLEU and
−0.1% on chrF1) except for TER (2.3% relative
improvement).

Overall, reranking the system combination14

14We reranked the system combination that performed
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System BLEU TER chrF1
Best SMT 0.1562 0.7644 51.04
Best NMT 0.1830 0.7411 52.43
Combo (BLEU) 0.1638 0.7298 ↑ 51.75
Combo (chrF1) 0.1767 0.7241 ↑ 52.37
Reranked (BLEU) 0.1791 0.7257 ↑ 52.38
Reranked (chrF1) 0.1845 0.7290 ↑ 52.65 ↑

Table 9: Results of the system combination exper-
iments on newstest2016. The best score for each
metric is shown in bold, as is the system submit-
ted. An arrow pointing upwards (↑) means that the
corresponding system outperforms the best NMT
system by a statistically significant margin.

yields better scores, tuning both on BLEU and
chrF1, with the latter leading to the best results
across all metrics (except TER). This system out-
performs the NMT system in terms of TER and
chrF1 and it is the system combination output that
we submitted.

6 Conclusions

Our participation in WMT 2016 news transla-
tion shared task focused on tackling data scarcity
in English-to-Finnish translation with the help of
morphological segmentation and deep learning.

Our experiments showed that rule-based mor-
phological segmentation improves translation
quality when applied to both NMT and SMT. In
the latter, we had to adapt the segmentation strat-
egy to avoid generating a training corpus with very
different SL and TL sentence lengths. On the con-
trary, difference in sentence length was not a rele-
vant factor in NMT.

The use of deep learning approaches to MT al-
lowed us to obtain a remarkable improvement over
SMT. Our best NMT system outperforms our best
SMT system by a huge margin and their combina-
tion is only slightly better than the NMT system
according to automatic evaluation. Our best SMT
system also includes a neural LM but our results
suggest that pure neural MT approaches constitute
an important breakthrough.

Tuning on character sequences (chrF1 met-
ric),15 used for system combination, resulted in
better performance than tuning on the de facto
standard BLEU, corroborating the results seen in
human evaluation, i.e. better correlation.

Our combined and NMT submissions were

best, i.e. the one tuned on chrF1.
15The code has been made available as part of Joshua

and can be found at https://github.com/apache/
incubator-joshua/pull/27

ranked first and second respectively (both in terms
of BLEU and TER) in the English-to-Finnish news
translation task automatic evaluation16 and they
tied for the first place in the human evaluation.
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Ondřej Bojar, Alexandra Constantin, and Evan
Herbst. 2007. Moses: Open source toolkit for
statistical machine translation. In Proceedings
of the 45th Annual Meeting of the ACL on
Interactive Poster and Demonstration Sessions.
Prague, Czech Republic, pages 177–180.

Wang Ling, Isabel Trancoso, Chris Dyer, and
Alan W Black. 2015. Character-based neu-
ral machine translation. arXiv preprint
arXiv:1511.04586 .

Minh-Thang Luong, Hieu Pham, and Christo-
pher D. Manning. 2015. Effective approaches to
attention-based neural machine translation. In
Proceedings of the 2015 Conference on Empir-
ical Methods in Natural Language Processing.
Lisbon, Portugal, pages 1412–1421.

Kishore Papineni, Salim Roukos, Todd Ward, and
Wei-Jing Zhu. 2002. Bleu: a method for auto-
matic evaluation of machine translation. In Pro-
ceedings of 40th Annual Meeting of the Associ-
ation for Computational Linguistics. Philadel-
phia, Pennsylvania, USA, pages 311–318.

Razvan Pascanu, Tomas Mikolov, and Yoshua
Bengio. 2013. On the difficulty of training
recurrent neural networks. In Sanjoy Das-
gupta and David Mcallester, editors, Proceed-
ings of the 30th International Conference on
Machine Learning (ICML-13). JMLR Work-
shop and Conference Proceedings, volume 28,
pages 1310–1318.

Tommi A. Pirinen. 2015. Omorfi —free and
open source morphological lexical database for
finnish. In Proceedings of the 20th Nordic Con-
ference of Computational Linguistics (NODAL-
IDA 2015). Vilnius, Lithuania, pages 313–315.
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Gomis, Nikola Ljubešić, Sergio Ortiz Rojas,

369



Vassilis Papavassiliou, Prokopis Prokopidis,
and Antonio Toral. 2015. Abu-matran at wmt
2015 translation task: Morphological segmen-
tation and web crawling. In Proceedings of the
Tenth Workshop on Statistical Machine Trans-
lation. Lisbon, Portugal, pages 184–191.

Rico Sennrich, Barry Haddow, and Alexandra
Birch. 2015a. Improving Neural Machine
Translation Models with Monolingual Data.
arXiv preprint arXiv:1511.06709 .

Rico Sennrich, Barry Haddow, and Alexandra
Birch. 2015b. Neural machine translation of
rare words with subword units. arXiv preprint
arXiv:1508.07909 .

Matthew Snover, Bonnie Dorr, Richard Schwartz,
Linnea Micciulla, and John Makhoul. 2006. A
study of translation edit rate with targeted hu-
man annotation. In Proceedings of the 7th bien-
nial conference of the Association for Machine
Translation in the Americas. Cambridge, USA,
pages 223–231.
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Abstract

We participated in the WMT 2016
shared news translation task by build-
ing neural translation systems for
four language pairs, each trained
in both directions: English↔Czech,
English↔German, English↔Romanian
and English↔Russian. Our systems are
based on an attentional encoder-decoder,
using BPE subword segmentation for
open-vocabulary translation with a fixed
vocabulary. We experimented with us-
ing automatic back-translations of the
monolingual News corpus as additional
training data, pervasive dropout, and
target-bidirectional models. All reported
methods give substantial improvements,
and we see improvements of 4.3–11.2
BLEU over our baseline systems. In the
human evaluation, our systems were the
(tied) best constrained system for 7 out
of 8 translation directions in which we
participated.12

1 Introduction

We participated in the WMT 2016 shared news
translation task by building neural translation
systems for four language pairs: English↔Czech,
English↔German, English↔Romanian and
English↔Russian. Our systems are based on
an attentional encoder-decoder (Bahdanau et
al., 2015), using BPE subword segmentation for
open-vocabulary translation with a fixed vocab-
ulary (Sennrich et al., 2016b). We experimented
with using automatic back-translations of the

1We have released the implementation that we used for the
experiments as an open source toolkit: https://github.
com/rsennrich/nematus

2We have released scripts, sample configs, synthetic train-
ing data and trained models: https://github.com/
rsennrich/wmt16-scripts

monolingual News corpus as additional training
data (Sennrich et al., 2016a), pervasive dropout
(Gal, 2015), and target-bidirectional models.

2 Baseline System

Our systems are attentional encoder-decoder net-
works (Bahdanau et al., 2015). We base our im-
plementation on the dl4mt-tutorial3, which we en-
hanced with new features such as ensemble decod-
ing and pervasive dropout.

We use minibatches of size 80, a maximum sen-
tence length of 50, word embeddings of size 500,
and hidden layers of size 1024. We clip the gradi-
ent norm to 1.0 (Pascanu et al., 2013). We train the
models with Adadelta (Zeiler, 2012), reshuffling
the training corpus between epochs. We validate
the model every 10 000 minibatches via BLEU on
a validation set (newstest2013, newstest2014, or
half of newsdev2016 for EN↔RO). We perform
early stopping for single models, and use the 4
last saved models (with models saved every 30 000
minibatches) for the ensemble results. Note that
ensemble scores are the result of a single training
run. Due to resource limitations, we did not train
ensemble components independently, which could
result in more diverse models and better ensem-
bles.

Decoding is performed with beam search with
a beam size of 12. For some language pairs, we
used the AmuNMT C++ decoder4 as a more effi-
cient alternative to the theano implementation of
the dl4mt tutorial.

2.1 Byte-pair encoding (BPE)

To enable open-vocabulary translation, we seg-
ment words via byte-pair encoding (BPE)5 (Sen-

3https://github.com/nyu-dl/
dl4mt-tutorial

4https://github.com/emjotde/amunmt
5https://github.com/rsennrich/

subword-nmt
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nrich et al., 2016b). BPE, originally devised as a
compression algorithm (Gage, 1994), is adapted to
word segmentation as follows:

First, each word in the training vocabulary is
represented as a sequence of characters, plus an
end-of-word symbol. All characters are added to
the symbol vocabulary. Then, the most frequent
symbol pair is identified, and all its occurrences
are merged, producing a new symbol that is added
to the vocabulary. The previous step is repeated
until a set number of merge operations have been
learned.

BPE starts from a character-level segmentation,
but as we increase the number of merge opera-
tions, it becomes more and more different from a
pure character-level model in that frequent charac-
ter sequences, and even full words, are encoded as
a single symbol. This allows for a trade-off be-
tween the size of the model vocabulary and the
length of training sequences. The ordered list of
merge operations, learned on the training set, can
be applied to any text to segment words into sub-
word units that are in-vocabulary in respect to the
training set (except for unseen characters).

To increase consistency in the segmentation of
the source and target text, we combine the source
and target side of the training set for learning BPE.
For each language pair, we learn 89 500 merge op-
erations.

3 Experimental Features

3.1 Synthetic Training Data

WMT provides task participants with large
amounts of monolingual data, both in-domain
and out-of-domain. We exploit this monolingual
data for training as described in (Sennrich et al.,
2016a). Specifically, we sample a subset of the
available target-side monolingual corpora, trans-
late it automatically into the source side of the
respective language pair, and then use this syn-
thetic parallel data for training. For example, for
EN→RO, the back-translation is performed with a
RO→EN system, and vice-versa.

Sennrich et al. (2016a) motivate the use of
monolingual data with domain adaptation, re-
ducing overfitting, and better modelling of flu-
ency. We sample monolingual data from the News
Crawl corpora6, which is in-domain with respect

6Due to recency effects, we expect last year’s corpus to be
most relevant, and sampled from News Crawl 2015 for EN-
RO, EN-RU and EN-CS; for EN-DE, we re-used data from

type DE CS RO RU
parallel 4.2 52.0 0.6 2.1
synthetic (∗ →EN) 4.2 10.0 2.0 2.0
synthetic (EN→ ∗) 3.6 8.2 2.3 2.0

Table 1: Amount of parallel and synthetic training
data (number of sentences, in millions) for EN-
* language pairs. For synthetic data, we separate
the data according to whether the original mono-
lingual language is English or not.

to the test set.
The amount of monolingual data back-

translated for each translation direction ranges
from 2 million to 10 million sentences. Statistics
about the amount of parallel and synthetic training
data are shown in Table 1. With dl4mt, we
observed a translation speed of about 200 000
sentences per day (on a single Titan X GPU).

3.2 Pervasive Dropout

For English↔Romanian, we observed poor per-
formance because of overfitting. To mitigate this,
we apply dropout to all layers in the network, in-
cluding recurrent ones.

Previous work dropped out different units at
each time step. When applied to recurrent con-
nections, this has the downside that it impedes the
information flow over long distances, and Pham et
al. (2014) propose to only apply dropout to non-
recurrent connections.

Instead, we follow the approach suggested by
Gal (2015), and use the same dropout mask at each
time step. Our implementation differs from the
recommendations by Gal (2015) in one respect:
we also drop words at random, but we do so on
a token level, not on a type level. In other words,
if a word occurs multiple times in a sentence, we
may drop out any number of its occurrences, and
not just none or all.

In our English↔Romanian experiments, we
drop out full words (both on the source and tar-
get side) with a probability of 0.1. For all other
layers, the dropout probability is set to 0.2.

3.3 Target-bidirectional Translation

We found that during decoding, the model would
occasionally assign a high probability to words
based on the target context alone, ignoring the

(Sennrich et al., 2016a), which was randomly sampled from
News Crawl 2007–2014.
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system EN→DE DE→EN
dev test dev test

baseline 22.4 26.8 26.4 28.5
+synthetic 25.8 31.6 29.9 36.2
+ensemble 27.5 33.1 31.5 37.5
+r2l reranking 28.1 34.2 32.1 38.6

Table 2: English↔German translation results
(BLEU) on dev (newstest2015) and test (new-
stest2016). Submitted system in bold.

source sentence. We speculate that this is an in-
stance of the label bias problem (Lafferty et al.,
2001).

To mitigate this problem, we experiment with
training separate models that produce the target
text from right-to-left (r2l), and re-scoring the n-
best lists that are produced by the main (left-to-
right) models with these r2l models. Since the
right-to-left model will see a complementary tar-
get context at each time step, we expect that the
averaged probabilities will be more robust. In par-
allel to our experiments, this idea was published
by Liu et al. (2016).

We increase the size of the n-best-list to 50 for
the reranking experiments.

A possible criticism of the l-r/r-l reranking ap-
proach is that the gains actually come from adding
diversity to the ensemble, since we are now us-
ing two independent runs. However experiments
in (Liu et al., 2016) show that a l-r/r-l reranking
systems is stronger than an ensemble created from
two independent l-r runs.

4 Results

4.1 English↔German

Table 2 shows results for English↔German. We
observe improvements of 3.4–5.7 BLEU from
training with a mix of parallel and synthetic data,
compared to the baseline that is only trained on
parallel data. Using an ensemble of the last 4
checkpoints gives further improvements (1.3–1.7
BLEU). Our submitted system includes rerank-
ing of the 50-best output of the left-to-right model
with a right-to-left model – again an ensemble
of the last 4 checkpoints – with uniform weights.
This yields an improvements of 0.6–1.1 BLEU.

4.2 English↔Czech

For English→Czech, we trained our baseline
model on the complete WMT16 parallel train-

ing set (including CzEng 1.6pre (Bojar et al.,
2016)), until we observed convergence on our
heldout set (newstest2014). This took approxi-
mately 1M minibatches, or 3 weeks. Then we con-
tinued training the model on a new parallel cor-
pus, comprising 8.2M sentences back-translated
from the Czech monolingual news2015, 5 copies
of news-commentary v11, and 9M sentences sam-
pled from Czeng 1.6pre. The model used for back-
translation was a neural MT model from earlier
experiments, trained on WMT15 data. The train-
ing on this synthetic mix continued for a further
400,000 minibatches.

The right-left model was trained using a simi-
lar process, but with the target side of the paral-
lel corpus reversed prior to training. The resulting
model had a slightly lower BLEU score on the dev
data than the standard left-right model. We can see
in Table 3 that back-translation improves perfor-
mance by 2.2–2.8 BLEU, and that the final system
(+r2l reranking) improves by 0.7–1.0 BLEU on the
ensemble of 4, and 4.3–4.9 on the baseline.

For Czech→English the training process was
similar to the above, except that we created the
synthetic training data (back-translated from sam-
ples of news2015 monolingual English) in batches
of 2.5M, and so were able to observe the effect
of increasing the amount of synthetic data. Af-
ter training a baseline model on all the WMT16
parallel set, we continued training with a paral-
lel corpus consisting of 2 copies of the 2.5M sen-
tences of back-translated data, 5 copies of news-
commentary v11, and a matching quantity of data
sampled from Czeng 1.6pre. After training this to
convergence, we restarted training from the base-
line model using 5M sentences of back-translated
data, 5 copies of news-commentary v11, and a
matching quantity of data sampled from Czeng
1.6pre. We repeated this with 7.5M sentences
from news2015 monolingual, and then with 10M
sentences of news2015. The back-translations
were, as for English→Czech, created with an ear-
lier NMT model trained on WMT15 data. Our fi-
nal Czech→English was an ensemble of 8 systems
– the last 4 save-points of the 10M synthetic data
run, and the last 4 save-points of the 7.5M run. We
show this as ensemble8 in Table 3, and the +syn-
thetic results are on the last (i.e. 10M) synthetic
data run.

We also show in Table 4 how increasing the
amount of back-translated data affects the results.
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system EN→CS CS→EN
dev test dev test

baseline 18.5 20.9 23.8 25.3
+synthetic 20.7 23.7 27.2 30.1
+ensemble 22.1 24.8 28.6 31.0
+ensemble8 – – 29.0 31.4
+r2l reranking 22.8 25.8 – –

Table 3: English↔Czech translation results
(BLEU) on dev (newstest2015) and test (new-
stest2016). Submitted system in bold.

system best single ensemble4
dev test dev test

baseline 23.8 25.3 25.5 26.8
+2.5M synthetic 26.7 29.4 27.7 30.4
+5M synthetic 27.2 29.3 28.2 30.4
+7.5M synthetic 27.2 29.7 28.4 30.8
+10M synthetic 27.2 30.1 28.6 31.0

Table 4: Czech→English translation results
(BLEU) on dev (newstest2015) and test (new-
stest2016), after continued training with increas-
ing amounts of back-translated synthetic data. For
each row, training was continued from the baseline
model until convergence.

We see that most of the gain from back-translation
comes with the first batch, but increasing the
amount of back-translated data does gradually im-
prove performance.

4.3 English↔Romanian
The results of our English↔Romanian experi-
ments are shown in Table 5. This language pair
has the smallest amount of parallel training data,
and we found dropout to be very effective, yield-
ing improvements of 4–5 BLEU.7

We found that the use of diacritics was inconsis-
tent in the Romanian training (and development)
data, so for Romanian→English we removed dia-
critics from the Romanian source side, obtaining
improvements of 1.3–1.4 BLEU.

Synthetic training data gives improvements of
4.1–5.1 BLEU. for English→Romanian, we found
that the best single system outperformed the en-
semble of the last 4 checkpoints on dev, and we
thus submitted the best single system as primary

7We also tested dropout for EN→DE with 8 million sen-
tence pairs of training data, but found no improvement after
10 days of training. We speculate that dropout could still
be helpful for datasets of this size with longer training times
and/or larger networks.

system EN→RO RO→EN
dev test dev test

baseline 20.2 19.2 23.6 22.7
+dropout 24.2 23.9 28.7 27.8
+remove diacritics - - 30.0 29.2
+synthetic 29.3 28.1 34.8 33.3
+ensemble 29.0 28.2 35.3 33.9

Table 5: English↔Romanian translation results
(BLEU) on dev (newsdev2016), and test (new-
stest2016). Submitted system in bold.

system EN→RU RU→EN
dev test dev test

baseline 21.3 20.3 22.7 22.5
+synthetic 25.8 24.3 27.1 26.9
+ensemble 27.0 26.0 28.3 28.0

Table 6: English↔Russian translation results
(BLEU) on dev (newstest2015) and test (new-
stest2016). Submitted system in bold.

system.

4.4 English↔Russian

For English↔Russian, we cannot effectively learn
BPE on the joint vocabulary because alphabets
differ. We thus follow the approach described in
(Sennrich et al., 2016b), first mapping the Russian
text into Latin characters via ISO-9 transliteration,
then learning the BPE operations on the concate-
nation of the English and latinized Russian train-
ing data, then mapping the BPE operations back
into Cyrillic alphabet. We apply the Latin BPE
operations to the English data (training data and
input), and both the Cyrillic and Latin BPE opera-
tions to the Russian data.

Translation results are shown in Table 6. As
for the other language pairs, we observe strong
improvements from synthetic training data (4–4.4
BLEU). Ensembles yield another 1.1–1.7 BLEU.

5 Shared Task Results

Table 7 shows the ranking of our submitted sys-
tems at the WMT16 shared news translation task.
Our submissions are ranked (tied) first for 5 out of
8 translation directions in which we participated:
EN↔CS, EN↔DE, and EN→RO. They are also
the (tied) best constrained system for EN→RU
and RO→EN, or 7 out of 8 translation directions
in total.
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direction BLEU rank human rank
EN→CS 1 of 9 1 of 20
EN→DE 1 of 11 1 of 15
EN→RO 2 of 10 1–2 of 12
EN→RU 1 of 8 2–5 of 12
CS→EN 1 of 4 1 of 12
DE→EN 1 of 6 1 of 10
RO→EN 2 of 5 2 of 7
RU→EN 3 of 6 5 of 10

Table 7: Automatic (BLEU) and human ranking
of our submitted systems (uedin-nmt) at WMT16
shared news translation task. Automatic rankings
are taken from http://matrix.statmt.
org , only considering primary systems. Human
rankings include anonymous online systems, and
for EN↔CS, systems from the tuning task.

Our models are also used in QT21-HimL-
SysComb (Peter et al., 2016), ranked 1–2
for EN→RO, and in AMU-UEDIN (Junczys-
Dowmunt et al., 2016), ranked 2–3 for EN→RU,
and 1–2 for RU→EN.

6 Conclusion

We describe Edinburgh’s neural machine transla-
tion systems for the WMT16 shared news trans-
lation task. For all translation directions, we ob-
serve large improvements in translation quality
from using synthetic parallel training data, ob-
tained by back-translating in-domain monolingual
target-side data. Pervasive dropout on all layers
was used for English↔Romanian, and gave sub-
stantial improvements. For English↔German and
English→Czech, we trained a right-to-left model
with reversed target side, and we found rerank-
ing the system output with these reversed models
helpful.
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Aleš Tamchyna, Ondřej Bojar, Barry Haddow,
Rico Sennrich, Frédéric Blain, Lucia Specia, Jan
Niehues, Alex Waibel, Alexandre Allauzen, Lau-
riane Aufrant, Franck Burlot, Elena Knyazeva,
Thomas Lavergne, François Yvon, and Marcis Pin-
nis. 2016. The QT21/HimL Combined Ma-
chine Translation System. In Proceedings of the
First Conference on Machine Translation (WMT16),
Berlin, Germany.

Vu Pham, Théodore Bluche, Christopher Kermorvant,
and Jérôme Louradour. 2014. Dropout Improves
Recurrent Neural Networks for Handwriting Recog-
nition. In 14th International Conference on Fron-
tiers in Handwriting Recognition, ICFHR 2014,
Crete, Greece, September 1-4, 2014, pages 285–290.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2016a. Improving Neural Machine Translation
Models with Monolingual Data. In Proceedings

375



of the 54th Annual Meeting of the Association for
Computational Linguistics (ACL 2016), Berlin, Ger-
many.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2016b. Neural Machine Translation of Rare Words
with Subword Units. In Proceedings of the 54th An-
nual Meeting of the Association for Computational
Linguistics (ACL 2016), Berlin, Germany.

Matthew D. Zeiler. 2012. ADADELTA: An Adaptive
Learning Rate Method. CoRR, abs/1212.5701.

376



Proceedings of the First Conference on Machine Translation, Volume 2: Shared Task Papers, pages 377–384,
Berlin, Germany, August 11-12, 2016. c©2016 Association for Computational Linguistics

The Edit Distance Transducer in Action: The University of Cambridge
English-German System at WMT16

Felix Stahlberg and Eva Hasler and Bill Byrne
Department of Engineering
University of Cambridge

Cambridge, UK

Abstract

This paper presents the University of Cam-
bridge submission to WMT16. Motivated
by the complementary nature of syntac-
tical machine translation and neural ma-
chine translation (NMT), we exploit the
synergies of Hiero and NMT in different
combination schemes. Starting out with a
simple neural lattice rescoring approach,
we show that the Hiero lattices are often
too narrow for NMT ensembles. There-
fore, instead of a hard restriction of the
NMT search space to the lattice, we pro-
pose to loosely couple NMT and Hiero by
composition with a modified version of the
edit distance transducer. The loose combi-
nation outperforms lattice rescoring, espe-
cially when using multiple NMT systems
in an ensemble.

1 Introduction

Previous work suggests that syntactic machine
translation such as Hiero (Chiang, 2007) and
Neural Machine Translation (NMT) (Kalchbren-
ner and Blunsom, 2013; Sutskever et al., 2014;
Cho et al., 2014; Bahdanau et al., 2015) are very
different and have complementary strengths and
weaknesses (Neubig et al., 2015; Stahlberg et
al., 2016). Recent attempts to combine syntac-
tic SMT and NMT report large gains over both
baselines. Authors in (Neubig et al., 2015) used
NMT to rescore n-best lists which were gener-
ated with a syntax-based system. They report that
even with 1000-best lists, the gains of using the
NMT rescorer often do not saturate. Syntactically
Guided NMT (Stahlberg et al., 2016, SGNMT)
constrains the NMT search space to Hiero transla-
tion lattices which contain significantly more hy-
potheses than n-best lists. In SGNMT, an NMT

beam decoder with a relatively small beam can ex-
plore spaces much larger than n-best lists, yielding
BLEU score improvements with far fewer expen-
sive NMT evaluations.

However, these rescoring approaches enforce
an exact match between the NMT and syntactic
decoders. In general, this kind of hard restric-
tion is best avoided when combining diverse sys-
tems (Liu et al., 2009; Frederking et al., 1994). For
example, in speech recognition, ROVER (Fiscus,
1997) is a system combination approach based on
a soft voting scheme. In machine translation, min-
imum Bayes-risk (MBR) decoding (Kumar and
Byrne, 2004) can be used to combine multiple sys-
tems (de Gispert et al., 2009). MBR also does not
enforce exact agreement between systems as it dis-
tinguishes between the hypothesis space and the
evidence space (Goel and Byrne, 2000; Tromble
et al., 2008).

We find that Hiero lattices generated by gram-
mars extracted with the usual heuristics (Chiang,
2007) do not provide enough variety to explore the
full potential of neural models, especially when
using NMT ensembles. Therefore, we present
a “soft” lattice-based combination scheme which
uses standard operations on finite state transduc-
ers such as composition. Our method replaces
the hard combination in previous methods with a
similarity measure based on the edit distance, and
gives the NMT decoder more freedom to diverge
from the Hiero translations. We find that this loose
coupling scheme is especially useful when using
NMT ensembles.

2 Combining Hiero and NMT via Edit
Distance Transducer

In contrast to the strict coupling in SGNMT, we
propose to loosely couple Hiero and NMT via
an edit distance transducer and shortest distance
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(a) Standard edit distance transducer. (b) Modified edit distance transducer E. ‘a’ is an NMT
OOV.

Figure 1: “Flower automata” for calculating edit distances over the alphabet {a, b,UNK}.

search. With loose coupling, the NMT decoder
is not restricted to the Hiero lattice as in previous
work, but runs independently to produce transla-
tion lattices on its own, which are then combined
with the Hiero lattices. The combination does
not require an exact match. Instead, we will de-
scribe a procedure for combining NMT and Hi-
ero that captures similarity under the edit distance
and both the NMT and Hiero translation system
scores. This scheme is implemented efficiently
using standard FST operations (Allauzen et al.,
2007). First, we introduce the FST composition
operation and the edit distance transducer. We will
describe the whole pipeline in Sec. 2.3.

2.1 Composition of Finite State Transducers
The composition of two weighted transducers T1,
T2 (denoted as T1 ◦ T2) over a semiring (K,⊕,⊗)
is defined following (Mohri, 2004)

[T1 ◦T2](x, y) =
⊕

z

T1(x, z)⊗T2(z, y). (1)

We will make extensive use of this operation as
tool for building complex automata which make
use of both the NMT and Hiero translation lattices.

2.2 The Edit Distance Transducer
Composition can be used together with a “flower
automaton” to calculate the edit distance between
two sequences (Mohri, 2003). The edit distance
transducer shown in Fig. 1(a) transduces a se-
quence x to another sequence y over the alphabet
{a, b} and accumulates the number of edit opera-
tions via the transitions with cost 1. In our case,
x corresponds to an NMT hypothesis which is to
be combined with a Hiero hypothesis y. In con-
trast to SGNMT, where we require an exact match
between NMT and Hiero (up to UNKs), our edit-
distance-based scheme allows different hypothe-
ses to be combined. We replaced the standard

definition of the edit distance transducer (Mohri,
2003) by a finer-grained model designed to work
well for combining NMT and Hiero. Instead of
uniform costs, we lower the cost for UNK substi-
tutions as we want to encourage substituting NMT
UNKs by words in the Hiero translation. We dis-
tinguish between three types of edit operations.

• Type I: Substituting UNK with a word out-
side the NMT vocabulary is free.

• Type II: For substitutions of UNK with a
word inside the NMT vocabulary we add the
cost λsub.

• Type III: All other edit operations are penal-
ized with cost λedit (and λedit > λsub).

We will refer to the modified edit distance trans-
ducer as E. Fig. 1(b) shows E over the alphabet
{a, b,UNK}, with ‘a’ being an NMT OOV.

2.3 Loose Coupling of Hiero and NMT
Our edit-distance-based scheme combines an
NMT translation lattice N with a Hiero transla-
tion lattice H . Weights in N and H are scaled
by λnmt and λhiero, respectively. The similarity
measure between NMT and Hiero translations is
parametrized with λins, λedit, and λsub. We keep
the various costs separated by using transducers
with tropical sparse tuple vector semirings (Igle-
sias et al., 2015). Instead of single real-valued arc
weights, this semiring uses vectors which can hold
multiple features. The inner product of these vec-
tors with a constant parameter vector determines
the final weights on the arcs1. The sparse tu-
ple vector semiring enables us to optimize the λ-
parameters with LMERT (Macherey et al., 2008)
on a development set.

1The ucam-smt tutorial contains details to the
tropical sparse tuple vector semiring: http://ucam-
smt.github.io/tutorial/basictrans.html#lmert veclats tst

378



(a) Example Hiero lattice H .

(b) Example NMT lattice N .

(c) Transducer with UNK insertion arcs: Replace(N, UNK, U).

(d) Best path in the combined transducer C. Hiero scores are omitted in this figure.

(e) Projection of the best path: ΠUNK(ShortestPath(C)). The final hypothesis is die regionale Politik in Gross-
wahlstadt darf jedoch nicht leiden.

Figure 2: Combining Hiero and NMT via edit distance transducer.

Examples for H and N are shown in Fig. 2(a)
and Fig. 2(b). The shortest path in H containing
the string nicht erlaubt sein sollte zu has grammat-
ical and stylistic flaws but is complete, whereas
there is a better path in N with an UNK. Our
goal is to merge these two hypotheses by using the
NMT translation in N with the UNK replaced by
a word from the Hiero lattice H .

1. Adding UNK insertions. We found that of-
ten NMT produces an isolated UNK token,
even if multiple tokens are required. There-
fore, we allow extending a single UNK to-
ken to a sequence of up to three UNK to-
kens. This is realized by replacing UNK
arcs in N with the transducer U shown in
Fig. 3 using OpenFST’s Replace operation.
Fig. 2(c) shows the result of the replace oper-
ation when applied to the example lattice N
in Fig. 2(b). We denote this operation as fol-
lows:

Replace(N, UNK, U) (2)

Figure 3: UNK extension transducer U .

2. Composition with the edit distance trans-
ducer. The next step finds the edit dis-
tances to the Hiero hypotheses as described
in Sec. 2.2.

C := Replace(N, UNK, U) ◦ E ◦H (3)

3. Shortest path. The above operation gener-
ates very large lattices, and dumping all of
them is not feasible. We could use disam-
biguation (Iglesias et al., 2015; Mohri and
Riley, 2015) on the combined transducerC to
find the best alignment for each unique NMT
hypothesis. However, we only need the sin-
gle shortest path in order to generate the com-
bined translation.

ShortestPath(C) (4)

4. Projection. A complete path in the trans-
ducer C has an NMT hypothesis on the input
labels (marked green in Fig. 2(d)) and a Hiero
hypothesis on the output labels (marked blue
in Fig. 2(d)). Therefore, we can generate dif-
ferent translations from the best path in C. If
we project the input labels on the output la-
bels with OpenFST’s Project, we obtain a
hypothesis t̂NMT in the NMT lattice N .

t̂NMT = Π1(ShortestPath(C)) (5)
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However, t̂NMT still contains UNKs. If we
project on the input labels, we end up with
the aligned Hiero hypothesis without UNKs
(blue labels in Fig. 2(d))

t̂Hiero = Π2(ShortestPath(C)) (6)

but we do not use the NMT translation di-
rectly. Therefore, we introduce a new projec-
tion function ΠUNK which switches between
preserving symbols on the input and output
tapes: if the input label on an arc is UNK,
we write the output label over the input label.
Otherwise, we write the input label over the
output label. This is equivalent to projecting
the output labels to the input labels only if the
input label is UNK, and then projecting the
input labels to the output labels. As shown in
Fig. 2(e), we obtain the NMT hypothesis, but
the UNK is replaced by the matching word
Grosswahlstadt from the Hiero lattice. Thus,
the final combined translation is described by
the following term:

t̂comb = ΠUNK(ShortestPath(C)) (7)

In general, the final hypothesis t̂comb is a mix
of an NMT and a Hiero hypothesis. We do not
search for t̂comb directly but for pairs of NMT and
Hiero translations which optimize the individual
model scores as well as the distance between them.
Stated more formally, the shortest path in C yields
a pair (t̂NMT , t̂Hiero) for which holds

t̂NMT , t̂Hiero = argmin
(tN ,tH)∈N×H

(
dedit(tN , tH)

+λnmt · SN (tN |s) + λhiero · SH(tH |s)
) (8)

where dedit(tN , tH) is the modified edit distance
between tN and tH (according E and U ), and
SN (tN |s) and SH(tH |s) are the scores NMT and
Hiero assign to the translations given source sen-
tence s. If we interpret these scores as negative
log-likelihoods, we arrive at a probabilistic inter-
pretation of Eq. 8.

t̂NMT , t̂Hiero = argmax
(tN ,tH)∈N×H

(

e−dedit(tN ,tH) · P (tN , tH |s)
) (9)

with (assuming independence)

P (tN , tH |s) := PN (tN |s)λnmt ·PH(tH |s)λhiero .

Eq. 9 suggests that we maximize the product
of two quantities – the similarity between Hiero
and NMT hypotheses and their joint probability.
The FST operations allow to optimize over the
set N × H efficiently. Note that the NMT lat-
tice N is rather small in our case (|N | ≤ 20)
due to the small beam size used in NMT decod-
ing. This makes it possible to solve Eq. 8 almost
always without pruning 2.

3 Experimental Setup

The parallel training data includes Europarl v7,
Common Crawl, and News Commentary v10. Sen-
tence pairs with sentences longer than 80 words
or length ratios exceeding 2.4:1 were deleted, as
were Common Crawl sentences from other lan-
guages (Shuyo, 2010). We use news-test2014 (the
filtered version) as a development set, and keep
news-test2015 and news-test2016 as test sets.

The NMT systems are built using the Blocks
framework (van Merriënboer et al., 2015) based
on the Theano library (Bastien et al., 2012) with
the network architecture and hyper-parameters as
in (Bahdanau et al., 2015): the encoder and de-
coder networks consist of 1000 gated recurrent
units (Cho et al., 2014). The decoder uses a sin-
gle maxout (Goodfellow et al., 2013) output layer
with the feed-forward attention model described
in (Bahdanau et al., 2015). In our final ensemble,
we use 8 independently trained NMT systems with
vocabulary sizes between 30,000 and 60,000.

Rules for our En-De Hiero system were ex-
tracted as described in (de Gispert et al., 2010).
A 5-gram language model for the Hiero system
was trained on WMT16 parallel and monolingual
data (Heafield et al., 2013).

We apply gentle post-processing to the German
output for fixing small number and currency for-
matting issues. The English source sentences in
the training corpus are lower-cased. During de-
coding, we lower case only in-vocabulary words,
and pass through OOVs with correct casing. We
apply a simple heuristic for recognizing surnames
to avoid literal translation of them into German3.

2We limit the Hiero lattices to a maximum of 100,000
nodes with OpenFST’s Prune to remove the worst outliers.

3We mark a word as surname if it has occurred after a first
name, is on a census list of known surnames, and is written
with a capitalized initial letter.
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Setup news-test2014 news-test2015 news-test2016
Best in competition4 20.6 25.2 34.8
Hiero baseline 18.9 21.2 26.0
Single NMT Pure NMT 17.5 19.6 23.2

SGNMT (lattice rescoring) 21.2 23.5 28.7
Edit distance transducer based combination 21.7 24.1 28.6

Ensemble NMT Pure NMT 19.4 21.7 25.4
SGNMT (lattice rescoring) 21.9 24.6 29.7
Edit distance transducer based combination 22.9 25.7 31.3

Table 1: English-German lower-cased BLEU scores calculated with Moses mteval-v13a.pl.

Method BLEU
NMT baseline: ShortestPath(N) 25.4
Hiero baseline: ShortestPath(H) 26.4
NMT hypothesis used for combination: t̂NMT 26.7
Hiero hypothesis used for combination: t̂Hiero 30.4
Combined translation: t̂comb 31.3

Table 2: Projection methods on news-test2016
with NMT 8-ensemble.

4 Results

Tab. 1 reports performance on news-test2014,
news-test2015, and news-test20165. Similarly to
previous work (Stahlberg et al., 2016), we observe
that rescoring Hiero lattices with NMT (SGNMT)
outperforms both NMT and Hiero baselines sig-
nificantly on all test sets. For SGNMT, we see fur-
ther improvements of between +0.7 BLEU (news-
test2014) and +1.1 BLEU (news-test2015) by us-
ing NMT ensembles rather than single NMT.
However, these gains are rather small consider-
ing the improvements from using ensembles for
the (pure) NMT baseline (between +1.9 BLEU
and +2.2 BLEU). Our combination scheme makes
better use of the ensembles. We report 31.3
BLEU on news-test2016, which in the English-
German WMT’16 evaluation is among the best
systems (within 0.1 BLEU) which do not use
back-translation (Sennrich et al., 2016a). Back-
translation is a technique for making use of mono-
lingual data in NMT training, and we expect our
system could benefit from back-translation, al-
though we leave this analysis to future work.

The combination procedure we propose is non-
trivial. It is not immediately clear how the gains
arise as the final scores are mixtures between edit
distance costs, NMT scores, and Hiero scores. In
the remainder we will try to provide some insight.
Unless stated otherwise, we report investigations

4http://matrix.statmt.org/
5The code we used for SGNMT and ensembling is avail-

able at http://ucam-smt.github.io/sgnmt/html/.

into the Hiero + NMT 8-system ensemble which
yields the best results in Tab. 1.

First, we focus on the projection function
ΠUNK(·) which switches between preserving the
input and output label at the UNK symbol to pro-
duce the combined translation t̂comb (Eq. 7). As
explained in Sec. 2.3, we can use OpenFST’s
Project operation to fetch the NMT and Hi-
ero hypotheses t̂NMT and t̂Hiero which have been
used to produce the combined translation (Eq. 5
and 6). Tab. 2 shows that the hypotheses that are
aligned in the final transducer are often not the 1-
best translations of any of the baseline systems.
Remarkably, using the t̂Hiero translations results
in 30.4 BLEU, which is a very substantial im-
provement over the baseline Hiero system (26.0
BLEU). Note that this BLEU score is achieved
with hypotheses from the original Hiero lattice H
but weighted in combination with the NMT scores
and the edit distance. However, these selected
paths are often given very low scores by Hiero: in
only 8.6% of the sentences is the Hiero hypothesis
left unchanged. If we look for t̂Hiero in the Hiero
n-best list, we find that even very deep 20,000-best
lists contain only 63.5% of the Hiero hypotheses
which were selected by the combination scheme
(Fig. 4). This indicates the benefit in using lattice-

Figure 4: Percentage of t̂Hiero hypotheses found
in the baseline Hiero n-best list.
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Distance measure component Avg. number per sentence Percentage of affected sentences
UNK insertions (U ) 0.16 12.9%
UNK→non-OOV substitutions (Type II) 1.34 55.9%
Other edit operations (Type III) 1.74 61.7%

Table 3: Breakdown of the distances measured between NMT and Hiero along the shortest path in C on
news-test2016.

based approaches over n-best lists.

Next, we investigate the distance measure be-
tween NMT and Hiero translations, which is re-
alized with the UNK insertion transducer U and
the modified edit distance transducer E (Sec. 2.3).
Tab. 3 shows that UNK insertions are relatively
rare compared to the edit operations of types II
and III allowed by E (Sec. 2.3). The average
edit distance between NMT and Hiero disregard-
ing UNKs on the best path (type III) is 1.74. In
61.7% of the cases the input and output labels dif-
fer not only at UNK – i.e. in only 38.3% of the sen-
tences do we have an exact match between NMT
and Hiero. We note that UNK is often replaced
with an NMT in-vocabulary word (55.9% of the
sentences). It seems that NMT often produces an
UNK even if a better word is in the NMT vocabu-
lary. This could be due to the over-representation
of UNK in the NMT training corpus.

To study the effectiveness of our edit distance
transducer based combination scheme in correct-
ing NMT UNKs, we trained individual NMT sys-
tems with vocabulary sizes between 10,000 and
60,000. Tab. 4 shows that nearly one in six tokens
(16.3%) produced by our pure NMT system with
a vocabulary size of 30,000 are UNKs. Increasing
the NMT vocabulary to 50k or 60k does improve
pure NMT very significantly, but results show that
these improvements are already captured by the
combination scheme with Hiero. As in the liter-
ature, we see large variation in performance over
individual NMT systems even with the same vo-
cabulary size (Sennrich et al., 2016b), which could
explain the small performance drop when increas-
ing the vocabulary size from 50k to 60k.

One important practical issue for system build-
ing is the number of systems to be ensembled as
training each individual NMT system takes a sig-
nificant amount of time. Fig. 5 indicates that even
for 8-ensembles the gains for pure NMT do not
seem to saturate. The combination with Hiero via
edit distance transducer also greatly benefits from
using ensembles, but most of the gains are gotten
with fewer systems.

Vocabulary Pure NMT NMT+Hiero
size BLEU # of UNKs BLEU
10,000 18.9 18.0% 28.1
30,000 21.6 16.3% 28.8
50,000 23.2 9.1% 28.6
60,000 22.9 9.9% 28.5

Table 4: BLEU scores on news-test2016 for dif-
ferent vocabulary sizes (single NMT). Each indi-
vidual NMT system is combined with Hiero as de-
scribed in Sec. 2.3.

Figure 5: BLEU score over the number of systems
in the ensemble on news-test2016.

5 Conclusion and Future Work

We have presented a method based on the edit dis-
tance that is effective in combining Hiero SMT
systems with NMT ensembles. Our approach
makes use of standard WFST operations, and we
showed the effectiveness of the approach with
a successful WMT’16 submission for English-
German. In the future, we are planning to add
back-translation (Sennrich et al., 2016a) and in-
vestigate the use of character- or subword-based
NMT (Sennrich et al., 2016b; Chitnis and DeN-
ero, 2015; Ling et al., 2015; Chung et al., 2016;
Luong and Manning, 2016) within our combina-
tion framework.
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Abstract

This paper describes the phrase-based sys-
tems jointly submitted by CUNI and LMU
to English-Czech and English-Romanian
News translation tasks of WMT16. In con-
trast to previous years, we strictly limited
our training data to the constraint datasets,
to allow for a reliable comparison with
other research systems. We experiment
with using several additional models in our
system, including a feature-rich discrimi-
native model of phrasal translation.

1 Introduction

We have a long-term experience with English-to-
Czech machine translation and over the years, our
systems have grown together from rather diverse
set of system types to a single system combination
called CHIMERA (Bojar et al., 2013).

This system has been successful in the previ-
ous three years of WMT (Bojar et al., 2013; Tam-
chyna et al., 2014; Bojar and Tamchyna, 2015) and
we follow a similar design this year. Unlike pre-
vious years, we only use constrained data in sys-
tem training, to allow for a more meaningful com-
parison with the competing systems. The gains
thanks to the additional data in contrast to the
gains thanks the system combination have been
evaluated in terms of BLEU in Bojar and Tam-
chyna (2015). The details of our English-to-Czech
system are in Section 2.

In this work, we also present our system sub-
mission for English-Romanian translation. This
system uses a factored setting similar to CHIMERA

but lacks its two key components: the deep-
syntactic translation system TectoMT and the rule-
based post-processing component Depfix. All de-
tails are in Section 3.

2 English-Czech System

Our “baseline” setup is fairly complex, follow-
ing Bojar et al. (2013). The key components of
CHIMERA are:

• Moses, a phrase-based factored system
(Koehn et al., 2007).

• TectoMT, a deep-syntactic transfer-based
system (Popel and Žabokrtský, 2010).

• Depfix, a rule-based post-processing system
(Rosa et al., 2012).

The core of the system is Moses. We combine it
with TectoMT in a simple way which we refer to
as “poor man’s” system combination: we translate
our development and test data with TectoMT first
and then add the source sentences and their trans-
lations as additional (synthetic) parallel data to the
Moses system. This new corpus is used to train a
separate phrase table. At test time, we run Moses
which uses both phrase tables and we correct its
output using Depfix. The system is described in
detail in Bojar et al. (2013).

Our subsequent analysis in Tamchyna and Bojar
(2015) shows that the contribution of TectoMT is
essential for the performance of CHIMERA. In par-
ticular, TectoMT provides new translations which
are otherwise not available to the phrase-based
system and it also improves the morphological and
syntactic coherence of translations.

2.1 Translation Models

Similarly to previous years, we build two phrase
tables – one from parallel data and another from
TectoMT translations of the development and test
sets. Here we describe the first phrase table.

Our main system uses CzEng16pre (Bojar et al.,
2016) as parallel data. We train a factored TM
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which uses surface forms on the source and pro-
duces target form, lemma and tag. Similarly to
previous years, we find that increasing the phrase
table limit (the maximum number of possible
translations per source phrase) is necessary to ob-
tain good performance.

Our input is also factored (though the phrase ta-
bles do not condition on these additional factors)
and contains the form, lemma and morphological
tag. We use these factors to extract rich features
for our discriminative context model.

Linearly interpolated translation models.
There is some evidence that when dealing with
heterogeneous domains, it might be beneficial to
construct the final TM as a linear, uniform interpo-
lation of many small phrase tables (Carpuat et al.,
2014). We experiment with splitting the data into
20 parts (without any domain selection, simply a
random shuffle) and using linear interpolation to
combine the partial models. The added benefit is
that phrase extraction for all these parts can run in
parallel (2h25m per part on average). The merging
of these parts took 16h12m, which is still substan-
tially faster than the single extraction (53h7m).

2.2 Language Models

Our LM configuration is based on the successful
setting from previous years, however all LMs are
trained using the constrained data; this is a major
difference from our previous submissions which
used several gigawords of monolingual text for
language modeling.

We train an 7-gram LM on surface forms from
all monolingual news data available for WMT.
This LM is linearly interpolated (each year is a
separate model) to optimize perplexity on a held-
out set (WMT newstest2012). The individual LMs
were pruned: we discarded all singleton n-grams
(apart from unigrams).

All other LMs are trained on simple concate-
nation of the news part of CzEng16pre and all
WMT monolingual news sets. We train 4-gram
LMs on forms and lemmas (with a different prun-
ing scheme: we discard 2- and 3-grams which ap-
pear fewer than 2 or 3 times, respectively).

We have two LMs over morphological tags to
help maintain morphological coherence of trans-
lation outputs. The first LM is a 10-gram model
and the second one is a 15-gram model, aimed at
overall sentence structure. We prune all singleton
n-grams (again, with the exception of unigrams).

2.3 Discriminative Translation Model

We add a feature-rich, discriminative model of
phrasal translation to our system (Tamchyna et al.,
2016). This classifier produces a single phrase
translation probability which is additionally con-
ditioned on the full source sentence and limited
left-hand-side target context. The probability is
added as an additional feature to Moses’ log-linear
model. The motivation for adding the context
model is to improve lexical choice (which can be
better inferred thanks to full source-context infor-
mation) and morphological coherence.

The model uses a rich feature set on both sides:
In the source, the model has access to the full in-
put sentence and uses surface forms, lemmas and
tags. On the target side, the model has access to
limited context (similarly to an LM) and uses tar-
get surface forms, lemmas and tags. However,
our English-Czech submission to WMT16 does
not use target-context information due to time con-
straints.

2.4 Lexicalized Reordering and OSM

We experiment with using a lexicalized reordering
model (Koehn et al., 2005) in the common setting:
model monotone/swap/discontinuous reordering,
word-based extraction, bidirectional, conditioned
both on the source and target language.

We also train an operation sequence model
(OSM, Durrani et al., 2013), which is a generative
model that sees the translation process as a linear
sequence of operations which generate a source
and target sentence in parallel. The probability
of a sequence of operations is defined according
to an n-gram model, that is, the probability of an
operation depends on the n − 1 preceding opera-
tions. We have trained our 5-gram model on sur-
face forms, using the CzEng16pre corpus.

2.5 Hard POS for Short Words

In addition to the more principled attempts at im-
proving our model, mainly Section 2.3, we also
manually checked the output and added an ad-hoc
solution for the single most disturbing error: the
abbreviated form “’s” was often translated as the
verb “to be” even in the clearly possessive uses.

The ambiguity of “’s” is apparently easy to
resolve, our tagger does not have problems dis-
tinguishing and tagging the abbreviation as POS
(possesive), VBZ (present tense) and other situa-
tions. While the POS information is readily avail-
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able to the discriminative model, the model might
not be able to pick it up due to its wide focus on
many phenomena. As an alternative, we simply
modify the input token and append the POS tag to
it for all tokens under three characters.

This hack clearly helps with “’s”: in a small
manual analysis of 52 occurrences of “’s”, the
discriminative model still translated 7 possessive
meanings as present tense, while the hacked model
avoided these errors. It would be best to combine
these two approaches, but we did not have the time
to run this setting for the WMT evaluation.

2.6 Results

We evaluate all system variants on the WMT15
test set and report all BLEU scores in Table 1 prior
to applying the last component, Depfix.

The reordering model achieved mixed results in
our initial experiments and we opt not to include
it in our final submission, relying instead only on
the standard distortion penalty feature.

As in previous years, the addition of TectoMT
to the main phrase table extracted from the paral-
lel corpus (denoted “CzEng” in Table 1) is highly
beneficial, improving the BLEU score by roughly
1.2 points. The addition of OSM also helps,
adding about 0.7 points.

The source-context discriminative model does
not improve translation quality according to
BLEU. We suspect that the space for its contribu-
tion is diminished by the addition of TectoMT and
possibly also the OSM and the strong LMs. This
system (labelled with ∗) was submitted as a pri-
mary system CU-TAMCHYNA. After the deadline,
we also ran an experiment which included target-
context features in the model and obtained BLEU
of 20.96.

Experiments with the interpolated TM
(“CzEng20 parts” in the table) and POS ap-
pended to words under three characters show a
lower BLEU score (20.70, denoted •) but we
also carried out a small manual evaluation where
the system output seemed to be better than the
baseline (20.91). We therefore submitted this
system as our primary CU-CHIMERA.

In the official WMT16 manual evaluation, both
our systems end up in the same cluster, ranking
#4 and #5 among all systems for this language
pair. The hacked system • seems negligibly better
(0.302 TrueSkill) than the one with the discrimi-
native model (∗, reaching 0.299 TrueSkill).

As a contrastive result, CHIMERA, ranking #1
last year, achieves a BLEU score of 20.46 on new-
stest2015 (also prior to the application of Dep-
fix). This suggests that even though we limited our
training data this year, we did not lose anything in
terms of translation quality.

TMs OSM Disc. POS BLEU
CzEng - - - 19.08±0.62

CzEng+TectoMT
- - - 20.23±0.64
3 - - 20.91±0.67
3 3 - 20.89±0.69 ∗

CzEng20 parts+TectoMT 3 - 3 20.70±0.66 •
Chimera in WMT15 3 - - 20.46

Table 1: Different experiment configurations for
CHIMERA. We report BLEU scores on new-
stest2015. The system denoted ∗ corresponds to
our WMT16 submission cu-tamchyna and the
system denoted • corresponds to cu-chimera.

3 English-Romanian System

We also submitted a constrained phrase-based
system for English→Romanian translation which
is loosely inspired by the basic components of
CHIMERA. Additionally, our submission uses the
source- and target-context discriminative transla-
tion model as well.

3.1 Data and Pre-Processing

We use all the data available to constrained sub-
missions: Europarl v8 (Koehn, 2005) and SE-
TIMES2 (Tiedemann, 2009) parallel corpora and
News 2015 and Common Crawl monolingual cor-
pora.1 We split the official development set into
two halves; we use the first part for system tuning
and the second part serves as our test set.

Data pre-processing differs between English
and Romanian. For English, we use Treex (Popel
and Žabokrtský, 2010) to obtain morphological
tags, lemmas and dependency parses of the sen-
tences. For Romanian, we use the online tagger
by Tufis et al. (2008) as run by our colleagues at
LIMSI-CNRS for the joint QT21 Romanian sys-
tem (Peter et al., 2016).

3.2 Factored Translation

Similarly to CHIMERA, we train a factored phrase
table which translates source surface forms to tu-
ples (form, lemma, tag). Our input is factored
and contains the form, lemma, morphological tag,

1http://commoncrawl.org/
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lemma of dependency parent and analytical func-
tion (“surface” syntactic role, e.g. Subj for sub-
jects). These additional source-side factors are
again not used by the phrase table and serve only
as information for the discriminative model.

3.3 Language Models

Our full system contains three separate language
models (LMs). The first is a 5-gram LM over sur-
face forms, trained on the target side of the parallel
data and monolingual news 2015.

The second LM only uses 4-grams but addition-
ally contains the full Common Crawl corpus. We
prune this second LM by discarding 2-, 3- and 4-
grams which appear fewer than 2, 3, 4 times, re-
spectively.

Finally, we also include a 7-gram LM over mor-
phological tags. We only use target parallel data
for estimating the model.

3.4 Reordering Model

Similarly to our experiments with CHIMERA,
we utilize a lexicalized reordering model (Koehn
et al., 2005). Again, we model mono-
tone/swap/discontinuous reordering, word-based
extraction, bidirectional, conditioned both on the
source and target language.

3.5 Discriminative Translation Model

We utilize the same discriminative model as for
CHIMERA. For English-Romanian, we also use
dependency parses of the source sentences and
target-side context features as additional source of
information in our official submission.

3.6 Results

Table 2 lists BLEU scores of various system set-
tings. Each BLEU score is an average over 5 runs
of system tuning (MERT, Och, 2003). The ta-
ble shows how BLEU score develops as we add
the individual components to the system: the 7-
gram morphological LM (“tagLM”), the 4-gram
LM from Common Crawl (“ccrawl”), the lexical-
ized reordering (“RR”) and finally the discrimina-
tive translation model (“discTM”).

We test for statistical significance using MultE-
val (Clark et al., 2011); we test each new compo-
nent against the system without it (i.e., +tagLM
is compared to baseline, +ccrawl is tested against
+tagLM etc.). When the p-value is lower than
0.05, we mark the result in bold.

Setting BLEU
baseline 26.2
+tagLM 26.6
+ccrawl 28.0
+RM 28.1
+discTM 28.3

Table 2: BLEU scores of system variants for
English-Romanian translation.

We observe a relatively steady additive effect of
the individual components: the addition of each
model (apart from lexicalized reordering) leads to
a statistically significant improvement in transla-
tion quality.

Our discriminative model further improves the
system, despite only being trained on the paral-
lel data (roughly 0.6 M sentence pairs) and build-
ing upon the strong language models which use
orders-of-magnitude larger monolingual data (al-
most 300 M sentences). This variant (BLEU 28.3)
corresponds to our submission LMU-CUNI.

4 Conclusion

We have described our English-Czech and
English-Romanian submissions to WMT16: CU-
CHIMERA, CU-TAMCHYNA and LMU-CUNI.

For English-Czech, our work is an incremen-
tal improvement of the previously successful
CHIMERA system. This time, our submission
is constrained and additionally uses interpolated
TMs, an OSM and a discriminative phrasal trans-
lation model.

For English-Romanian, we have built a sys-
tem somewhat similar to the statistical component
of CHIMERA. We have added the discriminative
model which conditions both on the source and
target context to the system and obtained a small
but significant improvement in BLEU.
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Abstract

This paper summarises the contributions
of the teams at the University of Helsinki,
Uppsala University and the University of
Turku to the news translation tasks for
translating from and to Finnish. Our
models address the problem of treating
morphology and data coverage in various
ways. We introduce a new efficient tool
for word alignment and discuss factori-
sations, gappy language models and re-
inflection techniques for generating proper
Finnish output. The results demonstrate
once again that training data is the most
effective way to increase translation per-
formance.

1 Introduction

In this paper we revisit phrase-based models with
and without factors to translate from and into a
morphologically-rich language, Finnish. We dis-
cuss the impact of training data, the use of fac-
tored models and ideas of re-inflection as post-
processing. We also introduce the framework
of gappy language models within document-level
machine translation (without much success in the
given task). Our efforts prove the importance of
training data once again and demonstrate the use
of noisy and out-of-domain data sets as well as the
possibility of integrating synthetic training data
based on back-translation in phrase-based SMT.

2 Data and Tools

This section discusses data sets and tools that we
applied in our models. We focus on non-standard
resources but also summarise the basic setup of
our training procedures.
Training Data: Our submissions include con-
strained and unconstrained systems. The con-

strained systems apply all the data provided by
WMT and also the English Giga-Word corpus that
is distributed by the LDC. Our best systems in-
clude additional parallel data sets coming from
OPUS (Tiedemann, 2012) and syntactically anal-
ysed monolingual data from the Finnish Internet
Parsebank (Luotolahti et al., 2015). Additional to
the parallel data we used in our submission last
year (Tiedemann et al., 2015a), we include the
new version of the OpenSubtitle corpus (Lison and
Tiedemann, 2016) with its 18.6 million aligned
translation units in English and Finnish. Further-
more, we make use of alternative subtitle transla-
tions that have been aligned monolingually in the
same collection (Tiedemann, 2016). Expanding
the parallel corpus with alternative translations ex-
tends the subtitle corpus by roughly 350,000 trans-
lation units with about 6.8 million tokens (count-
ing both languages together). The contribution is
quite small compared to the original corpus with
its 107 million Finnish tokens and 167 million En-
glish tokens, but, nevertheless, it contributes to
the overall collection especially by providing addi-
tional variation of the translation examples, which
is very valuable for the resulting system. The fi-
nal training corpus contains 27.7 million transla-
tion units comprising 353 million English tokens
and 244 million tokens in the Finnish part.

For Finnish, we also increased the coverage of
our language model by further 4.9 billion tokens
compared to our last year submission. The data
comes from an extensive web-crawl and amounts
to 9.5 billion tokens of text, deduplicated on doc-
ument level. Five-gram language models are
trained using KenLM (Heafield et al., 2013). The
English language model based on the provided
Common Crawl data is limited to trigrams.
Pre-Processing Tools: For processing Finnish,
we apply the Finnish parsing pipeline devel-
oped at the University of Turku (Haverinen et
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al., 2013). It integrates all the necessary pre-
processing steps including tokenisation, morpho-
logical analyses and part-of-speech tagging, and
produces dependency analyses according to the
Universal Dependencies scheme.1 The morpho-
logical component relies on OMorFi - an open-
source finite-state toolkit with a large-coverage
morphology for modern Finnish (Lindén et al.,
2009). The readings given by OMorFi are com-
bined with predictions of the MarMoT CRF-based
tagger (Mueller et al., 2013), and the data is sub-
sequently parsed using the mate-tools data-driven
dependency parser (Bohnet, 2010). The labeled
attachment score of the parsing pipeline is 82.7%
and the pipeline is robust and reliable even for
large data sets and long sentences (Pyysalo et al.,
2015).

We also apply various pre-processing tools pro-
vided by the Moses toolbox. In particular, we
make use of tokenisers (especially for English),
punctuation and Unicode normalisers.

For the factored models of English, we built
our own pre-processing pipeline mainly adapted
from the Finnish pipeline but adjusted for process-
ing English. They include tools for handling long
sentences and keeping track of sentence alignment
points when parsing parallel data sets. We use the
English models for sentence boundary detection
and tokenisation provided by OpenNLP,2 which
is compatible with the Penn Treebank style of to-
kenisation. This is important for the subsequent
tagging and parsing steps, which we trained on
the Universal Dependencies treebank for English
using MarMoT and mate-tools.
MT Tools: Most of our systems are based on
Moses (Koehn et al., 2007) and common compo-
nents for training and tuning models. We apply
KenLM (Heafield et al., 2013) and SRILM (Stol-
cke, 2002) for estimating language model param-
eters and MERT (Och, 2003) and batch-MIRA
(Cherry and Foster, 2012) for parameter tuning.
Most of our models are based on lowercased train-
ing data. All language models use order five with
modified Kneser-Ney smoothing if not stated oth-
erwise. All MT systems apply the phrase-based
paradigm, some of them with factored representa-
tions and generation models if necessary.

For word alignment we experiment with differ-
ent tools. We apply standard tools like GIZA++

1http://universaldependencies.org
2https://opennlp.apache.org

(Och and Ney, 2003) and fast align (Dyer et al.,
2013) but also the recently proposed Bayesian
word aligner efmaral (Östling, 2015). Efmaral
is an efficient implementation of a Markov-Chain
aligner using Gibbs sampling with a Bayesian
extension of the IBM alignment models. It is
both fast and accurate and works as a straightfor-
ward plug-in replacement for standard tools in the
SMT training pipeline. The aligner is faster than
fast align but more accurate in terms of alignment
error rate in various benchmark tests. The ad-
vantage of using Gibbs sampling rather than the
Expectation-Maximisation algorithm (as do both
fast align and GIZA++) is that inference remains
quadratic with respect to sentence length even
when word order and fertility models are added,
which enables the efficient use of higher-order
models. This is the first time that the performance
of this tool is reported in the setting of statistical
machine translation.

Besides Moses, we also apply another phrase-
based machine translation decoder, Docent (Hard-
meier et al., 2013), which implements a stochas-
tic local search decoder that is able to incor-
porate features with long-distance dependencies
even across sentence boundaries. Docent empha-
sises document-level decoding but includes stan-
dard local features that make the decoder com-
parable with standard phrase-based SMT. The de-
coding algorithm applies randomly selected state-
change operations to complete translation hy-
potheses (covering the whole document) that may
be accepted by a strict hill-climbing procedure or
a simulated annealing schedule. The main motiva-
tion for using Docent in our setup is to introduce
non-local dependencies that may improve, for ex-
ample, agreement problems in morphologically-
rich languages such as Finnish. However, the ex-
periments are very initial and, unfortunately, do
not show the desired effect yet.

3 Translating English into Finnish

Our main efforts went into the development of
translation models for the direction from English
to Finnish. Four types of experiments were con-
ducted: (1) Changing word alignment and data
sets; (2) Factored models with morphological fea-
tures; (3) Re-inflection models with robust gener-
ation from underspecified representations; and (4)
Gappy language models for long-distance depen-
dencies.
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3.1 Changing Alignment and Adding Data

Our first series of experiments considered three
different word alignment tools that can be used
in the training pipeline of standard phrase-based
SMT. We use the well-known IBM alignment
models (up to model 4) implemented in GIZA++,
the modified IBM model 2 implemented in
fast align and the above introduced Bayesian word
aligner based on fertility-enhanced HMM mod-
els implemented in efmaral. Table 1 summarises
the results when applied in the constrained setup
and tested on the news test set from WMT 2015.
The three models use the same feature weights
and the same symmetrisation and phrase extrac-
tion/scoring parameters to make the scores compa-
rable with each other. The results indicate that ef-
maral is comparable and even better than GIZA++
in this setup even though it is magnitudes faster
than the IBM model 4 training and Viterbi align-
ment. Efmaral is also considerably faster than
fast align, which makes it a valuable drop-in re-
placement of these standard tools. The process-
ing times in Table 1 illustrate the significant gains
when using efmaral making it possible to quickly
align large amounts of bitexts. The advantage over
fast align can mainly be seen in CPU time with
a speed-up of almost a factor of 10. fast align,
however, has the advantage to naturally run mul-
tithreaded over many cores whereas the collapsed
Gibbs sampler of efmaral is not as easily paral-
lelised. This can also be seen in our experiments
which we ran on a 16 core machine with align-
ment in both directions in parallel. GIZA++ is by
far the slowest option and does not lead to better
translations either. The figure also excludes word
clustering which is another time-consuming pro-
cess that is necessary for running IBM model 4.

Part of the experiment is also the inclusion of
additional training data. All those runs use ef-
maral, demonstrating that the software is capable
to cope with large data sets. Note, however, that
memory requirements grows with the size of the
data (

∑
e,f (|e| × |f |)) making it possible to run

efficiently. The results of our experiments show
that the additional data is useful even though it is
coming from inappropriate domains. Especially
striking is the gain by including alternative subtitle
translations – a rather small part of the data. Ap-
parently, those examples introduce necessary vari-
ations to push the quality of the models. Another
impressive improvement can be seen with the in-

time for word align
newstest 2015 BLEU real CPU
GIZA++ 13.65 38,514s –
fast align 13.56 682s 8,344s
efmaral 14.10 370s 895s
+ OPUS 14.81 – –
+ alternatives 15.55 2,630s 6,599s
+ WWW-LM 16.98 – –
retuned 18.11 – –
back-translated 14.78 954s 2,606s
+ OPUS, ... 18.22 2,758s 7,187s

Table 1: Lower-cased BLEU scores for standard-
phrase based SMT on development test data (new-
stest 2015). The first three and the second-to-
last rows represent constrained settings whereas
the other rows refer to systems with additional re-
sources. Efmaral is used in all cases except for the
two models at the top. The last two systems in-
clude back-translated news data. Running time is
given for some aligners in terms of walltime (real)
and CPU time (user+sys).

troduction of the large language model based on a
diverse set of data. This Finnish language model is
estimated on the Finnish Internet Parsebank (Lu-
otolahti et al., 2015), totaling 9.5 billion tokens
of text. The data is obtained from a large-scale
Internet crawl, seeded from all Finnish pages in
CommonCrawl.3 However, actual CommonCrawl
data is only a small fraction of the total, roughly
1.5B tokens, the remainder originating from an
independent crawl. The data is heavily filtered,
only preserving clean, parseable text comprising
of complete sentences.

Even the models with additional data use the
same feature weights and only replace the indi-
cated component to enable comparisons between
them. The system denoted by “retuned”, however,
shows the importance of proper tuning when re-
placing system components.

The final part of Table 1 shows additional re-
sults with back-translated news data in the con-
strained and unconstrained setup. We used our
Finnish-English model to translate approximately
1.25 million sentences of the Finnish shuffled
monolingual news data from 2014 and 2015 to
enhance the parallel training data. The result in
terms of BLEU significantly improves when these
noisy data sets are included in the standard train-

3www.commoncrawl.org
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ing pipeline. Note that the models are retuned
from scratch in both cases.

3.2 Factored Models

The factored models we developed use features
extracted from dependency trees coming out of
the Finnish and English pre-processing pipelines.
We include separate translation models for trans-
lating between English surface word forms and
Finnish lemmas and for translating morphosyn-
tactic features between the two languages. The
latter includes dependency relations besides part-
of-speech labels (on both sides) and detailed mor-
phological information (in Finnish only). Table 2
summarises the results of these models.

newstest 2015 BLEU
(a) surface form 14.10
(b) morph 5.45
(c) constructions 10.89
combined (a) + (c) 14.17
+back-translated 14.70

Table 2: Lower-cased BLEU scores for factored
SMT models on development test data (newstest
2015). System (a) is the same as the constrained
model in Table 1. System (b) uses a factored
model that translates surface words to target lem-
mas and morphosyntactic features separately. Sys-
tem (c) keeps closed-class words in the transla-
tion table of morphosyntactic features. (b) and
(c) include a generation model trained on large
monolingual parsed training data to generate sur-
face word forms from lemmas and morphosyntac-
tic features.

The morphologically enhanced factored model
underperforms significantly when used in isola-
tion. Therefore, we used a variant of the setup
that replaces morphosyntactic features with sur-
face words for all closed-class words in the train-
ing corpus. The assumption is that there is suf-
ficient evidence for those word types even in
morphologically-rich languages such as Finnish.
Using this type of lexicalisation helps to find
construction-like mappings between the two lan-
guages which seems to be beneficial for the system
according to the scores in our experiments (system
(c) in Table 2). In combination with the surface-
oriented translation model this also leads to a
slight improvement over the non-factored model
(without back-translated news), which is also evi-

dent in the final scores of our submitted systems at
least in the constrained setup (see Table 4).

3.3 Re-inflection Models

Furthermore, we also investigated re-inflection
models. These experiments require a different
representation of the training data for each vari-
ant and are, therefore, not directly comparable
with the other systems. The underlying idea of
what we call re-inflection models in our submis-
sion is that we reduce all Finnish training data
to an underspecified representation, where words
are reduced to their lemmas and noun and ad-
jective compounds are split into their component
parts. Then, we train models and translate from
English into this underspecified representation of
Finnish and in a post-processing step we then
merge compounds and predict morphological fea-
tures for Finnish. This approach has been success-
fully applied to Russian and Arabic (Toutanova
et al., 2008) and to German (Fraser et al. (2012),
Cap et al. (2014)). Note however, that for example
Fraser et al. (2012) relied on German prepositions
to predict case-markers on underspecified German
SMT output. In contrast to many other languages,
Finnish only has a limited number of stand-alone
pre- and postpositions. Instead, the prepositional
meaning is encoded by case-marking. We thus
adapt an approach by Tiedemann et al. (2015b)
and introduce place-holder prepositions in the
Finnish training data, which are likely to corre-
spond to the prepositions used on the English side
and thus improve word alignment quality.
Place-holder Prepositions: In contrast to Tiede-
mann et al. (2015b), we do not apply factored
models (with both, lemmatised and surface forms)
here but strip the case-markers from those words
and only keep the underspecified representation.
Moreover, we apply the approach in the opposite
translation direction, which requires a generation
component. The place-holder prepositions will
not only lead to improved word alignments, but
we will also use them to predict case-markers af-
ter translation. Overall, we follow the processing
pipeline of (Cap et al., 2014): we use a rule-based
morphological analyser (Pirinen, 2015) to split
compounds (using the Finnish parsing pipeline to
disambiguate multiple analyses) and lemmatise all
Finnish training data. Compound modifiers are re-
duced to their lemmas and marked with a symbol
that distinguishes them from other words. Sim-
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ilar to Tiedemann et al. (2015b), we introduce
place-holder prepositions at the beginning of noun
phrases bearing the corresponding case-marker in
order to support word alignment.

Prediction of Case-Markers After translation,
we apply CRF models to predict the case mark-
ers of Finnish. Besides the occurrences of place-
holder prepositions, these take some more local
context, both on lemma and POS level into ac-
count. Clean-data experiments have shown that
our CRF models for re-inflection are very accu-
rate. We reduce all compounds of the CRF train-
ing data to their heads and train the models on this
representation. As we are using the words and
lemmas as features for the CRFs, the reduction
of compounds to their heads reduces data sparsity
and allows the model to better generalise over all
occurrences. For the translation output we remove
all compound modifiers before case prediction.

Morphological Generation The predicted case-
markers are then fed into the morphological gen-
eration automaton (Pirinen, 2015) in order to get
fully inflected forms. In cases where this genera-
tion failed, we used a supervised machine learning
approach as a backoff (Durrett and DeNero, 2013).

Compound Processing In a final step, we
merge compounds using a POS-matching strategy
(Stymne et al., 2008). We merge the marked com-
pound modifiers with the following word if it is a
noun or adjective, and add hyphens for modifiers
in coordinated compounds. Compounding forms
of modifiers are restored based on corpus frequen-
cies. Like Stymne et al. (2008) and Cap et al.
(2014), we also merge compounds in every iter-
ation of the tuning process before the translations
are scored against the reference.

All re-inflection systems are constrained sys-
tems. We used Europarl and Wikipedia as par-
allel resources and all of the Finnish data avail-
able from WMT to train five-gram language mod-
els with SRILM (Stolcke, 2002) and KENLM
(Heafield, 2011). No particular cleaning or pre-
processing of the data has happened. This makes
the re-inflection systems differ from all other sys-
tems in this paper. Otherwise, we trained a con-
ventional phrase-based Moses system with default
settings, tuned weights using batch-MIRA with
”safe-hope” (Cherry and Foster, 2012) and used
an underspecified representation of the tuning ref-
erence set to derive BLEU scores. The final result
of our system is listed in Table 4.

3.4 Gappy Language Models
Tiedemann (2015) introduces the use of language
models over selected words in the framework
of document-level SMT using Docent applied to
the pronoun-aware translation task of DiscoMT
(Hardmeier et al., 2015). We extended this idea
by developing a general framework for what we
call gappy language models that refer to mono-
lingual or bilingual n-gram language models over
selected words and their alignments. We can use
different factors attached to the source and tar-
get language tokens to filter for word sequences
that we would like to consider. Given word align-
ments are used to establish the link between source
and target tokens. Gappy language models may
cross sentence-boundaries but may also stop at
those borders. Regular expressions can be used
to make the selection more flexible. Multi-word
alignments can be concatenated into single to-
kens and empty alignments can be represented as
a special token to avoid the length-penalising ef-
fect of N-gram models. Word selection based on
the source language also helps as this is given and
fixed. However, word alignment is noisy and may
negatively influence the use of the extracted target
item sequence. Therefore, the selection can also
be done on target language properties only and
an additional penalty feature is then used to con-
trol the length of the generated strings. Bilingual
models add both source and aligned target tokens
whereas monolingual models only use target lan-
guage tokens. Items are always sorted in the order
of the target language.

We experimented with various selections and
bilingual models to see the effect of these ad-
ditional features functions. Five-gram Language
model parameters are estimated using KenLM
(Heafield et al., 2013). Our main selection criteria
are part-of-speech patterns (matching coarse uni-
versal POS labels) and dependency relations:

• nouns and their alignments (sentence-internal
only and even document-wide)
• verbs and their alignments (sentence-internal

only and even document-wide)
• subject-predicate sequences (including nega-

tion particles) and their alignments
• closed-class words and their alignments

Gappy language models are fully integrated in
Docent but one unsolved problem is the tuning of
their weights. Currently, we do not have a stable
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Figure 1: Adding gappy LM features and testing
on development test data (newstest 2015).

framework for finding appropriate values for them
and, hence, we needed to set them to a quite ar-
bitrary value (0.1 in our case). The disappointing
results of our extended models are shown in Fig-
ure 1. In general all of them seem to hurt perfor-
mance in the current setup.

4 Translating Finnish into English

The Finnish–English models re-use the factored
setup with pseudo-tokens that we introduced last
year (Tiedemann et al., 2015a). The main differ-
ences to the previous systems are (i) the use of
completely parsed bitexts even with the extended
data sets (last year we only parsed Europarl from
the constrained data), (ii) the large language model
coming from the provided common crawl data (tri-
gram model), and, (iii) improved compound split-
ting of surface words based on the morpholog-
ical analyses and the analysed lemma informa-
tion. For the latter, we use additional string match-
ing heuristics to properly split compounds even
if modifying components are inflected and can-
not be matched with the lemmatised analyses in
a straightforward way. Furthermore, we also add
morphological information to the modifying com-
pound components by looking up the most fre-
quent analyses of the given form in a large anal-
ysed monolingual corpus. The scores for our fac-
tored models in the constrained and unconstrained
settings are listed in Table 3.

Again, we can see the substantial impact of
additional out-of-domain training data. Alterna-
tive subtitle translations contribute marginally in
this translation direction. The common crawl data
is useful but slows down decoding quite signifi-
cantly.

newstest 2015 BLEU
basic 19.02
+ OPUS 21.42
+ alternatives 21.46
+ CC LM 22.09
basic + CC LM 19.33

Table 3: Lower-cased BLEU scores for factored
SMT models for Finnish-to-English on develop-
ment test data (newstest 2015).

5 Final Results and Discussions

Table 4 summarises the final scores when apply-
ing our models to the news test set from this year’s
evaluation campaign. A major, but not very sur-
prising effect is the reduction of unknown words
when adding more data. The factored model leads
to slight improvements in the constrained setting
but this does not carry over to the unconstrained
setup. A significant difference is the number of
unknown tokens which is much higher in the fac-
tored model. This may look surprising but when
inspecting the data, we could identify the reason
for this difference, which is due to the tokenisa-
tion applied in the factored setup. The models
applied in this approach make different decisions,
for example, when keeping numeric and monetary
expressions together. This increases the number
of unknown units without causing much harm in
most cases. Other cases are clearly tokenisation
errors. Some examples are listed below:
200k|ADJ|JJ|dep
228.89|NUM|CD|num
$22million|NOUN|NN|adpobj
2.5bn|NUM|CD|num
"wrestle|VERB|VB|xcomp
(yet|NOUN|NN|dobj

Note that the re-inflection model uses differ-
ent data pre-processing pipelines and, therefore,
the scores are not comparable with the others.
In a contrastive run we could see modest im-
provements over the baseline models without re-
inflection. Finally, we can also see that Finnish-
English suffers more from unknown tokens even
though we apply proper morphological analyses
and compound splitting. This is something that
we need to address in future work.
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BLEU BLEU TER unknown words
English – Finnish lower cased #tokens #types
constrained - basic 13.3 12.7 0.782 1,582 862
constrained - factored 13.5 12.8 0.784 1,659 1,233
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Abstract

This paper describes the University of Ed-
inburgh’s phrase-based and syntax-based
submissions to the shared translation tasks
of the ACL 2016 First Conference on Ma-
chine Translation (WMT16). We sub-
mitted five phrase-based and five syntax-
based systems for the news task, plus one
phrase-based system for the biomedical
task.

1 Introduction

Edinburgh’s submissions to the WMT 2016 news
translation task fall into two distinct groups: neu-
ral translation systems and statistical translation
systems. In this paper, we describe the statisti-
cal systems, which includes a mix of phrase-based
and syntax-based approaches. We also include a
brief description of our phrase-based submission
to the WMT16 biomedical translation task. Our
neural systems are described separately in Sen-
nrich et al. (2016a).

In most cases, our statistical systems build on
last year’s, incorporating recent modelling refine-
ments and adding this year’s new training data.
For Romanian—a new language this year—we
paid particular attention to language-specific pro-
cessing of diacritics. For English→Czech, we ex-
perimented with a string-to-tree system, first using
Treex1 (formerly TectoMT; Popel and Žabokrt-
ský, 2010) to produce Czech dependency parses,
then converting them to constituency representa-
tion and extracting GHKM rules.

In the next two sections, we describe the phrase-
based systems, first describing the core setup in
Section 2 and then describing system-specific ex-
tensions and experimental results for each individ-
ual language pair in Section 3. We describe the

1http://ufal.mff.cuni.cz/treex

core syntax-based setup and experiments in Sec-
tions 4 and 5.

2 Phrase-based System Overview

2.1 Preprocessing

The training data was preprocessed us-
ing scripts from the Moses toolkit.
We first normalized the data using the
normalize-punctuation.perl script,
then performed tokenization (using the -a op-
tion), and then truecasing. We did not perform
any corpus filtering other than the standard Moses
method, which removes sentence pairs with
extreme length ratios, and sentences longer than
80 tokens.

2.2 Word Alignment

For word alignment we used fast_align
(Dyer et al., 2013)—except for German↔English,
where we used MGIZA++ (Gao and Vo-
gel, 2008)—followed by the standard
grow-diag-final-and symmetrization
heuristic.

2.3 Language Models

Our default approach to language modelling was
to train individual models on each monolingual
corpus (except CommonCrawl) and then linearly-
interpolate them to produce a single model. For
some systems, we added separate neural or Com-
monCrawl LMs. Here we outline the various ap-
proaches and then in Section 3 we describe the
combination used for each language pair.

Interpolated LMs For individual monolingual
corpora, we first used lmplz (Heafield et al., 2013)
to train count-based 5-gram language models with
modified Kneser-Ney smoothing (Chen and Good-
man, 1998). We then used the SRILM toolkit
(Stolcke, 2002) to linearly interpolate the models
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using weights tuned to minimize perplexity on the
development set.

CommonCrawl LMs Our CommonCrawl lan-
guage models were trained in the same way as the
individual corpus-specific standard models, but
were not linearly-interpolated with other LMs. In-
stead, the log probabilities of CommonCrawl LMs
were added as separate features of the systems’
linear models.

Neural LMs For some of our phrase-based sys-
tems we experimented with feed-forward neural
network language models, both trained on target
n-grams only, and on “joint” or “bilingual” n-
grams (Devlin et al., 2014; Le et al., 2012). For
training these models we used the NPLM toolkit
(Vaswani et al., 2013), for which we have now im-
plemented gradient clipping to address numerical
issues often encountered during training.

2.4 Baseline Features
We follow the standard approach to SMT of scor-
ing translation hypotheses using a weighted lin-
ear combination of features. The core features
of our model are a 5-gram LM score (i.e. log
probability), phrase translation and lexical trans-
lation scores, word and phrase penalties, and a lin-
ear distortion score. The phrase translation prob-
abilities are smoothed with Good-Turing smooth-
ing (Foster et al., 2006). We used the hierarchi-
cal lexicalized reordering model (Galley and Man-
ning, 2008) with 4 possible orientations (mono-
tone, swap, discontinuous left and discontinuous
right) in both left-to-right and right-to-left direc-
tion. We also used the operation sequence model
(OSM) (Durrani et al., 2013) with 4 count based
supportive features. We further employed domain
indicator features (marking which training cor-
pus each phrase pair was found in), binary phrase
count indicator features, sparse phrase length fea-
tures, and sparse source word deletion, target word
insertion, and word translation features (limited to
the top K words in each language, typically with
K = 50).

2.5 Tuning
Since our feature set (generally around 500 to
1000 features) was too large for MERT, we used
k-best batch MIRA for tuning (Cherry and Fos-
ter, 2012). To speed up tuning we applied thresh-
old pruning to the phrase table, based on the direct
translation model probability.

2.6 Decoding
In decoding we applied cube pruning (Huang and
Chiang, 2007) with a stack size of 5000 (reduced
to 1000 for tuning), Minimum Bayes Risk de-
coding (Kumar and Byrne, 2004), a maximum
phrase length of 5, a distortion limit of 6, 100-
best translation options and the no-reordering-
over-punctuation heuristic (Koehn and Haddow,
2009).

3 Phrase-based Experiments

3.1 Finnish→English
Similar to last year (Haddow et al., 2015), we built
an unconstrained system for Finnish→English us-
ing data extracted from OPUS (Tiedemann, 2012).
Our parallel training set was the same as we used
previously, but the language model training set
was extended with the addition of the news2015
monolingual corpus and the large WMT16 En-
glish CommonCrawl corpus. We used news-
dev2015 for tuning, and newsdev2015 for testing
during system development.

One clear problem that we noted with our sub-
mission from last year was the large number of
OOVs, which were then copied directly into the
English output. This is undoubtedly due to the ag-
glutinative nature of Finnish, and probably was the
cause of our system being poorly judged by human
evaluators, despite having a high BLEU score. To
address this, we split the Finnish input into sub-
word units at both train and test time. In particular,
we applied byte pair encoding (BPE) to split the
Finnish source into smaller units, greatly reduc-
ing the vocabulary size. BPE is a technique which
has been recently used to good effect in neural ma-
chine translation (Sennrich et al., 2016b), where
the models cannot handle large vocbaularies. It is
actually a merging algorithm, originally designed
for compression, and works by starting with a
maximally split version of the training corpus (i.e.
split to characters) and iteratively merging com-
mon clusters. The merging continues for a speci-
fied number of iterations, and the merges are col-
lected up to form the BPE model. At test time,
the recorded merges are applied to the test corpus,
with the result that there are no OOVs in the test
data. For the experiments here, we used 100,000
BPE merges to create the model.

Applying BPE to Finnish→English was clearly
effective at addressing the unknown word prob-
lem, and in many cases the resulting translations
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are quite understandable, e.g.
source yös Intian on sanottu olevan kiinnostunut

puolustusyhteistyösopimuksesta Japanin
kanssa.

base India is also said to be interested in puolus-
tusyhteistyösopimuksesta with Japan.

bpe India is also said to be interested in defence
cooperation agreement with Japan.

reference India is also reportedly hoping for a
deal on defence collaboration between the
two nations.

However applying BPE to Finnish can also re-
sult in some rather odd translations when it over-
zealously splits:
source Balotelli oli vielä kaukana huippu-

vireestään.
base Balotelli was still far from huippuvireestään.
bpe Baloo, Hotel was still far from the peak of its

vitality.
reference Balotelli is still far from his top tune.

We built four language models: an interpolated
count-based 5-gram language model with all cor-
pora, apart from the WMT16 CommonCrawl; sep-
arate count-based language models with WMT16
CommonCrawl and news2015; and a neural LM
on news2015. A performance comparison across
different language model combinations, and with
and without BPE is shown in Table 1.

system BLEU

fi-en ro-en
only interpolated LM 22.9 34.2
+ CommonCrawl LM 23.2 35.0
+ CC LM & news2015 (count) 23.4 34.9
+ CC LM & news2015 (neural) 23.4 35.2
+ all 23.4 35.0
without BPE 22.2 –
without diacritic removal – 32.2

Table 1: Comparison of different language model
combinations and preprocessing regimes for
Finnish→English and for Romanian→English.
The submitted system is shown in bold. The pre-
processing variant uses the same language model
combination as the submitted system. Cased
BLEU scores are on newstest2016.

3.2 Romanian→English

We trained our Romanian→English system using
all data available for the constrained task. For sys-
tem development, we split the newsdev2016 set

into two parts randomly (so as to balance the “born
English” and “born Romanian” portions), using
one for tuning and one for testing. For building the
final system, and for the contrastive experiments,
we used the whole of newsdev2016 for tuning, and
newstest2016 for testing.

In early experiments we noted that both the
training and the development data were inconsis-
tent in their use of diacritics leading to problems
with OOVs and sparse statistics. To address this
we stripped off all diacritics from the Romanian
texts and the result was a significant increase in
performance in our development setup. We also
experimented with different language model com-
binations during development, with our submit-
ted system using three different language model
features: a neural LM trained on just news2015
monolingual, an n-gram language model trained
on the WMT16 English CommonCrawl corpus,
and a linear interpolation of language models
trained on all other WMT16 English corpora.

In Table 1 we show how system performance
varies under different language model combina-
tion and preprocessing conditions.

3.3 English→Romanian

For English→Romanian, we used all the data
in the constrained track, including the Com-
monCrawl language model data, and as with
the Romanian→English system, we used news-
dev2016 for the final tuning run.

The inconsistent use of diacritics in Romana-
nian text also affected the English→Romanian
system, however removing altogether would be
problematic as we would then need a method for
restoring them for the final system. So the only
extra preprocessing we performed on the Roma-
nian was to ensure that “t-comma” and “s-comma”
were written correctly, with a comma rather than a
cedilla.

Our final system used two different count-
based 5-gram language models (one trained on all
data, including the WMT16 Romanian Common-
Crawl corpus, without pruning, and one trained on
news2015 monolingual only), a neural language
model trained on news2015 monolingual, and a
bilingual language model trained on the parallel
data, with source window of 15 and target window
of 1. In Table 2 we show ablation experiments
where we remove each of these language models.
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system BLEU

submitted 26.8
+ prune all 26.2
- all 25.6
- news2015 26.4
- neural LM 26.6
- bilingual LM 26.5

Table 2: Effect of each of the language models
used in the English→Romanian system. The ex-
periments are not cumulative, so we first try prun-
ing the “all” language model, then go back to the
unpruned version and remove each LM in turn, ob-
serving the effect. The submitted system used all
four LMs, and the scores shown are uncased BLEU

scores on newstest2016.

3.4 English→German

For the English→German phrase-based system,
we exploited several translation factors in addi-
tion to word surface forms, in particular: Och
clusters (with 50 classes) and part-of-speech tags
(Ratnaparkhi, 1996) on the English side, as
well as Och clusters (50 classes), morphologi-
cal tags, and part-of-speech tags on the German
side (Schmid, 2000). Recent experiments for our
IWSLT 2015 phrase-based system have recon-
firmed that English→German translation quality
can benefit from these factors when supplemen-
tary models over factored representations are used
(Huck and Birch, 2015). For WMT16, we utilized
the factors in the translation model, in operation
sequence models, and in language models (for lin-
early interpolated 7-gram LMs over Och clusters
and morphological tags).

Sparse source word deletion, target word in-
sertion, and word translation features were inte-
grated over the top 200 word surface forms and
over selected factors (source and target Och clus-
ters, source part-of-speech tags and target mor-
phological tags). An unpruned 5-gram LM over
words that was trained on all German data except
the CommonCrawl monolingual corpus was sup-
plemented by a separate pruned LM trained on the
CommonCrawl data that had been provided as per-
missible data for the “constrained” track. Rather
than applying a simple linear distortion score, we
opted for sparse distortion features as described
by Green et al. (2010), which we reimplemented
in Moses. We activated sparse distortion features
with a feature template based on jump distance,
source part-of-speech tags, and target morpholog-

ical tags.
The feature weights for our final system were

tuned with hypergraph MIRA (i.e. batch MIRA
over lattices representing the decoding search
space) on a concatenation of newssyscomb2009
and newstest2008–2012.

3.5 German→English
For phrase-based translation from German, we ap-
plied syntactic pre-reordering (Collins et al., 2005)
and compound splitting (Koehn and Knight, 2003)
in a preprocessing step on the source side. The op-
eration sequence model for the German→English
phrase-based system was unpruned. We integrated
three language models: an unpruned LM over all
English data except the CommonCrawl monolin-
gual corpus; a pruned LM over CommonCrawl;
and a pruned LM over the monolingual News
Crawl 2015 corpus. In addition to lexical smooth-
ing with the standard lexicon models, we utilized a
source-to-target IBM Model 1 (Brown et al., 1993)
for sentence-level lexical scoring in a similar man-
ner as described by Huck et al. (2011) for hierar-
chical systems. We tuned on the concatenation of
newssyscomb2009 and newstest2008–2012.

Unlike last year’s system (Haddow et al.,
2015)—and different from the inverse translation
direction (English→German)—we refrained from
using any factors and instead set up a system that
operates over surface form word representations
only. In relation to last year’s system, we were
able to maintain high translation quality as mea-
sured in BLEU despite the abandonment of fac-
tors. However, we suspect that human judgment
scores may suffer a bit from the abandonment of
a factored model. We decided to drop the factored
representations in favour of gains in decoding ef-
ficiency.

We furthermore did not employ any sparse fea-
tures (sparse phrase length, source word deletion,
target word insertion, or word translation features)
in the German→English system since we did not
observe any clear gains in preliminary experi-
ments, and sparse features slow down tuning and
decoding.

English→German and German→English trans-
lation results with our phrase-based systems are
given in Table 3.

3.6 Spanish→English Biomedical
For our submission to the Spanish→English
biomedical task, we created a parallel corpus using
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system de-en en-de
2013 2014 2015 2016 2013 2014 2015 2016

last year’s phrase-based 27.2 28.8 29.3 33.8 20.8 21.1 22.8 28.3
this year’s phrase-based 27.8 30.0 29.9 35.1 21.5 21.9 23.7 28.4

Table 3: Experimental results with phrase-based systems for German→English and English→German.
We report case-sensitive BLEU scores on each of the newstest2013–2016 test sets.

all relevant data from WMT13, as well as the extra
biomedical data provided by the task organisers,
and the EMEA corpus from OPUS (Tiedemann,
2012). In total we had around 16M sentences
of parallel data. Our monolingual corpus was
made up of three parts: all the English monolin-
gual medical data from WMT14 medical, WMT16
biomedical and EMEA (11M sentences); all the
English LDC GigaWord data (180M sentences);
and all the English general domain data from
WMT16 (240M sentences). We used the monolin-
gual data to build three different language models
which were then linearly interpolated. System tun-
ing was with the SCIELO development data pro-
vided for the biomedical task.

4 Syntax-based System Overview

For all syntax-based systems, we used a string-to-
tree model based on a synchronous context-free
grammar (SCFG) with linguistically-motivated la-
bels on the target side.

4.1 Preprocessing

Except for English-Czech, which we describe sep-
arately in Section 5.1, preprocessing was similar to
the phrase-based systems (Section 2.3). To parse
the target-side of the training data, we used the
Berkeley parser (Petrov et al., 2006; Petrov and
Klein, 2007) for English, and the ParZu depen-
dency parser (Sennrich et al., 2013) for German.
Except where stated otherwise, we right-binarized
the trees after parsing to increase rule coverage.

4.2 Word Alignment

As in the phrase-based models, we used
fast_align for word alignment and the
grow-diag-final-and heuristic for sym-
metrization.

4.3 Language Models

As in the phrase-based systems (Section 2.3),
we used linearly-interpolated language models as
standard, with some systems adding Common-

Crawl and neural LMs. We detail the system-
specific combinations in Section 5.

4.4 Rule Extraction
SCFG rules were extracted from the word-aligned
parallel data using the Moses implementation
(Williams and Koehn, 2012) of the GHKM algo-
rithm (Galley et al., 2004, 2006).

Minimal GHKM rules were composed into
larger rules subject to restrictions on the size of
the resulting tree fragment. We used the settings
shown in Table 4, which were chosen empirically
during the development of 2013’s systems (Nade-
jde et al., 2013).

parameter unbinarized binarized
rule depth 5 7
node count 20 30
rule size 5 7

Table 4: Parameter settings for rule composition.
The parameters were relaxed for systems that used
binarization to allow for the increase in tree node
density.

Further to the restrictions on rule composition,
fully non-lexical unary rules were eliminated us-
ing the method described in Chung et al. (2011)
and rules with scope greater than 3 (Hopkins and
Langmead, 2010) were pruned from the trans-
lation grammar. Scope pruning makes parsing
tractable without the need for grammar binariza-
tion.

4.5 Baseline Features
Our core set of string-to-tree feature functions is
unchanged from previous years. It includes the n-
gram language model’s log probability for the tar-
get string, the target word count, the rule count,
and several pre-computed rule-specific scores.
The rule-specific scores were: the direct and in-
direct translation probabilities; the direct and in-
direct lexical weights (Koehn et al., 2003); the
monolingual PCFG probability of the tree frag-
ment from which the rule was extracted; and a rule
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rareness penalty.

4.6 Decoding

Decoding for the string-to-tree models is based on
Sennrich’s (2014) recursive variant of the CYK+
parsing algorithm combined with LM integration
via cube pruning (Chiang, 2007).

4.7 Tuning

The feature weights for the English→Czech and
Finnish→English systems were tuned using the
Moses implementation of MERT (Och, 2003).
For the remaining systems we used k-best MIRA
(Cherry and Foster, 2012) due to the use of sparse
features.

We used randomly-chosen subsets of the previ-
ous years’ test data to speed up decoding.

5 Syntax-based Experiments

5.1 English→Czech

For English→Czech, we used Treex to prepro-
cess and parse the Czech-side of the training data.
Treex uses the MST parser (McDonald et al.,
2005), which produces dependency graphs with
non-projective arcs. In order to extract SCFG
rules, we first applied the following conversion
process: i) the dependency graphs were projec-
tivized using the Malt Parser, which implements
the method described in Nivre and Nilsson (2005)
(we used the ‘Head’ encoding scheme); ii) the pro-
jective dependency graphs were converted to CFG
trees. In addition, we reduced the complex posi-
tional tags to simple POS tags by discarding the
morphological attributes. The CFG trees were not
binarized.

We also experimented with unification-
based agreement and case government con-
straints (Williams and Koehn, 2011; Williams,
2014). Specifically, our constraints were designed
to enforce: i) case, gender, and number agreement
between nouns and pre-nominal adjectival modi-
fiers; ii) number and person agreement between
subjects and verbs; iii) case agreement between
prepositions and nouns; iv) use of nominative case
for subject nouns. For every Czech word in the
training data, we obtained a set of morphological
analyses using MorphoDiTa (Straková et al.,
2014). From these analyses, we constructed
a lexicon of feature structures. For constraint
extraction, we used handwritten rules along the
lines of those described in Williams (2014).

In preliminary experiments we used a smaller
training set, comprising 2 million sentence pairs
sampled from OPUS and monolingual data from
last year’s WMT translation task. We used two
test sets from the HimL project and the Khresmoi
test set. Results with and without constraints are
shown in Table 5. We used hard constraints and re-
used the baseline weights (re-tuning did not appear
to give additional gains).

system BLEU

HimL1 HimL2 Khresmoi
baseline 23.3 18.6 20.4
+ constraints 23.6 18.8 20.7

Table 5: Translation results on the development
system for English→Czech with unification-based
constraints. Cased BLEU scores are shown. They
are averaged over three tuning runs (note that base-
line weights are reused in the experiments with
constraints).

Although the gains in BLEU were small, previ-
ous analysis for German showed that BLEU lacks
sensitivity to grammatical improvements when
compared to human evaluators (Williams, 2014).

We trained the final system on all of the pro-
vided training and monolingual data. In addition
to the interpolated LM, we used a model trained
on the CommonCrawl data. Results are shown in
Table 6.

system BLEU

2015 2016
baseline 17.3 20.1
+ constraints 17.5 20.2
+ CC LM 17.9 20.9

Table 6: Translation results on the final system
for English→Czech with unification-based con-
straints. Cased BLEU scores are shown. Note
that baseline weights are reused in the experiments
with constraints.

5.1.1 Manual Analysis

We carried out a small manual analysis of the sub-
mitted system with and without unification-based
constraints (the CC LM was used in both cases).
In order to remove the effect of tuning variance,
we used the same model weights in both cases
(the weights were learned on the version without
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constraints). The BLEU scores of the two sys-
tems were 20.9 (with constraints) and 20.7 (with-
out constraints). A large majority of the outputs
(81% of the 2999 sentences in the newstest2016)
are identical.

Looking at a sample of 100 sentences with some
differences, we classified differring areas to see in
what aspects the outputs of the two systems differ.
In total, there were 104 such areas (some sentences
had more than one area of interest).

Table 7 summarizes the overall evaluation of
these areas (the annotation was not blind, we knew
which system was which). The majority of the ar-
eas were of an equal quality, in fact equally bad
overall, so neither of the compared systems deliv-
ered an acceptable translation.

Much Crazy
Better Better Equal Worse Reordering

4 41 44 12 3

Table 7: Manual evaluation of translations as pro-
posed by the English→Czech system with unifica-
tion constraints vs. the same system without con-
straints.

In 4 cases, the system with constraints delivered
much better translation, and three of those were
overall improvement of the sentence structure.

In 41 cases, the area was better for various rea-
sons. Most frequently (16 cases), this was in-
deed the agreement within noun and prepositional
phrases (adjective matching in case the preposition
etc.). In 9 additional cases, the NP or PP was better
translated but in other aspects than morphological
case, number of gender. For instance the baseline
system translated the phrase “between the depart-
ments of individual hospitals” as “between the in-
dividual departments of the hospitals” (in morpho-
logically well-formed Czech). Beyond better NPs
and PPs, the constraints have also helped over-
all sentence or clause structure (5 cases), lexical
choice (4 cases) and verbs and their belongings (2
cases).

In 15 cases, the constraints forced the system
to select a worse translation, damaging sentence
structure, lexical choice, spuriously introducing
negation etc. We highlight 3 of these cases, where
the system with constraints accidentally moved
words far away from their correct location (“Crazy
Reordering” in Table 7). This suggests that due to
sparse data, the application of constraints should

system BLEU

dev test
last year’s system 24.0 29.3
+particle verb restructuring 24.4 30.2
+News 2015 training data 24.5 30.6

Table 8: Translation results of English→German
string-to-tree translation system on dev (news-
test2015) and test (newstest2016).

be better balanced with respect to other parts of the
model. In constrast to German, targetting Czech
usually does not need long-distance reordering
and doing it risks more serious translation errors
than sticking to the English word order.

Since the hard unification constraints effectively
only avoid some of the possible translations (i.e.
reduce the search space), we conclude that having
to obey mere agreement constraints helps to select
a hypothesis better in a surprisingly larger span of
words, improving overall sentence structure on av-
erage.

5.2 English→German

This year’s string-to-tree submission for
English→German is similar to last year’s
system (Williams et al., 2015). In addition to the
baseline feature functions, it contains count-based
5-gram Neural Network language model (NPLM)
(Vaswani et al., 2013), a relational dependency
language model (RDLM) (Sennrich, 2015), and
soft source-syntactic constraints (Huck et al.,
2014). The parameters of the model are tuned
towards the linear interpolation of BLEU and the
syntactic metric HWCM (Liu and Gildea, 2005;
Sennrich, 2015). Trees are transformed through
binarization and a hierarchical representation of
morphologically complex words (Sennrich and
Haddow, 2015).

For the soft source-syntactic constraints, we an-
notate the source text with the Stanford Neural
Network dependency parser (Chen and Manning,
2014), along with heuristic projectivization (Nivre
and Nilsson, 2005).

Results are shown in Table 8. We report results
of last year’s system (Williams et al., 2015), which
was ranked (joint) first at WMT 15. Our improve-
ments this year stem from particle verb restructur-
ing (Sennrich and Haddow, 2015), and the use of
the new monolingual News Crawl 2015 corpus for
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the Kneser-Ney language model.2

5.3 Finnish→English
Our Finnish→English syntax-based system was
similar to last year’s (Williams et al., 2015). The
main difference from the basic setup of Section 4
is that we preprocessed the Finnish data to seg-
ment words into morphemes. We also added a
CommonCrawl language model in addition to the
interpolated LM.

For segmentation, we used Morfessor 2.0 with
default settings, first training a segmentation
model, then using it to segment all words in the
source-side training and test data. Morfessor takes
a set of word types as input and we found that
it was important for translation quality to use a
large training vocabulary. Table 9 gives mean
BLEU scores for this setup, averaged over three
MERT runs. Our baseline is the standard string-
to-tree setup (i.e. without segmentation and with-
out the CommonCrawl LM). For segmentation,
we experimented with varying amounts of training
data, initially using the Finnish side of the pro-
vided parallel corpora, then adding the monolin-
gual Finnish data (apart from CommonCrawl), and
finally adding 10% of the CommonCrawl vocabu-
lary (we extracted the full vocabulary from Com-
monCrawl and then randomly sampled 10%). We
found that using larger amounts of training data
was prohibitively slow.

system BLEU

2015 2016
baseline 16.0 18.2
+ Morfessor (all parallel) 16.8 19.1
+ Morfessor (non-CC mono) 17.6 20.1
+ Morfessor (10% CC) 17.9 20.1
+ CC LM 18.0 20.3

Table 9: Comparison of different preprocessing
and language model regimes for Finnish→English
(syntax-based). Cased BLEU scores are given for
the newstest2015 and newstest2016 test sets, aver-
aged over three tuning runs.

5.4 German→English
For German→English we built a string-to-tree
system with a similar setup to last year’s (Williams
et al., 2015). In addition we used sparse fea-
tures to determine the non-terminal labels for un-

2The neural language models were trained on last year’s
training data.

system BLEU

dev test
baseline (phrase-structure) 28.6 33.5
+ NER before split 28.8 33.8
+ CommonCrawl LM* 29.4 34.4
contrastive (dependency)
+ NER before split 28.1 33.0

Table 10: Translation results of German→English
string-to-tree translation system on dev (news-
test2015) and test (newstest2016). *submitted sys-
tem.

known words similar to the English→German sys-
tems described by Williams et al. (2014) and Sen-
nrich et al. (2015). We also tagged named entities
to avoid over-splitting of compounds. For exam-
ple the script provided with Moses for compound
splitting will split Florstadt nach Bad Salzhausen
into flor Stadt nach Bad Salz hausen. This is
then wrongly translated by the baseline system as
Flor after bath salt station. We applied a 3–class
named entity tagger (Finkel et al., 2005; Faruqui
and Padó, 2010) on the German side of the cor-
pus prior to splitting and removed the annotations
afterwards. We also trained a contrastive system
with target–side dependency relations instead of
PTB–style phrase-structures. The English side of
the parallel corpora was annotated with the Stan-
ford Neural Network dependency parser (Chen
and Manning, 2014), along with heuristic pro-
jectivization (Nivre and Nilsson, 2005) and head-
binarization (Sennrich and Haddow, 2015). We re-
port the cased BLEU scores for different setups of
our system in Table 10.

5.5 Romanian→English

For Romanian→English we built a string-to-tree
system similar to the German→English system.
However we did not use compound splitting and
we allowed glue rules. Similar to the phrase-based
setup we used half of the newsdev2016 for tuning
and the other half as development set. We normal-
ized the corpora by removing all diacritics from
the Romanian side. We report the cased BLEU

scores for different setups of our system in Ta-
ble 11.

6 Conclusion

The Edinburgh team built a total of 11 phrase-
based and syntax-based translation systems us-
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system BLEU

dev test
baseline (phrase-structure) 33.9 32.9
+ UNK NT labels 34.2 33.0
+ CommonCrawl LM* 35.2 33.6
contrastive (dependency)
+ UNK NT labels 33.7 32.3

Table 11: Translation results of
Romanian→English string-to-tree translation
system on dev (half of newsdev2016) and test
(newstest2016). *submitted system.

ing the open source Moses toolkit. Our
Finnish→English and Romanian→English sys-
tems ranked first according to cased BLEU on the
newstest2016 evaluation set.3

Acknowledgments

We are grateful to Martin Popel for assistance with
Treex. This project has received funding from
the European Union’s Horizon 2020 research and
innovation programme under grant agreements
645452 (QT21), 644333 (TraMOOC) and 644402
(HimL).

References

Peter F. Brown, Stephen A. Della Pietra, Vincent J.
Della Pietra, and Robert L. Mercer. 1993. The
Mathematics of Statistical Machine Translation:
Parameter Estimation. Computational Linguis-
tics 19(2):263–311.

Danqi Chen and Christopher Manning. 2014. A
Fast and Accurate Dependency Parser using
Neural Networks. In Proceedings of the 2014
Conference on Empirical Methods in Natural
Language Processing (EMNLP). Association
for Computational Linguistics, Doha, Qatar,
pages 740–750.

Stanley F. Chen and Joshua Goodman. 1998. An
empirical study of smoothing techniques for
language modeling. Technical report, Harvard
University.

Colin Cherry and George Foster. 2012. Batch Tun-
ing Strategies for Statistical Machine Transla-
tion. In Proceedings of the 2012 Conference of
the North American Chapter of the Association

3http://matrix.statmt.org/?mode=all&
test_set[id]=23

for Computational Linguistics: Human Lan-
guage Technologies. Montréal, Canada, pages
427–436.

David Chiang. 2007. Hierarchical phrase-based
translation. Comput. Linguist. 33(2):201–228.

Tagyoung Chung, Licheng Fang, and Daniel
Gildea. 2011. Issues Concerning Decoding with
Synchronous Context-free Grammar. In Pro-
ceedings of the 49th Annual Meeting of the As-
sociation for Computational Linguistics: Hu-
man Language Technologies. Portland, Oregon,
USA, pages 413–417.

Michael Collins, Philipp Koehn, and Ivona
Kucerova. 2005. Clause Restructuring for Sta-
tistical Machine Translation. In Proceedings of
the 43rd Annual Meeting of the Association for
Computational Linguistics (ACL’05). Ann Ar-
bor, MI, USA, pages 531–540.

Jacob Devlin, Rabih Zbib, Zhongqiang Huang,
Thomas Lamar, Richard Schwartz, and John
Makhoul. 2014. Fast and Robust Neural
Network Joint Models for Statistical Machine
Translation. In Proceedings of the 52nd An-
nual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers).
Baltimore, MD, USA, pages 1370–1380.

Nadir Durrani, Alexander Fraser, Helmut Schmid,
Hieu Hoang, and Philipp Koehn. 2013. Can
Markov Models Over Minimal Translation
Units Help Phrase-Based SMT? In Proceedings
of the 51st Annual Meeting of the Association
for Computational Linguistics (Volume 2: Short
Papers). Sofia, Bulgaria, pages 399–405.

Chris Dyer, Victor Chahuneau, and Noah A.
Smith. 2013. A Simple, Fast, and Effective
Reparameterization of IBM Model 2. In Pro-
ceedings of the 2013 Conference of the North
American Chapter of the Association for Com-
putational Linguistics: Human Language Tech-
nologies. Atlanta, GA, USA, pages 644–648.

Manaal Faruqui and Sebastian Padó. 2010. Train-
ing and evaluating a german named entity rec-
ognizer with semantic generalization. In Pro-
ceedings of KONVENS 2010. Saarbrücken, Ger-
many.

Jenny Rose Finkel, Trond Grenager, and Christo-
pher Manning. 2005. Incorporating non-local
information into information extraction systems
by gibbs sampling. In Proceedings of the 43rd

407



Annual Meeting on Association for Computa-
tional Linguistics. pages 363–370.

George Foster, Roland Kuhn, and Howard John-
son. 2006. Phrasetable Smoothing for Statisti-
cal Machine Translation. In Proceedings of the
Conference on Empirical Methods for Natural
Language Processing (EMNLP). Sydney, Aus-
tralia, pages 53–61.

Michel Galley, Jonathan Graehl, Kevin Knight,
Daniel Marcu, Steve DeNeefe, Wei Wang, and
Ignacio Thayer. 2006. Scalable inference and
training of context-rich syntactic translation
models. In ACL-44: Proceedings of the 21st In-
ternational Conference on Computational Lin-
guistics and the 44th annual meeting of the As-
sociation for Computational Linguistics. Mor-
ristown, NJ, USA, pages 961–968.

Michel Galley, Mark Hopkins, Kevin Knight, and
Daniel Marcu. 2004. What’s in a Translation
Rule? In HLT-NAACL ’04.

Michel Galley and Christopher D. Manning. 2008.
A Simple and Effective Hierarchical Phrase Re-
ordering Model. In Proceedings of the 2008
Conference on Empirical Methods in Natu-
ral Language Processing. Honolulu, HI, USA,
pages 848–856.

Qin Gao and Stephan Vogel. 2008. Parallel imple-
mentations of word alignment tool. In Software
Engineering, Testing, and Quality Assurance
for Natural Language Processing. Stroudsburg,
PA, USA, SETQA-NLP ’08, pages 49–57.

Spence Green, Michel Galley, and Christopher D.
Manning. 2010. Improved Models of Distortion
Cost for Statistical Machine Translation. In Hu-
man Language Technologies: The 2010 Annual
Conference of the North American Chapter of
the Association for Computational Linguistics.
Los Angeles, California, pages 867–875.

Barry Haddow, Matthias Huck, Alexandra Birch,
Nikolay Bogoychev, and Philipp Koehn. 2015.
The Edinburgh/JHU Phrase-based Machine
Translation Systems for WMT 2015. In Pro-
ceedings of the Tenth Workshop on Statistical
Machine Translation. Association for Computa-
tional Linguistics, Lisbon, Portugal, pages 126–
133.

Kenneth Heafield, Ivan Pouzyrevsky, Jonathan H.
Clark, and Philipp Koehn. 2013. Scalable mod-
ified Kneser-Ney language model estimation.

In Proceedings of the 51st Annual Meeting of
the Association for Computational Linguistics.
Sofia, Bulgaria, pages 690–696.

Mark Hopkins and Greg Langmead. 2010. SCFG
decoding without binarization. In Proceedings
of the 2010 Conference on Empirical Methods
in Natural Language Processing. Cambridge,
MA, pages 646–655.

Liang Huang and David Chiang. 2007. For-
est Rescoring: Faster Decoding with Integrated
Language Models. In Proceedings of the 45th
Annual Meeting of the Association of Compu-
tational Linguistics. Prague, Czech Republic,
pages 144–151.

Matthias Huck and Alexandra Birch. 2015. The
Edinburgh Machine Translation Systems for
IWSLT 2015. In Proceedings of the Interna-
tional Workshop on Spoken Language Transla-
tion. Da Nang, Vietnam, pages 31–38.

Matthias Huck, Hieu Hoang, and Philipp Koehn.
2014. Preference Grammars and Soft Syntac-
tic Constraints for GHKM Syntax-based Sta-
tistical Machine Translation. In Proceedings
of SSST-8, Eighth Workshop on Syntax, Seman-
tics and Structure in Statistical Translation. As-
sociation for Computational Linguistics, Doha,
Qatar, pages 148–156.

Matthias Huck, Saab Mansour, Simon Wiesler,
and Hermann Ney. 2011. Lexicon Models
for Hierarchical Phrase-Based Machine Trans-
lation. In Proceedings of the International
Workshop on Spoken Language Translation.
San Francisco, CA, USA, pages 191–198.

Philipp Koehn and Barry Haddow. 2009. Edin-
burgh’s Submission to all Tracks of the WMT
2009 Shared Task with Reordering and Speed
Improvements to Moses. In Proceedings of the
Fourth Workshop on Statistical Machine Trans-
lation. Athens, Greece, pages 160–164.

Philipp Koehn and Kevin Knight. 2003. Empiri-
cal Methods for Compound Splitting. In Pro-
ceedings of the 10th Conference of the Euro-
pean Chapter of the Association for Computa-
tional Linguistics (EACL). Budapest, Hungary,
pages 187–194.

Philipp Koehn, Franz Josef Och, and Daniel
Marcu. 2003. Statistical phrase-based transla-
tion. In NAACL ’03: Proceedings of the 2003
Conference of the North American Chapter of

408



the Association for Computational Linguistics
on Human Language Technology. Morristown,
NJ, USA, pages 48–54.

Shankar Kumar and William Byrne. 2004. Mini-
mum Bayes-Risk Decoding for Statistical Ma-
chine Translation. In HLT-NAACL 2004: Main
Proceedings. Boston, MA, USA, pages 169–
176.

Hai Son Le, Alexandre Allauzen, and François
Yvon. 2012. Continuous Space Translation
Models with Neural Networks. In Human Lan-
guage Technologies: Conference of the North
American Chapter of the Association of Com-
putational Linguistics, Proceedings, June 3-8,
2012, Montréal, Canada. pages 39–48.

Ding Liu and Daniel Gildea. 2005. Syntactic Fea-
tures for Evaluation of Machine Translation. In
Proceedings of the ACL Workshop on Intrinsic
and Extrinsic Evaluation Measures for Machine
Translation and/or Summarization. Ann Arbor,
Michigan, pages 25–32.

Ryan McDonald, Fernando Pereira, Kiril Ribarov,
and Jan Hajic. 2005. Non-projective depen-
dency parsing using spanning tree algorithms.
In Proceedings of Human Language Technol-
ogy Conference and Conference on Empirical
Methods in Natural Language Processing.

Maria Nadejde, Philip Williams, and Philipp
Koehn. 2013. Edinburgh’s Syntax-Based Ma-
chine Translation Systems. In Proceedings of
the Eighth Workshop on Statistical Machine
Translation. Sofia, Bulgaria, pages 170–176.

Joakim Nivre and Jens Nilsson. 2005. Pseudo-
Projective Dependency Parsing. In Proceedings
of the 43rd Annual Meeting of the Association
for Computational Linguistics (ACL’05). Asso-
ciation for Computational Linguistics, Ann Ar-
bor, Michigan, pages 99–106.

Franz Josef Och. 2003. Minimum error rate train-
ing in statistical machine translation. In Pro-
ceedings of the 41st Annual Meeting on Asso-
ciation for Computational Linguistics - Volume
1. Morristown, NJ, USA, ACL ’03, pages 160–
167.

Slav Petrov, Leon Barrett, Romain Thibaux, and
Dan Klein. 2006. Learning accurate, compact,
and interpretable tree annotation. In Proceed-
ings of the 21st International Conference on
Computational Linguistics and the 44th annual

meeting of the Association for Computational
Linguistics. ACL-44, pages 433–440.

Slav Petrov and Dan Klein. 2007. Improved In-
ference for Unlexicalized Parsing. In Human
Language Technologies 2007: The Conference
of the North American Chapter of the Associ-
ation for Computational Linguistics; Proceed-
ings of the Main Conference. Rochester, New
York, pages 404–411.
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Abstract 

In this paper, we attempt to improve Sta-
tistical Machine Translation (SMT) sys-
tems between Czech and English. To ac-
complish this, we performed translation 
model training, created adaptations of 
training settings for each language pair, 
and obtained comparable corpora for our 
SMT systems. Innovative tools and data 
adaptation techniques were employed. 
Only the official parallel text corpora and 
monolingual models for the WMT 2016 
evaluation campaign were used to train 
language models, and to develop, tune, 
and test the system. We explored the use 
of domain adaptation techniques, symme-
trized word alignment models, the unsu-
pervised transliteration models and the 
KenLM language modeling tool. To 
evaluate the effects of different prepara-
tions on translation results, we conducted 
experiments and used the BLEU, NIST 
and TER metrics. Our results indicate 
that our approach produced a positive 
impact on SMT quality. 

1 Introduction 

Statistical Machine Translation (SMT) must deal 
with a number of problems to achieve high quali-
ty. These problems include the need to align par-
allel texts in language pairs and cleaning har-
vested parallel corpora to remove errors. This is 
especially true for real-world corpora developed 
from text harvested from the vast data available 
on the Internet. Out-Of-Vocabulary (OOV) 
words must also be handled, as they are inevita-

ble in real-world texts (Wolk and Marasek, 
2014a). 

The lack of enough parallel corpora is another 
significant challenge for SMT. Since the ap-
proach is statistical in nature, a significant 
amount of quality language pair data is needed to 
improve translation accuracy. In addition, very 
general translation systems that work in a general 
text domain have accuracy problems in specific 
domains. SMT systems are more accurate on 
corpora from a domain that is not too wide. This 
exacerbates the data problem, calling for the en-
hancement of parallel corpora for particular text 
domains (Wolk and Marasek, 2014b). 

This paper describes SMT research that ad-
dresses these problems, particularly domain ad-
aptation within the limits of permissible data for 
the WMT 2016 campaign. To accomplish this, 
we performed model training, created adapta-
tions of training settings and data for each lan-
guage pair. 

Innovative tools and data adaptation tech-
niques were employed. We explored the use of 
domain adaptation techniques, symmetrized 
word alignment models, the unsupervised trans-
literation models, and the KenLM language 
modeling tool (Heafield, 2011). To evaluate the 
effects of different preparations on translation 
results, we conducted experiments and evaluated 
the results using standard SMT metrics (Koehn 
et al., 2007). 

The languages translated during this research 
were: Czech, and English, in both directions. 
Czech is found in the Slavic branch of that lan-
guage family. English falls in the Western group 
(The Technology Development Group, 2013-
2014) 

This paper is structured as follows: Section 2 
explains the data preparation. Section 3 presents 
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experiment setup and the results. Lastly in Sec-
tion 4 we summarize the work. 

2 Data Preparation 

This section describes our techniques for data 
preparation for our SMT systems. We give par-
ticular emphasis to preparation of the language 
data and models and our domain adaptation ap-
proach. 

2.1 Data pre-processing 

Two languages were involved in this research: 
Czech and English. The text was encoded in 
UTF-8 format, separated into sentences, and pro-
vided in pairs of languages. 

Pre-processing, both automatic and manual, of 
this training data was required. There were a va-
riety of errors found in this data, including 
spelling errors, unusual nesting of text, text du-
plication, and parallel text issues. Approximately 
2% of the text in the training set contained 
spelling errors, and approximately 4% of the text 
had insertion errors. A tool described in (Wolk 
and Marasek, 2014b) was used to correct these 
errors. Previous studies have found that such 
cleaning increases the BLEU score for SMT by a 
factor of 1.5–2 (Wolk and Marasek, 2014a).  

SyMGiza++, a tool that supports the creation 
of symmetric word alignment models, was used 
to extract parallel phrases from the data. This 
tool enables alignment models that support 
many-to-one and one-to-many alignments in 
both directions between two language pairs. 
SyMGiza++ is also designed to leverage the 
power of multiple processors through advanced 
threading management, making it very fast. Its 
alignment process uses four different models 
during training to progressively refine alignment 
results. This approach has yielded impressive 
results in Junczys-Dowmunt and Szał (2012). 

Out-Of-Vocabulary (OOV) words pose anoth-
er significant challenge to SMT systems. If not 
addressed, unknown words appear, untranslated, 
in the output, lowering the translation quality. To 
address OOV words, we used implemented in the 
Moses toolkit Unsupervised Transliteration 
Model (UTM). UTM is an unsupervised, lan-
guage-independent approach for learning OOV 
words (Moses statistical machine translation, 
2015). We used the post-decoding transliteration 
option with this tool. UTM uses a transliteration 
phrase translation table to evaluate and score 
multiple possible transliterations (Durrani et al., 
2014). 

The KenLM tool was applied to the language 
model to train and binarize it. This library ena-
bles highly efficient queries to language models, 
saving both memory and computation time. The 
lexical values of phrases are used to condition 
the reordering probabilities of phrases. We used 
KenLM with lexical reordering set to hier-msd-
bidirectional-fe. This setting uses a hierarchical 
model that considers three orientation types 
based on both source and target phrases: mono-
tone (M), swap (S), and discontinuous (D). Prob-
abilities of possible phrase orders are examined 
by the bidirectional reordering model (Costa-
Jussa and Fonollosa, 2010; Moses statistical ma-
chine translation, 2013). 

2.2 Domain Adaptation 

The news data sets have a rather a wide domain, 
but rather not as wide-ranging in topic as the va-
riety of WMT permissible texts. Since SMT sys-
tems work best in a defined domain, this presents 
another considerable challenge. If not addressed, 
this would lead to lower translation accuracy. 

The quality of domain adaptation depends 
heavily on training data used to optimize the lan-
guage and translation models in an SMT system. 
Selection and extraction of domain-specific 
training data from a large, general corpus ad-
dresses this issue (Axelrod, He and Gao, 2011). 
This process uses a parallel, general domain cor-
pus and a general domain monolingual corpus in 
the target language. The result is a pseudo in-
domain sub-corpus. 

As described by Wang et al. in (2014), there 
are generally three processing stages in data se-
lection for domain adaptation. First, sentence 
pairs from the parallel, general domain corpus 
are scored for relevance to the target domain. 
Second, resampling is performed to select the 
best-scoring sentence pairs to retain in the pseu-
do in-domain sub-corpus. Those two steps can 
also be applied to the general domain monolin-
gual corpus to select sentences for use in a lan-
guage model. After collecting a substantial 
amount of sentence pairs (for the translation 
model) or sentences (for the language model), 
those models are trained on the sub-corpus that 
represents the target domain (Wang et al., 2014). 

Similarity measurement is required to select 
sentences for the pseudo in-domain sub-corpus. 
There are three state-of-the-art approaches for 
similarity measurement. The cosine tf-idf criteri-
on looks for word overlap in determining simi-
larity. This technique is specifically helpful in 
reducing the number of OOV words, but it is 

412



sensitive to noise in the data. A perplexity-based 
criterion considers the n-gram word order in ad-
dition to collocation. Lastly, edit distance simul-
taneously considers word order, position, and 
overlap. It is the strictest of the three approaches. 
In their study (Wang et al., 2014), Wang et al. 
found that a combination of these approaches 
provided the best performance in domain adapta-
tion for Chinese-English corpora (Wang et al., 
2014) 

In accordance with Wang et al. (2014)’s ap-
proach, we use a combination of the criteria at 
both the corpora and language models. The three 
similarity metrics are used to select different 
pseudo in-domain sub-corpora. The sub-corpora 
are then joined during resampling based on a 
combination of the three metrics. Similarly, the 
three metrics are combined for domain adapta-
tion during translation. We empirically found 
acceptance rates that allowed us only to harvest 
20% of most domain-similar data (Wang et al., 
2014). 

3 Experimental Results 

Various versions of our SMT systems were eval-
uated via experimentation. In preparation for ex-
periments, we processed the corpora. This in-
volved tokenization, cleaning, factorization, con-
version to lower case, splitting, and final clean-
ing after splitting. Language models were devel-
oped and tuned using the training data. 

The Experiment Management System (Koehn 
et al., 2007) from the open source Moses SMT 
toolkit was used to conduct the experiments. 
Training of a 6-gram language model was ac-
complished our resulting systems using the 
KenLM Modeling Toolkit instead of 5-gram 
SRILM (Stolcke, 2002) with an interpolated ver-
sion of Kneser-Key discounting (interpolate – 
unk –kndiscount) that was used in our baseline 
systems. Word and phrase alignment was per-
formed using SyMGIZA++ (Junczys-Dowmunt 
and Szał, 2012) instead of GIZA++. KenLM was 
also used, as described earlier, to binarize the 
language models. The OOV’s were handled by 
using Unsupervised Transliteration Model (Dur-
rani, 2014). 

The results are shown in Table 1. Each lan-
guage pair was translated in both directions. 
“BASE” in the tables represents the baseline 
SMT system. “EXT” indicates results for the 
baseline system, using the baseline settings but 
extended with additional permissible data (lim-
ited to parallel Europarl v7, Common Crawl, 

News Commentary, CzEng and monolingual 
News Crawl 07-15) with data adaptation. 
“BEST” indicates the results when the new SMT 
settings were applied and using all permissible 
data after data adaptation.  

Three well-known metrics were used for scor-
ing the results: Bilingual Evaluation Understudy 
(BLEU), the US National Institute of Standards 
and Technology (NIST) metric and Translation 
Error Rate (TER). 

The results show that the systems performed 
well on all data sets in comparison to the base-
line SMT systems. Application of the new set-
tings and use of all permissible data improved 
performance even more. 

 
LANG SYSTEM BLEU NIST TER 
CS-EN BASE 25.99 5.51 64.35 

 EXT 27.92 6.04 62.58 
 BEST 29.31 6.97 60.45 

EN-CS BASE 22.20 5.36 67.60 
 EXT 24.62 5.57 64.25 
 BEST 26.14 5.74 62.02 

 
Table 1: Progressive Results, 2014 Test Data 

4 Summary 

We have improved SMT for CS-EN in 2 direc-
tions in News Translation task, using only data 
permissible for the WMT 2016 evaluation cam-
paign. We cleaned, prepared, and tokenized the 
training data. Symmetric word alignment models 
were used to align the corpora. UTM was used to 
handle OOV words. A language model was cre-
ated, binarized, and tuned. We performed do-
main adaptation of language data using a combi-
nation of similarity metrics. 

The results show a positive impact of our ap-
proach on SMT quality across the choose lan-
guage pair. 
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Abstract

We are presenting a hybrid MT approach
in the WMT2016 Shared Translation Task
for the IT-Domain. Our work con-
sists of several translation components
based on rule-based and statistical ap-
proaches that feed into an informed selec-
tion mechanism. Additions to last year’s
submission include a WSD component,
a syntactically-enhanced component and
several improvements to the rule-based
component, relevant to the particular do-
main. We also present detailed human
evaluation on the output of all translation
components, focusing on particular sys-
tematic errors.

1 Introduction

We are presenting extensions on our hybrid MT
approach from the WMT 2015 translation task in
the generic-domain (Avramidis et al., 2015). The
system combines several SMT and RBMT compo-
nents that feed into an informed selection mecha-
nism. For WMT 2016, several new system com-
ponents have been submitted to the IT-task that are
described in more detail in this paper.

In our work, detailed evaluation of translation
quality using a wide variety of methods from au-
tomatic scores to human error annotation is an ac-
tive part of the MT development process. Already
in previous work (Popović et al., 2014), we have
argued for an approach to MT research and devel-
opment (R&D) that makes a more direct use of the
knowledge and expertise of language profession-
als.

One of the reasons is that it is difficult to build
hybrid architectures (that take advantage of the
fact that different engines make different errors)
solely based on the rough feedback provided by
automatic scores. As scores like BLEU (Pap-

ineni et al., 2002) are not suitable for compari-
son across different types of engines like Statis-
tical Machine Translation (SMT) and Rule-based
Machine Translation (RBMT), we have included
human feedback by a language professional in the
development of the components reported in this
paper.

To this end, we complement our system devel-
opment with specific manual analysis. We have
identified and manually inspected phenomena in
the given domain that frequently lead to errors in
our engines.

We are using the insights gained from this de-
tailed analysis to guide further improvements of
our engines and selection mechanism, some of
which are detailed below. Therefore, the compo-
nents developed follow the direction of addressing
some of the most observed systematic issues. Nev-
ertheless, the systems submitted to this task are
only a stage in the continuous development effort.

The short paper is structured as follows: Section
2 includes a description of the individual compo-
nents and the hybridization mechanism, section 3
presents a detailed manual evaluation focusing on
systematic errors, whereas conclusions and ideas
for further work are given in section 4.

2 System components

We hereby present the systems that appear in our
submissions and our hybrid system:

2.1 Phrase-based SMT baseline

The baseline system consists of a basic phrase-
based SMT model, trained with the state-of-the-
art settings on both the generic and technical data.
The translation table was trained on a concatena-
tion of generic and technical data, filtering out the
sentences longer than 80 words. Batch 1 was used
as a tuning set for MERT (Och, 2003).

One language model (monolingual) of order
5 was trained on the target side from both the
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corpus entries words

Chromium browser 6.3K 55.1K
Drupal 4.7K 57.4K
Libreoffice help 46.8K 1.1M
Libreoffice UI 35.6K 143.7K
Ubuntu Saucy 182.9K 1.6M

Europarl (mono) 2.2M 54.0M
News (mono) 89M 1.7B

Commoncrawl (parallel) 2.4M 53.6M
Europarl (parallel) 1.9M 50.1M
MultiUN (parallel) 167.6K 5.8M
News Crawl (parallel) 201.3K 5.1M

Table 1: Size of corpora used for SMT.

technical (IT-domain) and Europarl corpora, plus
one language model was trained on the target-
language news corpus from the years 2007 to 2013
(Callison-Burch et al., 2007). All language mod-
els were interpolated on the tuning set (Schwenk
and Koehn, 2008). The size of the training data is
shown in Table 1.

The text has been tokenized and truecased
(Koehn et al., 2008) prior to the training and the
decoding, and de-tokenized and de-truecased af-
terwards. A few regular expressions were added
to the tokenizer, so that URLs are not tokenized
before being translated. Normalization of punc-
tuation was also included, mainly in order to fix
several issues with variable typography on quotes.

The phrase-based SMT system was trained with
Moses (Koehn, 2010) using EMS (Koehn, 2010),
whereas the language models were trained with
SRILM (Stolcke, 2002) and queried with KenLM
(Heafield, 2011).

All statistical systems presented below are ex-
tensions of this system, also based on the same
data and settings, unless stated otherwise.

2.2 SMT with Word Sense Disambiguation

The word-sense-disambiguated SMT system is a
factored phrase-based statistical system with two
decoding paths, one basic and one alternative. In
the basic path, all nouns of the source language
(English) have been annotated with a WSD system
(Weissenborn et al., 2015) that assigns BabelNet
senses to nouns and has recently shown improve-
ments over state-of-the-art results on several cor-
pora. The sense labels are estimated based on the
disambiguation analysis on the sentence level by

system variants BLEU METEOR

1. SMT baseline 31.06 55.8
2. sense→ word 25.52 50.4
3.* sense→ word,

word→ word (alt)
29.89 54.8

4. word→ word,
sense→ word (alt)

29.88 54.3

Table 2: Automatic scores for factored SMT vari-
ants with WSD. (*) indicates the version included
in the selection mechanism.

choosing the best ranked sense out of the ones pro-
vided by the WSD system. Each produced WSD
label replaces the respective base word form of the
noun. In the alternative path, non-annotated input
is used. The alternative path allows for decoding
phrases when there are no WSD labels or the de-
coder cannot form a translation with a good prob-
ability.

Due to the high computational demands of the
WSD annotation, this model was trained on less
data than the respective phrase-based models, us-
ing the first 1.1M sentences of Europarl and om-
miting the entire Commoncrawl. We experi-
mented with four different settings concerning the
translation path. These settings with the corre-
sponding automatic scores are depicted in Table 2,
which includes the results on the development set
2. On this set, WSD does not show a positive ef-
fect over the baseline in terms of automatic scores.

2.3 Syntax-enhanced SMT

Motivated by the importance of grammar in the
translation between English and German, we de-
veloped a syntax-enhanced SMT system. The pro-
cess is similar to that of our baseline, but this
version includes syntax-aware phrase extraction.
Phrase pairs in the baseline SMT system were aug-
mented with linguistically-motivated phrase pairs.
These phrases were extracted by generating con-
stituency and dependency parse trees for both the
source and target languages, followed by node-
aligning the parallel parse trees using a statistical
tree aligner (Zhechev, 2009). The syntax-aware
phrase extraction algorithm obtains surface-level
chunks (syntax-aware) from the aligned subtrees
(Srivastava and Way, 2009).

Intermediate experiments were conducted by
using either constituency parsing or dependency
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parsing and it was discovered that despite con-
taining phrase pairs unique to each parsing model
(around 28%), no statistically significant differ-
ence was observed in the MT system performance.
We therefore present the version that uses both of
them by concatenating all phrase pairs in one ta-
ble in an attempt to beenfit from multiple knowl-
edge sources (Srivastava et al., 2009). Aditionally
informed by the manual inspection in Section 3,
we performed a pseudo-Named Entity Recogni-
tion (words and phrases tagged as nouns) in or-
der to identify in-domain terminology and trans-
late them separately in a post-decoding automatic
post-editing framework.

For the constituency and dependency parsing
we employed the Berkeley Parser (Petrov and
Klein, 2007) and the Stanford Dependency Parser
(Klein and Manning, 2003) respectively.

2.4 Rule-based component

The rule-based system Lucy (Alonso and Thur-
mair, 2003) is also part of our experiment, due
to its state-of-the-art performance in the previous
years. Additionally, manual inspection on the de-
velopment set has shown that it provides better
handling of complex grammatical phenomena par-
ticularly when translating into German, due to the
fact that it operates based on transfer rules from
the source to the target syntax tree.

This year’s work on RBMT focuses on issues
revealed through manual inspection of its perfor-
mance on the development set:

• Separate menu items: The rule-based sys-
tem was observed to be incapable of han-
dling menu items properly, mostly when they
were separated by the “>” symbol, as they
often ended up as compounds. We identi-
fied the menu items by searching for conse-
quent title-cased chunks before and after each
separator. These items were translated sepa-
rately from the rest of the sentence, to avoid
them being bundled as compounds. The rule-
based system was then forced to treat the pre-
translated menu items as chunks that should
not be translated.

• Menu items by SMT: Additionally, we used
the method above to check whether menu
items could be translated with the baseline
SMT system instead of Lucy.

• Unknown words by SMT: Since Lucy is

flagging unknown words, we translated these
individually with the baseline SMT system.

Finally, we experimented with normalization of
the punctuation (which was previously included
in the pre-processing steps of SMT but not in
RBMT), addition of quotes on the menu items and
some additional automatic source pre-processing
in order to remove redundant phrases such as
“where it says”.

We ran exhaustive search with all possible com-
binations of the modification above and the most
indicative automatic scores are shown in table 3.
Although automatic scores have in the past shown
low performance when evaluating RBMT sys-
tems, our proposed modifications have a lexical
impact that can be adequately measured with n-
gram based metrics. Our investigation and dis-
cussion is performed on Batch 2. The best com-
bination of the suggested modifications achieves
an overall improvement of 0.51 points BLEU and
0.68 points METEOR over the baseline. In partic-
ular:

• Adding quotes around menu items resulted in
a significant drop of the automatic scores, so
it was not used; this needs to be further evalu-
ated, as references do not use quotes for menu
items either. Nevertheless, quotes were not
always useful due to an occasional erroneous
identification of menu item boundaries.

• Separate translation of the menu items (sep-
Menus) gives a positive result of about 0.46
BLEU and 0.63 METEOR.

• Normalizing punctuation (normPunct) has a
slightly positive effect when the menu items
are translated separately by Lucy.

• Passing only RBMT’s unknown words (unk)
to SMT results in a loss of 0.4 BLEU.

• Translating the RBMT’s menus with SMT
(SMTmenus) also deteriorates the scores and

• translating both menu items and unknown
words with SMT (unk+SMTmenus) has a
positive effect against the baseline and it
seems to be comparable with the best system
without SMT (sepMenus+normPunct).

The phrase “where it says” appears in 7% of the
sentences in Batch 2 and 2% of the sentences in
Batch 1. Although the removal of “where it says”
on the source sentence seems to slightly lower the
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BLEU METEOR manual

baseline 24.90 44.38
quotes 24.00 44.29
sepMenus 25.39 45.01
sepMenus + normPunct 25.41 45.06 15.8%
sepMenus + normPunct - WhereItSays* 25.36 45.00 84.2%
SMTmenus 24.06 42.83
unk 24.50 44.05
unk + sepMenus 23.68 43.30
unk + SMTmenus 25.41 44.95
unk + SMTmenus - WhereItSays* 25.36 44.88

Table 3: Improvements on the RBMT system. (*) indicates the submitted variations.

input

WSD

WSD-
SMT

RBMT

RBMT→SMT

selection output

Figure 1: Architecture of the selection mechanism

automatic scores, the difference does not seem sig-
nificant, and manual inspection raised the concern
that this may be because of the way this phrase
has been translated in the references. We therefore
conducted manual sentence selection on 38 (out
of the 69) sentences where this phrase appeared
and in 84.2% of the cases its removal made the
translation preferable. We therefore concluded in
selecting this variation, despite the slightly lower
scores.

2.5 Serial RBMT post-editing with SMT

As an alternative to automatic post-editing of the
RBMT system, a serial RBMT+SMT system com-
bination is used, as described in (Simard et al.,
2007). For building it, the first stage is translation
of the source language part of the training corpus
by the RBMT system. In the second stage, a SMT
system is trained using the RBMT translation out-
put as a source language and the target language
part as a target language. Later, the test set is first
translated by the RBMT system, and the obtained
translation is translated by the SMT system.

2.6 Selection mechanism

The selection mechanism aims to combine vari-
ous systems, by selecting the best MT output for
every sentence. The architecture of the system is
illustrated in figure 1. The core of the selection
mechanism is a ranker which reproduces rank-
ing by aggregating pairwise decisions by a binary
classifier (Avramidis, 2013). Such a classifier is
trained on binary comparisons in order to select
the best one out of two different MT outputs given
one source sentence at a time. As training ma-
terial, we used the test-sets of WMT evaluation
task (2008-2014). The rank labels for the train-
ing are automatically generated, after ordering the
given MT outputs based on their sentence-level
METEOR (Lavie and Agarwal, 2007) against the
references. We have previously experimented with
training on ranking provided by users, but experi-
ments showed that for this task, ranks made out of
sentence-level METEOR maximize all automatic
scores on our development set, including other
document-level ones, such as BLEU.

We exhaustively tested the available feature sets
with many machine learning methods and Sup-
port Vector Machines seemed to give the best per-
formance. The binary classifiers were wrapped
into rankers using the soft pairwise recomposition
(Avramidis, 2013) to reduce ties between the sys-
tems. Due to technical reasons, the version of
the selection mechanism that is submitted to this
task is only a pilot version that includes WSD-
SMT (section 2.2), baseline RBMT (section 2.4)
and RBMT→SMT (section 2.5). When ties oc-
curred, despite the soft recomposition, the system
was selected based on a predefined system prior-
ity (WSD-SMT, RBMT, RBMT→SMT). The pre-
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defined order of the systems needs to be further
confirmed as part of the future work.

3 Manual evaluation

Apart from the automatic evaluation scores, we in-
clude manual evaluation performed by a profes-
sional German linguist.

3.1 Manual evaluation methodology
The manual evaluation was performed in four
phases:

• The annotator reads through the development
set translated by all systems and identifies the
phenomena where often errors occur.

• For each one of the prominent linguistic phe-
nomena, the annotator selects 100 source seg-
ments including the respective phenomenon
that is prone to MT errors.

• The total occurrences of each phenomenon in
all source segments are counted (each phe-
nomenon may occur more than once in a seg-
ment, and each segment may contain more
than one sentences).

• Consequently, the annotator counts the times
each phenomenon has been translated cor-
rectly. For a translation to be correct it does
not have to be identical with the reference
translation. This is repeated for the output
of every MT system. The accuracy is calcu-
lated as the ratio of the correct translations of
the phenomenon divided by the occurrences
of the phenomenon in the source.

3.2 Manual evaluation results
The most prominent error categories were found to
be imperatives, compounds, quotation marks,
menu item sequences (separated by “>”), miss-
ing verbs, phrasal verbs and terminology. In
these 7 categories, 657 source segments were cho-
sen from development set Batch 2 to demonstrate
the phenomena bound to the frequent errors1.
Many segments contained multiple instances of
the respective phenomena, resulting in 2104 in-
stances of phenomena in overall. The results ap-
pear in table 4.

The two baseline systems SMT and RBMT
seem to have complementary behavior regarding

1Despite the goal of collecting 100 segments per category,
it was possible to find only 57 segments with phrasal verbs
within the development set Batch 2.

the investigated phenomena. SMT performs well
on terminology, menu items and quotation marks,
but seems to suffer on imperatives, missing verbs,
phrasal verbs and generation of compounds. On
the contrary, RBMT does relatively well with im-
peratives, compounds, verbs and phrasal verbs,
whereas it has issues with menu items and is rela-
tively worse with terminology.

The linear combination system RBMT→SMT
manages to successfully combine the performance
of the two systems regarding imperatives and
maintains almost the same performance on verbs
and terminology, whereas all other phenomena
deteriorate, despite achieving higher automatic
scores in overall.

The SMT-syntax and the SMT-WSD systems
seem to have relatively lower performance in all
categories.2 Since the performance of the WSD
analyzer has already been confirmed, the failure
of the SMT-WSD system to achieve a good per-
formance on terminology and high n-gram-based
automatic scores may be an indication that the cur-
rent data setting does not face ambiguity issues
and the senses probably only add additional com-
plexity.

The selection mechanism (which in its cur-
rent version only included SMT-WSD, RBMT and
RBMT→SMT) performs better with the terminol-
ogy and the quotation marks, whereas it maintains
the good performance of its components on verbs
and menu items. Performance on phrasal verbs
nevertheless suffers. Additionally it achieves the
highest accuracy on the selected phenomena, with
2% less errors than its best component, the base-
line RBMT system.

The two improved versions of the RBMT sys-
tem appear to have solved the problems they were
developed for, namely the compounded menu
items and one of them also does better with the
quotation marks. The performance on imperatives,
verbs and terminology remains the same, but the
deterioration on phrasal verbs is obvious. A post-
mortem analysis attributes this loss to a logical
bug in the menu items detection, which often er-
roneously included title-cased verbs in the begin-
ning of the sentence, preventing them from being
translated as an active part of the sentence.

2A pre-processing bug prevented SMT-syntax from trans-
lating quotation marks.
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# SMT SMT- SMT- RBMT RBMT RBMT RBMT sel
WSD syntax →SMT menus SMTm mech

imperatives 247 68% 65% 68% 79% 83% 79% 79% 77%
compounds 220 55% 41% 56% 87% 64% 89% 86% 78%
“>” separators 148 99% 75% 97% 39% 66% 84% 80% 74%
quotation marks 431 97% 93% 0% 94% 86% 75% 95% 98%
verbs 504 85% 73% 81% 93% 92% 93% 93% 92%
phrasal verbs 89 22% 3% 7% 69% 51% 29% 29% 24%
terminology 465 64% 52% 52% 50% 62% 54% 53% 60%

average 76% 65% 52% 77% 77% 75% 78% 79%

Table 4: Translation accuracy on manually evaluated sentences focusing on particular phenomena. Test-
sets consist of hand-picked source sentences of Batch 2 that include the respective phenomenon. Bold-
face indicates best systems on each phenomenon (row) with a 0.95 confidence level.

4 Discussion and further work

In our shared task submission we included:

(i) the SMT and RBMT baseline systems,

(ii) the syntax-enhanced system (DFKI-syntax),

(iii) the RBMT system with separate menu items,
normalization of punctuation and removal
of “where it says” (previously appearing
as sepMenus+normPunct-WhereItSays, sub-
mitted as qtl-RBMT-menus),

(iv) the RBMT system with removal of “where
it says”, passing menu items and unknown
words to SMT (previously appearing as
unk+SMTmenus-WhereItSays, submitted as
qtl-RBMT-SMTmenus) and

(v) the selection mechanism which includes
the systems SMT-WSD, RBMT and
RBMT→SMT.

The results of the official evaluation campaign
for our systems appear in the table 5. RBMT-
menus appears to be slightly better than all the
other systems we developed, but the difference
with the other RBMT systems is not statistically
significant. Nevertheless, it is our only system
that competes with another competitor system for
the 2nd position. Additionally, it is worth not-
ing the failure of BLEU to correlate with the hu-
man preferences, mainly for the systems that relate
to RBMT, inline with past observations (Callison-
Burch et al., 2006).

In future work, we intend to continue this line of
development by including all the individual com-
ponents in the selection mechanism. Additionally,

rank TrueSkill BLEU

RBMT-SMTmenus 2-6 -0.062 25.4
RBMT baseline 3-6 -0.093 25.2
RMBT-menus 3-6 -0.098 25.2
SMT-syntax 7-8 -0.190 34.8
selection 9 -0.382 29.0
SMT baseline 10 -0.485 34.0

Table 5: Human ranks and automatic scores of our
submitted systems on the tests, as a result of the
official evaluation. Ranks are given in a range in
order to account for confidence intervals.

we would focus on solving issues on the partic-
ular phenomena, by employing specialized meth-
ods. Finally, we should perform a more in-depth
evaluation of the selection mechanism and study
how the insights gained from the manual inspec-
tion of errors can be translated into features that
improve the selection.
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Abstract

This paper describes Scorpio, the ILLC-
UvA Adaptation System submitted to the
IT-DOMAIN translation task at WMT
2016, which participated with the lan-
guage pair of English-Dutch. This sys-
tem consolidates the ideas in our previous
work on latent variable models for adapta-
tion, and demonstrates their effectiveness
in a competitive setting.

1 Introduction

ILLC-UvA participated in the WMT 2016 Shared
Task of Machine Translation for the Information
Technology (IT) Domain. In this paper, we briefly
describe our system, which was submitted for the
language pair of English–Dutch. Our system uses
simple latent domain variable models for adapta-
tion proposed in Cuong and Sima’an (2014b) and
Cuong and Sima’an (2014a). More specifically,
we enhance a standard phrase-based baseline sys-
tem (Koehn et al., 2007) with adapted translation
models and language models.

We equip these models with a latent domain
variable and adapt them to an in-domain task rep-
resented by a seed corpus. We do not adapt the re-
ordering models as we find reordering adaptation
does not help much for this language pair. Several
additional adapted features proposed in Cuong
and Sima’an (2015) and Cuong et al. (2016)
are also deployed, including domain-specific and
domain-invariant translation features.

Despite the simplicity of our adaptation mod-
els, our results show effective adaptation perfor-
mance for the task. This system consolidates the

ideas in our previous work of latent variable mod-
els for adaptation, and shows their effectiveness in
a competitive setting.

2 Data

We use all the training data provided by the orga-
nizers. Table 1 summarizes the data.

English-Dutch
In-
Domain

Sents 211K
Words 1.69M 1.65M

General-
Domain

Sents 1.95M
Words 52.60M 52.95M

Internal
Dev

Sents 1800
Words 41.35K 42.06K

Internal
Test

Sents 200
Words 6.4K 6.3K

Table 1: Data Preparation.

More specifically, we use the European Parlia-
ment (Europarl) parallel corpus (Koehn, 2005) as
general-domain data. We use the corpora of IT-
related terms from Wikipedia and Localization PO
files as the in-domain data. For training Dutch lan-
guage models we use the monolingual Dutch side
of Europarl, together with in-domain data.

We split the provided development data (2K
sentence pairs) into two different internal datasets:

• A dev set of 1800 sentence pairs used for sys-
tem optimization.

• A test set of 200 sentence pairs used for eval-
uation.

Preprocessing

All the data is preprocessed before training. For
preprocessing we remove all sentences that have
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more than 80 tokens. The data is tokenized and
lowercased using the standard Moses toolkit (tok-
enizer.perl and lowercase.perl). A recaser is also
built for postprocessing the system output. Fi-
nally, the standard Moses detokenizer script is
used to detokenize the output.

For the submission, we also apply a few addi-
tional rules that we believe would help recasing
and detokenization, such as:1

• “ ’s”→ ”’s” (We remove spaces before ’s.)

• “> a” → “> A”, “> b” → “> B”, etc. (We
uppercase the first character after > .)

• If the target sentence contains the string “> ”
(which has a space) but the source sentence con-
tains only “>” (which does not have a space),
we replace all “> ” with “>”.

Despite those additional efforts, we found there
is still (1): a huge difference in final performance
between BLEU case-insensitive and BLEU case-
sensitive; (2): a quite big difference between
BLEU scores on the final test set and our (ad-
mittedly small) validation set. This suggests that
there is still lots of room for improving our final
translations with better de-tokenization. However,
this was not the focus of our submission.

3 System Description

We first train a baseline with standard phrase-
based system, using all the parallel data, i.e. the
concatenation of in-domain and general-domain
data. The system includes MOSES (Koehn et
al., 2007) baseline feature functions, plus eight
hierarchical lexicalized reordering model feature
functions (Galley and Manning, 2008). The train-
ing data is first word-aligned using GIZA++ (Och
and Ney, 2003) and then symmetrized with grow(-
diag)-final-and (Koehn et al., 2003). We limit the
phrase length to a maximum of seven words.

Somewhat surprisingly, we find that increasing
the maximum number of words for phrases from
three to seven significantly improves the baseline
on the adaptation task. We believe this is quite
important. It suggests that for validating domain
adaptation methods over a phrase-based system,

1However, we are not sure whether these “heuristics”
rules are correct or not, as there is no way to verify them.

the system itself should be built over phrases with
a reasonable maximum length (e.g. seven words).

We use the phrase extraction component from
Stanford Phrasal (Cer et al., 2010), instead of the
phrase extraction component included in Moses.
Our experience has been that this usually produces
better translation accuracy, making the baseline
stronger.

Note that we do not filter any phrases. All
phrases generated from the word alignments are
kept. In this way, instead of discarding phrases
with small translation probabilities, we keep all
of them and assign a fixed and small translation
probability of 0.0001 in such cases.

To tune the system, we use the k-best batch
MIRA (Cherry and Foster, 2012). Finally, we use
MOSES as a decoder (Koehn et al., 2007).

Our Dutch language models are interpolated 4-
grams with Kneser-Ney smoothing, estimated us-
ing KenLM (Heafield et al., 2013).

In the following, we denote features from the
baseline system as Concatenation. To improve
the baseline, we enhance the system with addi-
tional adaptation models that are trained by uti-
lizing the in-domain data. The following sections
will describe our methods in detail.

3.1 Biasing translation models

Given the general-domain corpus and the small
in-domain corpus, we first bias the learning of
translation models over the general-domain cor-
pus, with guidance from the in-domain data that
directly represents the task. We use simple latent
domain variable model for adaptation proposed in
(Cuong and Sima’an, 2014b; Cuong and Sima’an,
2014a). There are four translation models we aim
to learn here, specifically two translation models
and two lexical weightings. More technical de-
tail can be found in (Cuong and Sima’an, 2014b;
Cuong and Sima’an, 2014a).

Along with our biased translation models
(Weighted), we also train translation models
directly on the provided in-domain data (In-
domain). Note that our biased translation models
are sharp in terms of having low entropies in trans-
lation distributions. Meanwhile, the translation
statistics we induce from the in-domain are even
sharper. Meanwhile, the translation statistics we
induce from the in-domain are even sharper. Our
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experience suggests the statistics induced from in-
domain data still incrementally contributes to the
adaptation.

We combine all three different types of trans-
lation models together. The combination is op-
timized over the (internal) development set using
linear combination (Sennrich, 2012).

To have an idea what the combining weights
look like, Table 2 presents results for four trans-
lation features, i.e. the translation models (TM)
and lexical weights (LEX) in both directions (en-
nl and nl-en).

Combining weights for translation features
Concat. Weighted In-Domain

TM en-nl 0.002 0.724 0.274
Lex en-nl 0.001 0.594 0.405
TM nl-en 0.002 0.755 0.243
Lex nl-en 0.001 0.573 0.426

Table 2: Combining weights

We see that most of the adaptation is credited
to the models trained with biased weighting. The
models trained on the in-domain data still partially
contributes to the adaptation. On the other hand,
the model trained on the simple concatenation of
the data does not contribute much.

3.2 Biasing language models

Along with biasing the translation models, we
find it useful to bias the language models as well.
With similar simple latent domain variable mod-
els (but in this case, trained on target side data
only), we learn the relevance of each sentence
with respect to the target domain. We train 3-
gram language models with relevance weights. To
avoid overfitting, we find that it is necessary to ap-
ply an expected smoothing approach in training.
We choose expected Kneser-Ney smoothing tech-
nique (Zhang and Chiang, 2014) as it is simple
and achieves state-of-the-art performance on the
language modeling problem.

Note that we also train a 3-gram language
model directly on the provided in-domain data,
as well as another one trained on the concatena-
tion of in- and general- domain data. This results
in three different language models, similar to the
three translation models we trained above. They
are treated as separate dense features for our sys-
tem.

We provide the combining weights (after tun-
ing) in Table 3, in order to demonstrate the relative
importance of the different language models.

Tuning weights for language modeling features
Concatenation Weighted In-Domain
0.0336 0.0397 0.009

Table 3: Optimized weights for language models

All language models incrementally contribute
to the adaptation performance. The model that
trains with biased weighting contribute most.
Meanwhile, the model trained on the concatena-
tion of all data also contributes significantly to the
adaptation performance. The model trained on the
in-domain data, however, contributes least, proba-
bly because its size is relatively small.

3.3 Biasing reordering models
We also try adapting reordering models with the
same technique. This, however, does not lead to
much improvement, at least for the language pair
we deployed. We thus drop this direction.

3.4 Additional adaptation features
Following (Cuong and Sima’an, 2015), we find
it useful to exploit the word-level feature derived
from IBM model 1 score (Och et al., 2004). Note
that adding word-level features from both trans-
lation sides does not help much, as observed by
(Och et al., 2004). We thus add only one from
a translation side. More technical detail can be
found in Cuong and Sima’an (2015).

Finally, we found it useful to add domain-
invariant translation features for SMT. Specifi-
cally, we push the system to make safer choices,
preferring domain-invariant translations which
work well across latent domains, over risky
domain-specific alternatives. More technical de-
tail can be found in Cuong et al. (2016). The im-
provement we achieve, however, is quite modest
compared to what we achieve by utilizing the in-
domain data. Nonetheless, we believe this is very
natural, as the most effective adaptation method
always comes from providing more in-domain
data.

4 Results

Our baseline, as described earlier, is created from
the concatenation of all parallel data provided
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by the organizer. The language models are also
trained by concatenating all monolingual data pro-
vided by the organizer. The baseline has 17 trans-
lation and language modeling features in total.
Meanwhile, our system has 23 features (17 + 6
adapted features).

Table 4 and 5 present translation results on the
internal dev and test sets respectively, with BLEU
(Papineni et al., 2002), METEOR (Denkowski
and Lavie, 2011), TER (Snover et al., 2006) and
finally BEER (Stanojević and Sima’an, 2014).

English-Dutch
System BLEU METEOR TER BEER
Baseline 28.1 28.7 53.3 18.4
Scorpio 30.1 29.9 51.6 20.9

Table 4: Results on Dev set

English-Dutch
System BLEU METEOR TER BEER
Baseline 34.5 32.9 45.3 24.7
Scorpio 36.8 34.5 43.1 28.7

Table 5: Results on Test set

Note that these results are case-insensitive,
without the post-processing steps for detokeniz-
ing/recasing sentences as described above.

Despite the simplicity of the adaptation mod-
els, our experiments suggest efficient adaptation
performance for the task. The adaptations consis-
tently improve all measures by more than 1 point,
occasionally much more.

5 Conclusion

We have described our ILLC-UvA adaptation sys-
tem (Scorpio) at WMT’16 IT-DOMAIN Task.
Relying on simple latent domain variable mod-
els proposed in our previous work (Cuong and
Sima’an, 2014b; Cuong and Sima’an, 2014a),
the system shows promising performance for the
adaptation task.
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Abstract

This paper presents an overview of the sys-
tem submitted by the University of Ham-
burg to the IT domain shared translation
task as part of the ACL 2016 First Con-
ference of Machine Translation (WMT
2016). We have chosen data selection as
a domain adaptation method. The filtering
of the general domain data makes use of
paragraph vectors as a novel approach for
scoring the sentences. Experiments were
conducted for English-German under the
constrained condition.

1 Introduction

The WMT 2016 shared task of translating IT doc-
uments focuses on translation of answers in a
cross-lingual help-desk service. This paper de-
scribes the system submitted by the University of
Hamburg to this task. We took part in the English-
German translation track in which twelve systems
(seven constrained and five unconstrained ones)
from four different organizations participated. The
challenges for this task came from the fact that the
available in-domain data for the constrained con-
dition is very small. Moreover, the in-domain dif-
fers considerably from any of the domains of the
given general domain data.

We propose a method of data selection by filter-
ing the general domain data applying a threshold
on the similarity between vector representations
for the sentences from the general domain and the
in-domain. Sentences are described by paragraph
vectors which are trained together with word vec-
tors in order to predict the upcoming words within
that paragraph (Le and Mikolov, 2014). Given a
sentence from the general domain, our procedure
identifies a set of candidate sentences that are most
similar to the reference. If at least one of the re-

trieved sentences comes from the in-domain then
the general domain sentence is considered sim-
ilar to the in-domain, otherwise it is discarded.
This binary decision has the advantage that only
one MT system needs to be trained and the disad-
vantage that it gives only a fixed ratio of general
domain data to be kept depending on the chosen
threshold.

In order to overcome the disadvantage that the
paragraph vector method has, we extend it from
using a binary decision filtering to scoring and
ranking all the sentences from the general domain
from which a certain amount of training sentences
can be selected. This extended version is a prereq-
uisite for being able to train and compare multi-
ple MT systems using different ratios of data to be
kept.

We first summarize related work in data selec-
tion for Statistical Machine Translation (SMT) in
Section 2, then describe Paragraph Vector that we
used for our data selection method in Section 3.
Section 4 presents the experimental settings of
the submitted systems and section 5 contains an
overview of their performance in the shared IT
task.

2 Related work

A range of different methods for domain adapta-
tion of models for statistical machine translation
have been developed including mixture modeling,
instance weighting, transductive learning, or data
selection (Chen et al., 2013).

The data selection approach is the focus of this
paper. In the state of the art, data selection is
used at the corpus-level, where the selected data is
joined together, or at the model-level, where sev-
eral models are combined together in the transla-
tion phase (Wang et al., 2013a). The main work-
flow of the data selection method consists of the
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following steps:

• scoring: a measure is used to determine how
similar the sentences from the general do-
main are to the in-domain

• filtering: sentences from the general domain
are selected, if their similarity score is greater
than a predefined threshold.

• training: the selected sentences are used as
additional training data to develop the lan-
guage model, to weight the phrase pairs or
for tuning purposes.

To compute the similarity score three ap-
proaches are commonly used: information re-
trieval inspired, perplexity-based and edit distance
similarity inspired.

TF-IDF1 term weighing as used in informa-
tion retrieval was adopted by (Hildebrand et al.,
2005) where each sentence from the source side
of the bilingual training data constitutes one doc-
ument (represented using TF-IDF) and each sen-
tence from the test data is used as a query. The
cosine distance similarity is used to compute the
relevance of the queries to the documents. Lü et
al. (2007) also uses the cosine to select sentences
for offline and online training data optimization.
Tamchyna et al. (2012) presents a method where
sentences are extracted from the general domain
by translating the source side of a test set and using
it in computing the cosine similarity to the general
domain.

In Mandal et al. (2008) and in Axelrod et
al. (2011) language model perplexity was used to
score sentences. Foster et al. (2010) used phrase
pairs instead of sentences and learned weights
for them using in-domain features based on word
frequencies and perplexities. In Mansour et al.
(2011), the cross-entropy score is used for lan-
guage model filtering together with a translation
model score that estimates the likelihood that a
source and a target sentence are a translation of
each other. Toral et al. (2015) introduced lin-
guistic information such as lemmas, named enti-
ties and part-of-speech tags into the preprocessing
of the data and then ranked the sentences by per-
plexity.

The edit distance which computes the minimum
number of edits needed to transform a sentence
from the general domain into a sentence from the

1Term frequency - Inverse document frequency

in-domain was used in Wang et al. (2013b). A
combination of the three data selection approaches
is presented in Wang et al. (2013a, 2013c).

We propose a new approach of filtering general
domain sentences using paragraph vectors (Le and
Mikolov, 2014) to determine sentence similarity in
a high-dimensional vector space. To the knowl-
edge of the authors, this is the first time Paragraph
vector is applied to data selection for SMT.

3 Paragraph vector

In this section we describe Paragraph vector (Le
and Mikolov, 2014) which stands at the core of the
proposed data selection method. It has been suc-
cessfully employed in sentiment detection and in-
formation retrieval tasks. Le and Mikolov (2014)
propose an unsupervised framework that learns
continuous distributed vector representations for
phrases, sentences or documents.

The idea of learning paragraph vectors is simi-
lar to the approach used in learning word vectors
(Mikolov et al., 2013): word vectors are used in
predicting a word given its sentential context and
paragraph vectors adopt the same idea to contexts
sampled from a paragraph.

The model maps context words and a paragraph
identifier to the word that is going to be predicted.
The contexts have a fixed length and are sampled
from a sliding window over the paragraph. The
mapping is established by means of two matrices:
one consisting of the trained paragraph vectors and
the other consisting of word vectors. The para-
graph vector is shared among all the contexts sam-
pled from the same paragraph (but not among all
paragraphs). The word vectors are shared between
all the paragraphs. Paragraph and word vectors are
combined during training and inference either by
concatenation or by averaging. The paragraph and
word vectors are trained on pairs consisting of the
word to be predicted and a sampled context tagged
by a paragraph identifier. (Le and Mikolov, 2014)

We use single sentences as paragraphs. The rea-
son why we adopted Paragraph vector is because
they reflect semantic relatedness, similar to word
vectors. Moreover, we have chosen paragraph vec-
tors for representing sentences as vectors because
the approach does not require tuning, parsing or
availability of labeled data. The implementation
of paragraph vectors we used is Doc2vec from the
gensim toolkit2 (Řehůřek and Sojka, 2010).

2https://radimrehurek.com/gensim/
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4 Experiments

For all the submitted systems, we used only the
data distributed for the shared IT task. For the
general domain training data we chose Common-
crawl3 (made available by WMT) because it is a
relatively large corpus and contains crawled data
from a variety of domains including the IT do-
main. As in-domain training data we concatenated
the corpora provided by the task. We tuned the
systems with 2000 sentences from Batch1a and
Batch2a provided by the shared task and evaluated
them on Batch3a.

Our systems have been developed using the
Moses phrase-based MT toolkit (Koehn et al.,
2007) and the Experiment Management System
(Koehn, 2010) that facilitates the preparation of
scripts for experiments.

4.1 Data preprocessing

All the available data were tokenized, cleaned (i.e.
restricted to a maximum sentence length of 80
words) and lowercased. The general domain data
was filtered by removing the sentence pairs that
do not pertain to the English-German language
pair as well as sentences that contain non-alpha
characters. In addition to that, punctuation was
normalized using the normalize-punctuation.perl
script. Approximately 25K sentences were re-
moved because they were not considered English-
German sentence pairs by the jlangdetect library4

and further 650 sentences have been discharged
because they contained non-alpha characters. Ta-
ble 1 presents some data statistics for both do-
mains after preprocessing:

Corpora Sentences Tokens
English German

Commoncrawl 2.34M 50.33M 46.11M
IT 210K 1.48M 1.44M

Table 1: Corpora statistics after preprocessing

4.2 Experimental settings

We performed word alignment using GIZA++
(Och and Ney, 2003) with the default grow-diag-
final-and alignment symmetrization method. For
the language model (LM) estimation we trained

models/doc2vec.html
3http://commoncrawl.org/
4https://github.com/melix/jlangdetect

5-gram LMs using the SRILM toolkit (Stolcke,
2002) with Kneser-Ney discounting (Kneser and
Ney, 1995) on the target side of the Common-
crawl and IT corpora. When LM interpolation was
needed, the in-domain LM and the general domain
LM were interpolated using weights tuned to min-
imize the perplexity on the tuning set. The same
data was used for tuning the systems with MERT
(Och, 2003).

For the BLEU-cased scores training recasing
was performed using the default configuration
from the EMS script: language model trained us-
ing KenLM (Heafield, 2011) and order 3. Due to
time limitations, we did not try to further improve
the recaser model.

4.3 Baselines
The baseline system UHBS simple was trained
on the concatenation of the in-domain data and
the complete general domain data. The sec-
ond baseline, UHBS lmi, only differed from
UHBS simple in its language model that was
created by LM interpolation. The motivation
for training a second, i.e. stronger baseline, is
that we intended to compare the translation re-
sults of the system submitted to the competition
(UHDS doc2vec) with the one produced by a
competitive approach.

4.4 Data selection using Doc2vec
In this section the submitted system
UHDS doc2vec is described. The filtering
procedure receives as input the bilingual in-
domain corpus In, the bilingual general domain
Gen, the number of most similar sentencesN that
should be retrieved given a threshold δ that will be
described later. Our approach is monolingual as
we used only the source side of the corpus data to
select sentences from the general domain corpus.
To train the paragraph vectors we concatenated In
and Gen resulting in the data set C. Training the
doc2vec model required tagging every sentence
from the source side of the concatenated corpus
Csource with its corresponding line number in the
corpus and building a vocabulary from the tagged
C. Therefore, a sentence that came from In was
tagged with a number from [1, sizeIn] and a
sentence that came from Gen was tagged with a
number from [sizeIn + 1, sizeIn + sizeGen].

The doc2vec model was trained on the tagged
Csource. After obtaining the doc2vec model M,
the algorithm iterates through every sentence pair
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Algorithm 1 Doc2vec Filtering
1: procedure FILTER(In,Gen,N , δ)
2: C ← In+ Gen
3: for each sentence si ∈ Csource do
4: tag si with the line number i
5: build vocabulary from tagged Csource
6: train doc2vec modelM using tagged Csource
7: for each sentence pair (si, ti) ∈ Gen do
8: Ri = top(N ,mostSimilar(M, si))
9: Simsi = {(index, score) ∈ Ri| index ∈ [1, sizeC ], score ∈ (0, 1)}

10: if ∃(index, score) ∈ Simsi : (index < sizeIn, score > δ) then
11: add (si, ti) to FilteredCorpus

Figure 1: Doc2vec filtering algorithm

from Gen. Given a sentence pair (si, ti) ∈ Gen,
the top N most similar vectors to si are retrieved
in the form of a pair (index, score) where index
gives the tag (i.e. the line number) of the selected
similar sentence to si and score specifies the sim-
ilarity between si and sindex. The similarity is
computed as the cosine between the two vectors.

The list of top N most similar sentences for
each sentence from Gen is now filtered by com-
paring them to a prespecified threshold δ creating
a reduced data set FilteredCorpus. A sentence
pair (si, ti) is included into FilteredCorpus if at
least one pair (index, score) originates from the
in-domain (index < sizeIn) and has a score >
δ. With a value setting of δ = 0.5 we selected
47% of the sentences of Gen. Systematic exper-
iments with other values of δ are planned for fu-
ture work. Eventually, we trained the final sys-
tem UHDS doc2vec on a concatenation of the
reduced general domain corpus FilteredCorpus
and the in-domain data In. Two separate language
models were trained with the in-domain data In
and the full general domain corpus Gen. They
have been interpolated and the interpolated model
has been used in both UHBS lmi (strong base-
line) and UHDS doc2vec (the submission to the
competition). In Figure 1 the pseudocode for fil-
tering the general domain corpus is presented.

Doc2vec filtering selects in one step all the gen-
eral domain sentences similar to the in-domain
producing one FilteredCorpus. Eventually, each
sentence from Gen is either discarded or added to
FilteredCorpus).

In order to be able to compare our method with

other data selection approaches, we modified the
binary decision from step 10 of the algorithm with
a step that produces a score for each sentence
si ∈ Gen (Figure 2). Therefore, in addition to
the submitted systems to the WMT competition,
we also conducted experiments with the extended
Doc2vec algorithm and with a perplexity-based
metric which defines the state-of-the-art for data
selection for MT (Axelrod et. al, 2011). We name
SEF (Sentence Embedding Filtering) the method
presented in Figure 2 and PPL (Perplexity) the
state-of-the-art method.

In addition to the input parameters that the al-
gorithm presented in Figure 1 uses, the adapted
algorithm receives as input also a percentage P
which gives the number of sentences to be selected
from Gen. Given a sentence si ∈ Gen, the SEF
method uses the similarity score between si and
its N most similar sentences for producing a final
score. Moreover, since the position in Simsi mat-
ters, we multiply each intermediary score with the
inverse position (N − j + 1). For example, if the
most similar sentence to si is sj placed on the first
position in Simsi , then their scoreij is multiplied
with the highest possible value N . After scoring
all the sentences from Gen, they are sorted by their
score in descending order.

The comparison between SEF and PPL was
evaluated on a range of percentages from 10 till
90, incrementing the ratio in steps of 10.

5 Results

In this section we present the evaluation scores ob-
tained in the WMT competition for the three sub-
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Algorithm 2 Doc2vec Filtering using percentage P
1: procedure FILTER-PERCENTAGE(In,Gen,N , δ,P)
2: C ← In+ Gen
3: for each sentence si ∈ Csource do
4: tag si with the line number i
5: build vocabulary from tagged Csource
6: train doc2vec modelM using tagged Csource
7: for each sentence pair (si, ti) ∈ Gen do
8: Ri = top(N ,mostSimilar(M, si))
9: Simsi = {(index, score) ∈ Ri| index ∈ [1, sizeC ], score ∈ (0, 1)}

10: for (indexj , scorej) ∈ Simsi do

11: scorei,j =

{
scorei,j ∗ (N − j + 1)2, if indexj < sizeIn and scorej > δ

0, otherwise

12: scorei =
N∑
j=1

scorei,j

13: sort sentences ∈ Gen by their score in descending order
14: while i ≤ P do
15: add (si, ti) to FilteredCorpusP

Figure 2: Doc2vec filtering algorithm adapted to select a given percentage P of sentences

mitted systems. Moreover, we present the evalua-
tion scores for the SEF and PPL methods and
discuss the results. Table 2 presents the BLEU
(Papineni et al., 2002), the BLEU-cased and the
TER (Snover et al., 2006) scores for the submitted
systems to WMT:

System BLEU BLEU-c TER
UHBS lmi 37.21 35.29 0.545
UHDS doc2vec 37.14 35.04 0.528
UHBS simple 36.02 34.17 0.546

Table 2: Submitted systems results

According to their BLEU scores, the strong
baseline, UHBS lmi, performs almost on a
par with the filtered general domain system,
UHDS doc2vec, but with respect to TER
UHDS doc2vec clearly outperforms the base-
line. The results are encouraging, since our se-
lection method filtered out more than 50% of the
general domain data without a substantial loss of
translation quality compared to the strong base-
line.

The BLEU and TER scores for the SEF and
PPL methods are given in Table 3. The max-
imum BLEU score has been achieved by SEF

(37.12) selecting 70% of Gen. The PPL method
achieved its maximum BLEU score at a 90% ra-
tio of Gen with a score of 36.75 that is close to
the score already achieved at 30% filtering (36.71).
With respect to that, the SEF method also has a
close score to it at 30% filtering (36.65). The TER
scores are all very close for most of the steps, with
the lowest score achieved by the PPL method at
30% filtering (0.532). A very similar score has
been gained by the SEF method when filtering to
50% (0.535). In comparison to the systems sub-
mitted to WMT, the best BLEU and TER scores
have still been achieved by UHDS doc2vec and
UHBS lmi.

6 Conclusions

In this paper we presented the system the Univer-
sity of Hamburg submitted to the WMT shared
task of translating IT texts. We introduced a new
method of data selection for filtering the gen-
eral domain data by searching for sentences that
are similar to the in-domain. The novel contri-
bution of our approach consists in using para-
graph vectors to capture crucial meaning aspects
of a sentence and deploy them to determine inter-
sentential similarity. With less than 50% general
domain data the system performs almost as good
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Percentage P
of Gen

BLEU TER

SEF PPL SEF PPL
10 35.37 36.28 0.549 0.537
20 36.25 36.36 0.549 0.539
30 36.65 36.71 0.539 0.532
40 35.94 36.69 0.546 0.535
50 36.97 36.39 0.535 0.541
60 37.08 36.57 0.535 0.536
70 37.12 36.29 0.536 0.542
80 37.09 36.45 0.538 0.541
90 36.43 36.75 0.546 0.546

Table 3: Evaluation results for SEF and PPL

as the strong baseline in terms of BLEU.
We also presented an adaptation of the para-

graph vector filtering method that is able to se-
lect any required percentage of the general do-
main data and we conducted experiments using a
range of ratios for this method and a state-of-the-
art method. The BLEU results indicated that the
adapted paragraph vector method outperforms the
state-of-the-art method.

These results make filtering using paragraph
vector for scoring sentences particularly attractive
for scenarios where a large pool of general domain
data is available, but only a very small amount of
in-domain data.
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Abstract
This paper presents the description of 12
systems submitted to the WMT16 IT-task,
covering six different languages, namely
Basque, Bulgarian, Dutch, Czech, Por-
tuguese and Spanish. All these systems
were developed under the scope of the
QTLeap project, presenting a common
strategy. For each language two different
systems were submitted, namely a phrase-
based MT system built using Moses, and
a system exploiting deep language engi-
neering approaches, that in all the lan-
guages but Bulgarian was implemented
using TectoMT. For 4 of the 6 languages,
the TectoMT-based system performs better
than the Moses-based one.

1 Introduction

The QTLeap1 project focuses on the development
of an articulated methodology for machine trans-
lation that explores deep language engineering ap-
proaches and sophisticated semantic datasets. The

1http://www.qtleap.eu

underling hypothesis is that the deeper the level
of representation, the better the translation be-
comes since deeper representations abstract away
from surface aspects that are specific to a given
language. At the limit, the representation of the
meaning of a sentence, and of all its paraphrases,
would be shared among all languages.

This purpose is supported by recent advances
in terms of lexical processing. These advances
have been made possible by enhanced techniques
for referential and conceptual ambiguity resolu-
tion, and supported also by new types of datasets
recently developed as linked open data.

The overall goal of the project is to produce
quality translation between English (EN) and an-
other language X by using deep linguistic infor-
mation. All language pairs follow the same pro-
cessing pipeline of analysis, transfer and synthe-
sis (generation) and adopt the same hybrid MT
approach of using both statistical as well as rule-
based components in a tightly integrated way for
the best possible results.

In this paper, we present the systems developed
by the University of Basque Country for Basque
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and Spanish, Charles University in Prague for
Czech, by University of Groningen for Dutch, by
University of Lisbon for Portuguese and by IICT-
BAS of the Bulgarian Academy of Sciences for
Bulgarian.

For each language two different systems were
submitted, corresponding to different phases of the
project, namely a phrase-based MT system built
using Moses (Koehn et al., 2007), and a system
exploiting deep language engineering approaches,
that in all the languages but Bulgarian was im-
plemented using TectoMT (Žabokrtský and Popel,
2009). For Bulgarian, its second MT system is not
based on TectoMT, but on exploiting deep factors
in Moses. All 12 systems are constrained, that is
trained only on the data provided by the WMT16
IT-task organizers.

We present briefly the Moses common setting
and the TectoMT structure and then more detailed
information for each language system are pro-
vided. In the last Section, results based on BLEU
and TrueSkill are given and discussed.

2 Moses

All the systems submitted that were based on
Moses have been trained on a phrase-based
model by Giza++ or mGiza with “grow-diag-final-
and” symmetrization and “msd-bidirectional-fe”
reordering (Koehn et al., 2003). For the language
pairs where big quantities of domain-specific
monolingual data were available along with the
generic domain data, separate language models
(domain-specific and generic) were interpolated
against our ICT domain-specific development set.
For LM training and interpolation, the SRILM
toolkit (Stolcke, 2002) was used. The method of
truecasing has been adopted for several language
pairs where it proved useful.

3 TectoMT

The deep translation is based on the TectoMT
system, an open-source MT system based on the
Treex platform for general natural-language pro-
cessing. TectoMT uses a combination of rule-
based and statistical (trained) modules (blocks
in Treex terminology), with a statistical transfer
based on HMTM (Hidden Markov Tree Model)
at the level of a deep, so-called tectogrammatical,
representation of sentence structure. The general
TectoMT pipeline is language independent, and
consists of analysis, deep transfer, and synthesis

steps.
The design of TectoMT is highly modular

and consists of a language-universal core and
language-specific additions and distinguishes two
levels of syntactic description:

• Surface dependency syntax (a-layer) – sur-
face dependency trees containing all the to-
kens in the sentence.

• Deep syntax (t-layer) – dependency trees that
contain only content words (nouns, main
verbs, adjectives, adverbs) as nodes. Each
node has a deep lemma (t-lemma), a semantic
function label (functor), a morpho-syntactic
form label (formeme), and various grammat-
ical attributes (grammatemes), such as num-
ber, gender, tense, or modality.

T-layer representations of the same sentence in
different languages are closer to each other than
the surface texts; in many cases, there is a 1:1
node correspondence among the t-layer trees. Tec-
toMTs transfer exploits this by translating the tree
isomorphically, i.e., node-by-node and assuming
that the shape will not change in most cases (apart
from a few exceptions handled by specific rules).

The translation is further factorized: t-lemmas,
formemes, and grammatemes are translated us-
ing separate Translation Models (TM). The t-
lemma and formeme TMs are an interpolation of
maximum entropy discriminative models (Max-
Ent) (Mareček et al., 2010) and simple conditional
probability models. The MaxEnt models are in
fact an ensemble of models, one for each indi-
vidual source t-lemma/formeme. The combined
translation models provide several translation op-
tions for each node along with their estimated
probability. The best options are then selected
using a Hidden Markov Tree Model (HMTM)
with a target-language tree model (Žabokrtský and
Popel, 2009).

For this specific task, where we need to work
on a specific domain, an extended version of Tec-
toMT was used allowing interpolation of multiple
TMs (Rosa et al., 2015).

4 Basque

Both English-Basque submissions are trained on
the same training corpora. That is, the PaCO2-
eneu corpus for translation and language model-
ing, and the in-domain Batch1 corpus for domain
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adaptation and MERT training. Batch2 domain
corpus was used for testing during development.

The Moses system, EU-Moses, uses factored
models to allow lemma-based word-alignment.
After word alignment, the rest of the training pro-
cess is based on lowercased word-forms and stan-
dard parameters: Stanford CoreNLP (Manning et
al., 2014) and Eustagger (Alegria et al., 2002)
tools are used for tokenization and lemmatiza-
tion, MGIZA for word alignment with the ”grow-
diag-final-and” symmetrization heuristic, a maxi-
mum length of 75 tokens per sentence and 5 to-
kens per phrase, translation probabilities in both
directions, lexical weightings in both directions,
a phrase length penalty, a ”phrase-mslr-fe” lex-
icalized reordering model and a target language
model. As for the language model, a 5-gram
model was trained. The weights for the differ-
ent components were adjusted to optimize BLEU
using MERT tuning over the Batch1 development
set, with an n-best list of size 100.

For the TectoMT system, EU-Treex existing
tools were used in order to get the a-layer. Eu-
stagger is a robust and wide coverage morpholog-
ical analyzer and POS tagger. The dependency
parser is based on the MATE-tools (Bjrkelund et
al., 2010). Basque models have been trained us-
ing the Basque Dependency Treebank (BDT) cor-
pus (Aduriz et al., 2003). Transformation from the
a-level analysis into t-level is partially performed
with language-independent blocks thanks to the
support of Interset (Zeman, 2008).

The English-to-Basque TectoMT system uses
the PaCo2 and the Batch1 corpora to train two sep-
arate translation models, and they are used to cre-
ate an interpolated list of translation candidates. In
addition to that, the terminological equivalences
extracted from the localization PO files (VLC, LO
and KDE) as well as the domain terms extracted
from Wikipedia are used to identify domain terms
before syntactical analysis and to ensure domain
translation on transfer. Finally, an extra module
to treat non linguistic elements (URLs, shell com-
mands, ...) has been used, to identify the elements
that should be maintained untranslated on the out-
put.

5 Bulgarian

Bulgarian team participated with two systems im-
plemented using Moses: BG-Moses — a system
that is based on standard factored Moses with fac-

tors retrieved from POS tagged, lemmatized par-
allel corpora; and BG-DeepMoses — a system
that also is based on standard factored Moses but
the translation is done in two steps: (1) semantics-
based translation of the source language text to a
mixed source-target language text which is then
(2) translated to the target language via Moses.
The latter system builds on Simov et al. (2015).

As training data for both systems the following
corpora were used: the Setimes parallel corpus,
the Europarl parallel corpus and a corpus created
on the basis of the documentation of LibreOffice.
The corpora are linguistically processed with the
IXA2 pipeline for the English part and the BTB
pipeline for the Bulgarian. The analyses include
POS tagging, lemmatization and WSD, using the
UKB system,3 which provides graph-based meth-
ods for Word Sense Disambiguation and lexical
similarity measurements.

For the BG-Moses system, the fol-
lowing factors have been constructed:
WordForm|Lemma|POStag.

For the BG-DeepMoses system, we exploited
also the information from word sense annota-
tion in order to predict some translations from
English to Bulgarian based on the WordNet
synsets and their mappings to the Bulgarian
WordNet. Thus, we replaced the English word
form with a representative lemma in Bulgarian.
The motivation for using representative lemmas
in Bulgarian is as follows: we aim at unifying
the various synsets with similar translations
in the Bulgarian language. After the creation
of this intermediate English/Bulgarian text,
we trained Moses with the following factors:
ENWordForm-BGLemma|Lemma|BGPOStag,
where ENWordForm-BGLemma is an English
word form when there is no appropriate Bulgarian
one, or the Bulgarian lemma; BGPOStag is the ap-
propriate Bulgarian tag representing grammatical
features like number, tense, etc.

6 Czech

The Czech Moses system follows the CU-Bojar
system (Bojar et al., 2013). A factored phrase-
based model was trained based on truecased forms
translated directly to the pair <truecased form,
morphological tag>. There were three LMs for
Czech:

2http://ixa2.si.ehu.es/ixa-pipes/
3http://ixa2.si.ehu.es/ukb/
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• 8grams of morphological tags from the
monolingual part of news and political cor-
pora,

• 6grams of forms from the monolingual part
of news and political corpora and

• 6grams from the Czech side of a bilingual
Czech-English corpus CzEng.

The pre-processing of this SMT system has
been harmonized with the pre-existing version
of Tecto-MT: Tokenization and lemmatization is
handled by Treex followed by further tokeniza-
tion at any letter-digit-punctuation boundary. Ad-
ditionally, casing is handled by a Czech-specific
supervised truecasing method. The output of the
lemmatizer is used, as names have lemmas capi-
talized, the casing of the lemma is cast to the token
(lowercasing non-names at sentence beginnings,
lowercasing also ALL CAPS if correctly lemma-
tized). Finally, the translation is done using case-
sensitive tokens and finally the first letter in every
sentence is only capitalized.

The TectoMT analysis pipeline is based on the
annotation pipeline of the CzEng 1.0 corpus (Bo-
jar et al., 2012) starting with a rule-based tokenizer
and a statistical part-of-speech tagger (Straková et
al., 2014) and dependency parser (McDonald et
al., 2005; Novák and Žabokrtský, 2007). These
steps result in a-layer trees, which are then con-
verted to t-layer using a rule-based process.

The English-to-Czech transfer uses a combi-
nation of translation models and tree model re-
ranking. The Czech synthesis pipeline has re-
mained basically unchanged since the original
TectoMT system (Žabokrtský et al., 2008).

7 Dutch

The Moses system for Dutch was trained on
the third version of the Europarl corpus (Koehn,
2005) and the in-domain KDE4 Localization data
(Tiedemann, 2012). Words are aligned with
GIZA++ and tuning was done with MERT. The
applied heuristics for the Dutch baselines were
set to “grow-diag-final-and” alignment and “msd-
bidirectional-fe” reordering. For the creation of
the language models, IRSTLM was used to train a
5-gram language model with Kneser-Ney smooth-
ing on the monolingual part of the training cor-
pora.

For the TectoMT system, the analysis of Dutch
input uses the Alpino system (Noord, 2006), a

stochastic attribute value grammar. The transfer
uses discriminative (context-sensitive) and dictio-
nary translation models. In addition, a few rule-
based modules are employed that handle changes
in t-tree topology and Dutch grammatical gender.

The Dutch synthesis pipeline includes mor-
phology initialization and agreements (subject-
predicate and attribute-noun), insertion of prepo-
sitions and conjunctions based on formemes, and
insertion of punctuation, possessive pronouns and
Dutch pronominal adverbs. The t-tree result-
ing from the transfer phase is first converted into
an Abstract Dependency Tree (ADT) using rule-
based modules implemented in Treex. The ADT is
then passed to the Alpino generator (de Kok and
Noord, 2010), which handles the creation of the
actual sentence including inflected word forms.

8 Spanish

The Moses system developed for the translation
from English to Spanish, ES-Moses, uses stan-
dard parameters: tokenization and truecasing us-
ing tools available in Moses toolkit, MGIZA for
word alignment with the “grow-diag-final-and”
symmetrization heuristic, a maximum length of
80 tokens per sentence and 5 tokens per phrase,
translation probabilities in both directions with
Good–Turing discounting, lexical weightings in
both directions, a phrase length penalty, an “msd-
bidirectional-fe” lexicalized reordering model and
a 5-gram target language model. The weights for
the different components were adjusted to opti-
mize BLEU using MERT tuning over the Batch1
development set, with an n-best list of size 100.

The English-to-Spanish TectoMT, ES-Treex,
system uses the Europarl and the Batch1 corpora
to train two separate translation models, and these
were used to create an interpolated list of transla-
tion candidates. In addition to that, the termino-
logical equivalences extracted from the localiza-
tion PO files (VLC, LO and KDE) as well as the
domain terms extracted from Wikipedia are used
to identify domain terms before syntactic analysis
and to ensure domain translation on transfer. Fi-
nally, an extra module to treat non linguistic ele-
ments (URLs, shell commands, ...) has been used
to identify the elements that should be maintained
untranslated on the output.

Both systems were trained using the same train-
ing corpora: the 7th version of the Europarl corpus
was used for both translation and language mod-
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eling, and the in-domain batch1 corpus was used
for domain adaptation and MERT training. The
Batch2 domain-specific corpus was used for test-
ing during development. We have not used all the
available parallel corpora, because of the compu-
tational restrictions in analyzing all those corpora
at the tectogrammatical level of the TectoMT sys-
tem.

9 Portuguese

The Moses system for the translation from En-
glish to Portuguese, PT-Moses, was obtained
by using the default parameters and tools regard-
ing the training of a phrase-based model. For
the pre-processing, a sentence length of 80 words
was used and the tokenization was performed by
the Moses tokenizer. No lemmatization or com-
pound splitting was used and the casing was ob-
tained with the Moses truecaser. For the train-
ing, a phrase-based model was used with a lan-
guage model order of 5, with Kneser-Ney smooth-
ing, which was interpolated using the SRILM tool.
The word alignment was done with Giza++ on full
forms and the final tuning was done using MERT.
The Europarl corpus was used for the training
data, both as monolingual data for training lan-
guage models and as parallel data for training the
phrase-table.

Regarding the English-to-Portuguese TectoMT
system (Silva et al., 2015)(Rodrigues et al.,
2016a), PT-Treex, in order to get the a-layer the
Portuguese system resorted to LX-Suite (Branco
and Silva, 2006), a set of pre-existing shallow pro-
cessing tools for Portuguese that include a sen-
tence segmenter, a tokenizer, a POS tagger, a mor-
phological analyser and a dependency parser, all
with state-of-the-art performance. Treex blocks
were created to be called and interfaced with these
tools.

After running the shallow processing tools, the
dependency output of the parser is converted into
Universal Dependencies (UD) (de Marneffe et al.,
2014). These dependencies are then converted into
the a-layer tree (a-tree) in a second step. Both
steps are implemented as rule-based Treex blocks.
Converting the a-tree into a t-layer tree (t-tree) is
done through rule-based Treex blocks that manip-
ulate the tree structure.

The transfer phase is handled by a tree-to-tree
maximum entropy translation model (Mareček et
al., 2010) working at the deep syntactic level

of tectogrammatical trees. Two separate models
were trained and interpolated, the first model with
over 1.9 million sentences from Europarl (Koehn,
2005) and the second model composed of the
Batch1, the Microsoft Terminology Collection and
the LibreOffice localization data (Štajner et al.,
2016). Each pair of parallel sentences, one in En-
glish and one in Portuguese, are analyzed by Treex
up to the t-layer level, where each pair of trees are
fed into the model.

The TectoMT synthesis (Rodrigues et al.,
2016b) included other two lexical-semantics-
related modules, the HideIT and gazetteers. The
HideIT module handles entities that do not require
translation such as URLs and shell commands.
The gazetteers are specialized lexicons that han-
dle the translation of named entities from the IT-
domain such as menu items and button names.

Finally, synset IDs were used as additional con-
textual features in the lemma-to-lemma Discrimi-
native Translation Models (Neale et al., 2016).

10 Results

Table 1 presents the results of automatic and man-
ual evaluation, based on BLEU and TrueSkill4

scores respectively. For 4 of the 6 languages,
the TectoMT-based system performs better than
the Moses-based one when considering both
BLEU and TrueSkill scores. For Bulgarian,
the BG-DeepFMoses performs worse than the
BG-FMoses on both scores. For Dutch, the
Moses system outperforms the TectoMT only
when considering the BLUE score, but not the
TrueSkill score.

Regarding Bulgarian, although BG-Deep-
FMoses system performed worse than
BG-Moses, the automatic conversion of the
source text into near-target language text
represents a promising direction for further
improvement of the English-to-Bulgarian MT
system. We assume that the current drop might be
overcome by improving the WordNet information
for Bulgarian, its mapping to the English WordNet
as well as the processing pipelines. Also, we plan
to train this system on more data and to exploit
other bilingual dictionaries.

For the English→Dutch translation direction,
the Moses system outperforms TectoMT in terms
of BLEU score. The results of the manual evalu-
ation, however, are in favor of the TectoMT sys-

4For details, see the overview paper in these proceedings.
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Moses TectoMT Deep-Moses
Language BLEU TrueSkill BLEU TrueSkill BLEU TrueSkill
Basque 8.3 −1.570 10.3 1.570
Bulgarian 16.6 5.262 - - 15.3 −5.262
Czech 20.8 −0.616 21.5 0.130
Dutch 21.9 −2.462 19.0 0.154
Spanish 16.0 −1.926 24.2 −0.809
Portuguese 13.7 −2.276 15.2 −1.063

Table 1: Automatic and manual evaluation results.

tem. This difference may in part be caused by the
fact that BLEU only scores exact word or phrase
matches and the TectoMT output shows more lex-
ical flexibility as compared to Moses. We get bet-
ter results, in terms of BLEU-score, in the oppo-
site translation direction which indicates that more
effort should be put into this translation direction.
Our focus here lies on the Dutch synthesis pipeline
where we still need to fix some basic errors. Also
we intend to implement more modules that are
based on lexical semantics.

We also presented at the IT-task a third sys-
tem for Czech, Dutch, Spanish and Portuguese,
called Chimera that combines Moses and Tec-
toMT (Rosa et al., 2016).
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Abstract

This paper presents the JU-USAAR
English–German domain adaptive ma-
chine translation (MT) system submitted
to the IT domain translation task orga-
nized in WMT-2016 . Our system brings
improvements over the in-domain base-
line system by incorporating out-domain
knowledge. We applied two methodolo-
gies to accelerate the performance of our
in-domain MT system: (i) additional train-
ing material extraction from out-domain
data using data selection method, and
(ii) language model and translation model
adaptation through interpolation. Our pri-
mary submission obtained a BLEU score
of 34.5 (14.5 absolute and 72.5% relative
improvements over baseline) and a TER
score of 54.0 (14.7 absolute and 21.4% rel-
ative improvements over baseline).

1 Introduction

Statistical Machine Translation (SMT) is the cur-
rently dominant MT technology. The underly-
ing statistical models in SMT always tend to
closely approximate the empirical distributions
of the bilingual training data and monolingual
target-language text. However, the performance of
SMT systems quickly degrades when testing con-
ditions deviate from training conditions. In order
to achieve optimal performance, an SMT system
should be trained on data from the same domain.
Now-a-days domain adaptation has gained interest
in SMT to cope with this performance drop. The
basic aim of domain adaptation is to maintain the
identity of the in-domain data while using the best
of the out-domain data. However, large amount of
additional out-domain data may bias the resultant
distribution towards the out-domain. In practice,

it is often difficult to obtain sufficient amount of
in-domain parallel data to train a system which
can provide good performance in a specific do-
main. The performance of an in-domain model
can be improved by selecting a subset from the
out-domain data which is very similar to the in-
domain data (Matsoukas et al., 2009; Moore and
Lewis, 2010), or by re-weighting the probability
distributions (Foster et al., 2006; Sennrich et al.,
2013) in favor of the in-domain data.

In this task, the information technology (IT) do-
main English–German parallel corpus released in
the WMT-2016 IT-domain shared task serves as
the in-domain data and the Europarl, News and
Common Crawl English–German parallel corpus
released in the Translation Task are treated as out-
domain data.

In this paper we describe the joint submission
of Jadavpur University (JU) and Saarland Univer-
sity (USAAR) English–German machine transla-
tion (MT) system (JU-USAAR) to the shared task
on IT domain translation organized in WMT-2016.
In our approach we initially applied data selection
method where we directly measured cross entropy
for the source side of the text; successively we ap-
plied Moore and Lewis (2010) method of data se-
lection and ranked the out-domain bilingual paral-
lel data according to cross entropy difference. Fi-
nally, we built domain specific language models
on both in-domain and selected out-domain target
language monolingual corpus, linearly interpolate
them choosing weights that minimize perplexity
on a held out in-domain development set. In ad-
dition, we also interpolated the translation models
trained on the in-domain and selected out-domain
parallel corpora. However, instead of using bilin-
gual cross-entropy difference, we applied bilin-
gual cross-perplexity difference to model our data
selection process.
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2 Related Work

Koehn (2004; Koehn (2005) first proposed do-
main adaptation in SMT by integrating termino-
logical lexicons in the translation model, as a re-
sult of which there was a significant reduction in
word error rate (WER). Over the last decade, many
researchers (Foster and Kuhn, 2007; Duh et al.,
2010; Banerjee et al., 2011; Bisazza and Federico,
2012; Sennrich, 2012; Sennrich et al., 2013; Had-
dow and Koehn, 2012) investigated the problem of
combining multi-domain datasets.

To construct a good domain-specific language
model, sentences which are similar to the target
domain should be included (Sethy et al., 2006) in
the monolingual target language corupus on which
the language model is trained. Lü et al. (2007)
identified those sentences using the tf/idf method
and they increased the count of such sentences.

Domain adaptation in MT have been explored in
many different directions, ranging from adapating
language models and translation models to align-
ment adaptation approach to improve domain-
specific word alignment.

Koehn et al. (2007) used multiple decod-
ing paths for combining multiple domain-specific
translation tables in the state-of-the-art PB-SMT
decoder MOSES. Banerjee et al. (2013) combined
an in-domain model (translation and reordering
model) with an out-of-domain model into MOSES
and they derived log-linear features to distinguish
between phrases of multiple domains by apply-
ing the data-source indicator features and showed
modest improvement in translation quality.

Bach et al. (2008) suggested that sentences
may be weighted by how much it matches with
the target domain. A comparison among differ-
ent domain adaptation methods for different sub-
ject matters in patent translation was carried out
by (Ceauşfu et al., 2011) which led to a small gain
over the baseline.

In order to select supplementary out-of- domain
data relevant to the target domain, a variety of cri-
teria have been explored ranging from information
retrieval techniques to perplexity on in-domain
datasets. Banerjee et al. (2011) proposed a pre-
diction based data selection technique using an in-
cremental translation model merging approach.

3 System Description

3.1 Data selection Approach
Among the different approaches proposed for data
selection, the two most popular and successful
methodologies are based on monolingual cross-
entropy difference (Moore and Lewis, 2010) and
bilingual cross-entropy difference (Axelrod et al.,
2011). The data selection approach taken in the
present work is also motivated by the bilingual
cross-entropy difference (Axelrod et al., 2011)
based data selection. However, instead of us-
ing bilingual cross-entropy difference, we applied
bilingual cross-perplexity difference to model our
data selection process. The difference in cross-
entropy is computed on two language models
(LM); the domain-specific LM is estimated from
the entire in-domain corpus (lmin) and the second
LM (lmo) is estimated from the out-domain cor-
pus. Mathematically, the cross-entropy H(Plm)
of language model probability Plm is defined as in
Equation 1 considering a k-gram language model.

H(Plm) = − 1

N

N∑

i=1

logPlm(wi|wi−k+1...wi−1)

(1)
We calculated perplexity (PP = 2H ) of indi-

vidual sentences of out-domain with respect to in-
domain LM and out-domain LM for both source
(sl) and target (tl) language.

The score, i.e., sum of the two cross-perplexity
differences, for the jth sentence pair [sj − tj ] is
calculated based on Equation 2.

score = |PPinsl
(sj)− PPosl(sj)|

+ |PPintl
(tj)− PPotl(tj)| (2)

Subsequently, sentence pairs [s − t] from the
out-domain corpus (o) are ranked based on this
score.

3.2 Interpolation Approach
To combine multiple translation and language
models, a common approach is to linearly inter-
polate them. The language model interpolation
weights are automatically learnt by minimizing
the perplexity on the development set. For in-
terpolating the translation models, we use moses
training pipeline which selects the interpolation
weights that optimizes performance on the devel-
opment set. These weights are subsequently used
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to combine the individual feature values for every
phrase pair from two different phrase-tables (i.e.,
in-domain phrase table pin(e|f) and out-domain
phrase table po(e|f)) using the formula in Equa-
tion 3 where f and e are source and target phrases
respectively and the value of λ ranges between 0
and 1.

p(f |e) = λ× pin(f |e) + (1− λ)× po(f |e) (3)

4 Experiments and Results

We first accumulate all the domain specific corpus
and clean them. We also use out of domain data to
accelerate the performance of the in-domain MT
system. The following subsections describe the
datasets used for the experiments, detailed experi-
mental settings and systematic evaluation on both
the development set and test set.

4.1 Datasets

In-domain Data: The detailed statistics of in-
domain data is reported in Table 1. We considered
all the data provided by the WMT-2016 organizers
for the IT translation task. We combined all data
and performed cleaning in two steps: (i) Cleaning-
1: following the cleaning process described in
(Pal et al., 2015), and (ii) Cleaning 2: using
the Moses (Koehn et al., 2007) corpus cleaning
scripts with minimum and maximum number of
tokens set to 1 and 80 respectively. Addition-
ally, 1000 sentences are used for development set
(‘Batch 1’ in Table 3) and anther 1000 sentences
are used for development test set (‘Batch2’ in Ta-
ble 3).

Out-domain Data: We utilized all the parallel
training data provided by the WMT-2016 shared
task organizers for the English-German transla-
tion task. The out of domain training data in-
cludes Europarl, News Commentary and Common
Crawl. this corpus is noisy and contains some
non-German, as well as, non-English words and
sentences. Therefore, we applied a language iden-
tifier (Shuyo, 2010) on both bilingual English–
German parallel data and monolingual German
corpora. We discarded those parallel sentences
from the bilingual training data which were de-
tected as belonging to some different languages by
the language identifier. The same method was also
applied to the monolingual data. Successively, the
corpus cleaning process was carried out first by
calculating the global mean ratio of the number of

characters in a source sentence to that in the cor-
responding target sentence and then filtering out
sentence pairs that exceed or fall below 20% of
the global ratio (Tan and Pal, 2014). Tokenization
and punctuation normalization were performed us-
ing Moses scripts. In the final step of cleaning, we
filtered the parallel training data on maximum al-
lowable sentence length of 80 and sentence length
ratio of 1:2 (either direction). Approximately 36%
sentences were removed from the total training
data during the cleaning process. Table 2 shows
the out-domain data statistics after filtering.

4.2 Experimental Settings

We used the standard log-linear PB-SMT model
for our experiments. All the experiments were car-
ried out using a maximum phrase length of 7 for
the translation model and 5-gram language mod-
els. The other experimental settings involved word
alignment model between EN–DE trained with
Berkeley Aligner (Liang et al., 2006). The phrase-
extraction heuristics of (Koehn et al., 2003) were
used to build the phrase-based SMT systems. The
reordering model was trained with the hierarchi-
cal, monotone, swap, left to right bidirectional
(hier-mslr-bidirectional) (Galley and Manning,
2008) method and conditioned on both the source
and target languages. The 5-gram language mod-
els were built using KenLM (Heafield, 2011).
Phrase pairs that occur only once in the training
data are assigned an unduly high probability mass
(i.e., 1). To alleviate this shortcoming, we per-
formed smoothing of the phrase table using the
Good-Turing smoothing technique (Foster et al.,
2006). System tuning was carried out using Mini-
mum Error Rate Training (MERT) (Och, 2003) on
a held out development set (Batch1 in Table 3) of
size 1,000 sentences provided by the WMT-2016
task organizers. After the parameters were tuned,
decoding was carried out on the held out develop-
ment test set (Batch2 in Table 3) as well as test set
released by the shared task organizers. We eval-
uated the systems using three well known auto-
matic MT evaluation metrics: BLEU (Papineni et
al., 2002), METEOR (Lavie and Agarwal, 2007)
and TER (Snover et al., 2006). The evaluation re-
sults of our baseline systems trained on in-domain
and out-domain data are reported in Table 3.
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Data Source Sentences Tokens
EN DE

Localization - 157,414 860,169 814,863
IT Term - 23,136 52,201 45,773

Technical
documentation

Liboffice 95,997 794,498 760,444
Drupal 4,682 41,081 41,081
Ubuntu 6,320 120,274 113,792

Chromium 6,306 38,278 37,631
Undoc 167,627 5,105,968 4,949,335

Total - 461,479 7,012,469 6,762,919
Cleaning-1 - 456,042 9,105,378 8,958,348
Cleaning-2 - 440,780 7,553,659 7,426,095

Table 1: In-domain data statistics, Cleaning-1: tokenization and cleaning (Pal et al., 2015) and Cleaning-
2 is MOSES cleaner with minimum token is set to 1 and maximum 80

Data Sentences Tokens
EN DE

Europarl and news 1,623,546 36,050,888 34,564,547
Common crawl 1,811,826 37,456,978 35,172,840
Total 3,435,372 73,507,866 69,737,387

Table 2: Out-domain cleaned data statistics

5 Result and Analysis

We have taken various attempts to enhance the
quality of translation for the English–German IT
domain translation task.

Figure 1 shows how data selection method helps
to enhance the in-domain baseline system by in-
crementally adding a subset of data from the out-
domain corpus as additional training material.

We applied bilingual cross-perplexity differ-
ence based method (cf. Section 3.1) to rank the
out-domain sentences according to their proxim-
ity to the in-domain data from which we incre-
mentally select top ranking sentence pairs and add
them as additional training material to our in-
domain training set. We trained the incremental
in-domain PB-SMT models in an iterative man-
ner for each incremental batch size of 100K top
ranked additional parallel data from the remaining
‘ranked’ out-domain data. The iterative process is
stopped when the learning curve falls down in two
successive iterations. BLEU is considered as the
objective function for the learning curve experi-
ment. Finally, we selected 400K sentence pairs
as additional training material from the entire out-
domain data as it provided the optimum result in
BLEU on the development test set. The rest of
our experiments are carried out with this 400K ad-
ditional training data. Therefore, our submitted

JU-USAAR system is built on 440,780 in-domain
training data, as well as 400K additional training
data selected from the out-domain parallel corpus.

We made use of the out-domain data selected
by the data selection method (Moore and Lewis,
2010; Axelrod et al., 2011) using simple merg-
ing as well as interpolation technique (Sennrich,
2012).

Linear interpolation with instant weighting
(Sennrich, 2012) was used for interpolating the
translation and language models.

Our baseline system was trained on the in-
domain English–German parallel corpus contain-
ing 440,780 sentence pairs. As reported in Table 4,
the baseline system obtained a BLEU score of 20
and TER of 68.7 on the test set. We developed two
different systems.

System1: System1 is trained on 440,780 in-
domain training data combined with additional
400K parallel sentences selected from the out-
domain dataset. This system produced a BLEU
score of 31.9 and a TER of 66.6 on the test set
which are far better than the baseline scores.

System2: System2 uses exactly the same
amount of training data as System1, however,
in this case instead of simply merging the two
datasets (440,780 in-domain and 400K selected
out-domain sentence pairs) separate translation
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Data BLEU METEOR TER

Out-domain Batch1 18.47 24.03 63.18
Batch2 16.54 24.04 60.33

In-domain Batch1 26.12 28.48 59.18
Batch2 30.76 32.67 48.66

Table 3: Experiment result of Baseline system trained on in-domain and out-domain data respectively

Figure 1: Learning curve experiments on BLEU by incremental data selection of 100K batch size from
out-domain data

Systems BLEU BLEU TER
(cased)

Baseline 20.0 18.7 68.7
System1 31.9 29.4 66.6
System2 34.5 33.7 54.0

Table 4: Systematic evaluation on test set

models and language models are built on each
dataset and they are interpolated based on instant
weighting. Before decoding we forced the decoder
to avoid translation of URLs. System2 resulted
in 34.5 BLEU (14.5 absolute and 72.5% relative
improvements over baseline) and 54.0 TER (14.7
absolute and 21.4% relative improvements over
baseline) scores. System2 represents our primary
submission.

6 Conclusions and Future Work

The JU-USAAR system employs two techniques
for improving the performance of MT in the
English–German translation task for the IT do-
main. We used bilingual cross-perplexity differ-
ence based data selection method and carried out
learning curve experiments to identify additional

“in-domain like” training material from the out-
domain dataset. We made use of the selected addi-
tional training data using both simple merging and
interpolation. Simple merging yielded in signifi-
cant improvements over the baseline while linear
interpolation of the translation and language mod-
els with instant weighting produced further im-
provements. Our primary submission (data selec-
tion and interpolation based model combination)
resulted in 14.5 absolute and 72.5% relative im-
provements in BLEU and 14.7 absolute and 21.4%
relative improvements in TER over the baseline
system trained on just the in-domain dataset.
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Abstract

We describe our submission to the IT-
domain translation task of WMT 2016.
We perform domain adaptation with dic-
tionary data on already trained MT sys-
tems with no further retraining. We apply
our approach to two conceptually differ-
ent systems developed within the QTLeap
project: TectoMT and Moses, as well as
Chimera, their combination. In all set-
tings, our method improves the translation
quality. Moreover, the basic variant of our
approach is applicable to any MT system,
including a black-box one.

1 Introduction

In this paper, we describe our work on domain
adaptation of machine translation systems, per-
formed in close collaboration with numerous part-
ners within the QTLeap project.1 The project fo-
cuses on high-quality translation for the IT do-
main, and our systems were submitted to the IT-
domain translation task of the First Conference
on Machine Translation (WMT16).2 The experi-
ments relate to our previous work on domain adap-
tation (Rosa et al., 2015), in which we also sur-
veyed and evaluated common domain adaptation
techniques.

The aim of our work is to find a way to per-
form domain adaptation of an already trained MT
system without having to retrain it, which may
be a useful ability for reasons discussed in § 2.
We focus on forced translation of domain-specific
entities according to a bilingual lexicon, as de-
scribed in § 3. We explore several methods based
on preprocessing and postprocessing of the data

1http://qtleap.eu
2http://www.statmt.org/wmt16/

it-translation-task.html

before and after processing them by the MT sys-
tem, and provide both system-specific and system-
independent approaches.

We employ the MT systems used and further de-
veloped by us and our partners within the QTLeap
project, namely Moses (Koehn et al., 2007), Tec-
toMT (Žabokrtský et al., 2008), and their combi-
nation Chimera (Bojar et al., 2013). We briefly
describe the systems in § 4. In § 5, we eval-
uate our domain-adaptation methods (as well as
the standard method of retraining the system with
all available data) applied to these MT systems
for translation from English to Czech (EN→CS),
Spanish (EN→ES), Dutch (EN→NL), and Por-
tuguese (EN→PT).

2 Motivation

A quite typical situation in domain adaptation of
an MT system is as follows: there is an MT system
trained on large general-domain data, and there is
a small amount of parallel data from the target do-
main, often in the form of a dictionary rather than
parallel sentences.

In such a case, the standard solution is to add
the in-domain data to the general-domain data and
retrain the MT system; or, if there is support from
the system, to train a secondary in-domain transla-
tion model (phrase table) and add it to the system
(which may require retuning the system). How-
ever, in this work, we investigate the options of
performing domain adaptation of the system with-
out having to train (or tune) anything.

There is a range of reasons why one would
avoid retraining the system for the specific do-
main, some of which we list below.

Training costs The simplest reason is that the
costs of retraining the system might be impractical
or even prohibitive, be it costs in terms of compu-
tational power, money, or time. This issue may be-
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come even more pronounced with the modern neu-
ral MT systems, which can take weeks to train.3

Running costs In case there is a number of sep-
arate domains for which the MT system must be
adapted, even the costs of operating a number
of separate MT systems may become significant.
This situation may occur e.g. in a translation com-
pany which uses a lot of domain-specific or even
client-specific glossaries. Operating only one sys-
tem with lightweight domain adaptation done in
preprocessing and/or postprocessing might save a
lot of costs.

Unsuitable data In some cases, the in-domain
data itself may not be suitable for standard MT
processing. Dictionary-like and/or small data can-
not be used to reliably estimate translation proba-
bilities, which may lead to the in-domain data hav-
ing only a low influence on the MT system. These
problems and possible solutions are also discussed
by Daumé III (2009).

Black-box scenario This is a rather theoretical
situation in the research area, but in practice it
constitutes a real and common mode of operation.
Both individual and business users often simply
use a trained MT system as a “black box”, with-
out the ability or possibility to retrain it or directly
modify it. Such users then have no other option
than to resort to domain adaptation methods that
rely only on preprocessing and postprocessing.

Dependence on non-retrainable tools Many
MT systems consist of several components, some
of which may require specific data for training, not
available for the target domain, or they may even
be rule-based and thus only adaptable through a
certain amount of manual labor. A prominent ex-
ample is the TectoMT system, which relies, among
other, on morphological taggers and syntactic
parsers to analyze the input sentences, which are
typically trained on general-domain data (mostly
news) and are rather hard to adapt to domains that
differ significantly lexically or even structurally.
However, even simple tools, such as the standard
Moses tokenizer, may need to be adjusted to the
target domain. In the IT domain specifically, we
frequently observe structures such as URLs, file
paths, computer commands, or chains of menu
items, which are rather rare or even non-existent

3That said, if the training is done with online learning
(or mini-batches) a simple domain-adaptation technique is to
continue training on in-domain data, which is much faster.

in the general-domain texts, and thus can greatly
confuse the analyzers; this is especially true for
TectoMT, where such unexpected structures cause
significant problems already to the morphologi-
cal tagger and dependency parser, leading to quite
unpredictable results in the subsequent linguistic
processing. In such cases, a careful preprocessing
may be able to adjust the input texts to better re-
semble general-domain texts, hiding “surprising”
structures from the system.

3 Method

The general principle of our method is to force-
translate some domain-specific expressions ac-
cording to a gazetteer (a domain-specific bilingual
lexicon), without modifying our MT system.

Based on an error analysis on the Batch2 part
of the provided in-domain data, we target named
entities from the IT domain that need to be trans-
lated or localized, such as menu items, button
names, their sequences, and messages. These are
expected to appear in a fixed form, which allows
us to apply a technique of directly matching the
expressions from a gazetteer in the surface source
text and replacing them by their equivalents in the
target language.4 As our gazetteer, we use the
dictionary available from the website of the task,
constructed automatically mainly from localiza-
tion files of various software products.

The crucial task is to identify the source expres-
sions to be force-translated (§ 3.1). The technical
implementation of the forced translation can then
be either independent of the MT system (§ 3.2), or,
if the system has support for forced translations, a
system-specific method can be used (§ 3.3, § 3.4).

We implemented the methods in the Treex NLP
framework of Popel and Žabokrtský (2010).5

3.1 Identification of domain-specific entities
This is the most complex stage of the whole pro-
cess. Lexicon items are matched in the source tok-
enized text and the matched items, which can pos-
sibly span several neighboring tokens, are marked
for forced translation.

In the initialization stage, the source-language
part of the lexicon is loaded and structured in a
word-based trie to reduce time complexity of the
text search. In the current implementation, if an

4This means that only the base forms contained in the
gazetteer are processed; expressions in a different form are
not handled.

5http://ufal.mff.cuni.cz/treex
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expression appears more than once in the source
gazetteer list, only its first occurrence is stored, re-
gardless what its translation is.6

The trie is then used to match the expressions
from the gazetteer in the source text. As they
might overlap, each matched expressions is as-
signed a score estimating the extent to which it is
a named entity, using a heuristic scorer:
• +10 if it starts with a capital letter; -10 if not
• +10 if the corresponding gazetteer item starts

with a capital letter; -50 if not
• +2 if it matches the gazetteer case-sensitively
• +1 if all its words start with a capital letter;

-1 if not
• -50 if it spans the first word of the sentence;

+1 if not
• -50 if its last word is “menu”
• -100 if it contains only non-alphabetical char-

acters
The resulting score is then multiplied by the num-
ber of tokens in the matched expression.

The matches with positive score are ordered
by the score and filtered to get non-overlapping
matches, taking those with higher score first.
Neighboring entities are then collapsed into one.7

The translation of each entity is then con-
structed as a concatenation of the translations of
the source entities according to the lexicon, and
the entity is marked in one of the ways described
in the following sections.

3.2 XXX placeholders

A simple approach is to replace the matched
entities by unique placeholders (such as
“xxxitemaxxx”, “xxxitembxxx”. . . ), storing
the corresponding translations into a text file
together with their assigned placeholders.

The preprocessed text is then passed through the
MT system; if sufficiently complex placeholders
are constructed, it is safe to assume that they will
constitute out-of-vocabulary items for the MT sys-
tem and will pass through unchanged (that is, un-
less the system has a policy of dropping OOVs).

Finally, the translated text is postprocessed, re-
placing each placeholder with the corresponding
translation from the text file.

6Therefore, the performance of gazetteer matching ma-
chinery depends on the ordering of the entries in the gazetteer.

7The entities are collapsed also when they are separated
by a > symbol; the separators are retained in the forced trans-
lations. This measure is aimed at translation of menu items
and button labels sequences, which frequently appear in the
IT domain data.

This approach is independent of the MT sys-
tem, and can even be used in a black-box sce-
nario. However, introducing a large number of
OOVs may negatively influence the performance
of the MT system, as it forces it to use a very lim-
ited linear context around the placeholders.

3.3 Moses XML annotation

Moses supports XML markup for marking forced
translations of some parts of the sentence.8 For in-
stance, in the sentence “Click the icon, then select
Shut Down.”, we can suggest to translate “Shut
Down” into Czech as “Vypnout”:

Click the icon, then select
<item translation="Vypnout"

prob="0.8">Shut Down</item>.

The XML annotation feature is enabled in the
decoder by using the -xml-input switch, in-
structing the decoder to do one of the following
(based on the value of the switch):
• to treat the XML markup as part of the sen-

tence (pass-through) – the default,
• to strip the XML markup (ignore),
• to make the suggested translation compete

with phrase table choices (inclusive or
constraint),
• or to use only the suggested translation, ig-

noring all phrases that overlap with the anno-
tated span (exclusive).

We always used only one forced translation for
each entity, and the exclusive setting. How-
ever, Moses supports listing a set of suggested
translations together with translation probabilities,
leaving it up to the decoder to choose the best
translation in the given context. We leave this, to-
gether with experimenting with the inclusive
setting, for future research.

3.4 TectoTM/Treex wild attributes

Unlike Moses, which operates on plaintext only,
TectoMT uses a structured layered representation
of the texts, which makes it easy to add a new
annotation layer specifying the translations. The
easiest is to use a set of general-purpose Treex at-
tributes, called wild attributes.

The preprocessing consists of replacing each
matched entity with a placeholder (we used the
word “Menu” as a placeholder) and storing the
translation into a wild attribute of the entity. This

8http://www.statmt.org/moses/?n=
Advanced.Hybrid
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is done just after tokenization of the source text, so
that for subsequent analysis steps, such as linguis-
tic taggers and parsers, the entity already appears
as one token. Moreover, we assume that using a
common word for the placeholder makes the sen-
tence even more fluent and easy to process for the
analyzers.

The specified translation is forced in the trans-
fer step, in which the decoder checks for the wild
attribute, and, if present, uses its contents to gener-
ate the translation of the token instead of its trans-
lation models.

3.5 Forced non-translations

For TectoMT, we use an additional preprocessing
step, which we call forced non-translations: we
enforce certain special structures, frequent in the
IT domain, to remain untranslated (namely URLs,
e-mail addresses, Windows and Unix paths and
file names, and shell commands). In principle,
this is the same thing as forced translations, but
based on regular expressions rather than a dic-
tionary, since we identify these entities based on
structural rather than lexical cues.

Although preliminary experiments with Tec-
toMT and Batch2 dataset indicated a significant
potential of this step (up to +0.4 BLEU), further
evaluation revealed that this is mostly specific to
this particular setup, as Batch2 contains a large
number of these structures, and TectoMT greatly
benefits from the single-token placeholder analy-
sis of these structures. The Moses tokenizer can
be setup to tokenize URLs and e-mails as single
tokens, and even in case of multi-token analysis
the Moses decoder is not confused so much as the
TectoMT analysis steps.

Therefore, we omit an analysis of performance
of the forced non-translations from the evaluation
section: we simply always apply it in the TectoMT
system, but never in the Moses system.9

4 MT Systems

We use two systems, Moses (Koehn et al., 2007)
and TectoMT (Žabokrtský et al., 2008), as well
as their combination Chimera (Bojar et al., 2013);
see also a more detailed description of the Moses
and TectoMT systems within the QTLeap project
by Gaudio et al. (2016) in these proceedings.

9This holds even for the Chimera combination, i.e. this
method is applied in its TectoMT component but not in the
Moses component.

All of our systems are “constrained”, i.e.
trained and tuned using only the general-domain
and IT-domain training data provided by the IT-
translation task organizers. All the three systems
domain-adapted: they are trained and tuned on the
Batch1 and Batch2 parts of the in-domain train-
ing data, as described below. Thus, even without
the domain adaptation through in-domain lexicons
(which were also provided by the task organizers),
the systems constitute strong baselines within the
IT domain. Still, the lexicons were not used to
train nor tune the systems.

4.1 Moses
Moses is a standard phrase-based statistical ma-
chine translation system.

We train Moses on general-domain training data
and tune it on the Batch2 part from in-domain
training data using MERT (Och, 2003).

We perform domain adaptation of Moses us-
ing either XXX placeholders or XML annota-
tions. EN→CS uses factored translation (with
part-of-speech tags as additional target-side fac-
tors), which is not compatible with the XML anno-
tations, and thus only XXX placeholders are used
for EN→CS.

We apply some rather standard pre- and post-
processing steps (implemented as Treex blocks).

Preprocessing:
• segmentation into sentences10

• tokenization11,12

• normalization of quotes, dashes and con-
tracted forms (for EN→CS)13

• entity escaping14

• truecasing (for EN→NL)15/lowercasing
Postprocessing:
• projection of case of identical words from

source to target16

• sentence capitalization17

4.2 TectoMT
TectoMT is a hybrid MT system, combining statis-
tical and rule-based Treex blocks to perform trans-
lation with transfer on the layer of tectogrammati-
cal (deep) syntax.

10W2A::ResegmentSentences
11W2A::TokenizeMoses
12W2A::TokenizeMorphoDiTa for EN→CS
13W2W::NormalizeEnglishSentence
14W2A::EscapeMoses
15W2A::TruecaseMoses
16A2A::ProjectCase
17A2W::CapitalizeSentStart
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We use TectoMT’s translation model interpola-
tion (Rosa et al., 2015), uniformly interpolating
a translation model trained on the out-of-domain
training data with one trained on the Batch1 part
of the in-domain training data. Unlike Moses, Tec-
toMT does not support automatic tuning of param-
eters; however, some parameters were tuned man-
ually using Batch2 from in-domain training data.

We only experiment with domain adaptation of
TectoMT via Treex wild attributes (§ 3.4).

4.3 Chimera

Chimera is a system combination of TectoTM and
Moses. The input text is first translated by Tec-
toMT, thus creating an additional parallel corpus
from the input and the output. This is used to con-
struct a secondary phrase table for Moses, which
is then applied to the input to produce the transla-
tions (Bojar et al., 2013).

In Chimera, we always use domain adaptation
for the TectoMT component (via Treex wild at-
tributes), and only experiment with switching it on
or off for the Moses component.

In the experiments reported in this paper, we
do not employ the Depfix component of Chimera
(Rosa et al., 2012), as it has little relevance to the
domain-adaptation problem and would thus clutter
the results unnecessarily. However, Depfix is used
in the EN→CS Chimera system submitted to the
translation task.

4.4 WMT submissions

We submitted the following constrained systems
to the IT domain translation task of WMT16:
Chimera with domain adaptation using XXX

placeholders in the Moses component. For
EN→CS, Depfix is also applied. Also de-
noted as Chimera-plus.

TectoMT with domain adaptation using Treex an-
notations. This is the 3rd pilot MT system in
the QTLeap project (still in development).

Moses baseline vanilla Moses system, tuned on
Batch1 only.18 QTLeap pilot 0.

Chimera pure non-adapted Chimera system,
without Depfix postprocessing. Only
submitted for EN→CS.

18Unlike the Moses system used in the experiments re-
ported in this paper, which is tuned on the Batch2 portion
of the in-domain training data.

System Annotations →ES →NL →PT

Moses
(not adapted) 22.23 23.40 14.01
XXX 23.61 24.89 15.47
XML 24.22 25.41 15.58

Chimera
(not adapted) 26.01 21.82 13.11
XXX 26.89 23.52 14.19
XML 27.40 23.26 14.21

Table 1: BLEU evaluation of two forced trans-
lation styles for Moses: XXX placeholders and
XML markup. For comparison, the non-adapted
system is also included.

5 Results and Discussion

We use the WMT16 IT task test set (i.e. Batch3
from the QTLeap corpus19) to evaluate our exper-
iments using (case-insensitive) BLEU (Papineni et
al., 2002).

First, in Table 1, we compare the two anno-
tation styles we can use for Moses. In general,
the XML annotations perform better, in half of
the cases leading to a result better by about +0.5
BLEU than that of the XXX placeholders while
performing worse only once. Although the docu-
mentation in the Moses manual is not very detailed
in this respect, we believe that the XML annota-
tions are more palatable to the language model,
which can then make meaningful decisions at the
boundaries of the force-translated entities, while
the XXX placeholders simply constitute out-of-
vocabulary items for the language model and thus
the context it can use is limited. We therefore stick
to XML annotations in Moses in further experi-
ments.20 Still, even the results obtained using the
XXX placeholders are competitive and clearly im-
prove over the non-adapted baseline.

In Table 2, we compare the adapted and non-
adapted systems. In all but one case,21 the do-
main adapted system performs much better than
the non-adapted baseline, with an average gain of
+1.3 BLEU.

As for the the individual systems, Moses typ-
19http://metashare.metanet4u.eu/go2/

qtleapcorpus
20However, we used the XXX placeholders in the systems

submitted to the WMT16 IT domain translation task, since
the XML preprocessing was not implemented in time. Also,
for EN→CS we still use the XXX because the XML place-
holders are not compatible with the factored translation.

21 For EN→CS Chimera, our domain adaptation improves
case-sensitive BLEU, but worsens case-insensitive BLEU
(23.47 vs. 23.36 in Table 2) and also human evaluation (rank
1–2 vs. 4–5 in Table 3). Two possible explanations are: a) the
TectoMT component of Chimera is already domain-adapted
with gazetteers, b) EN→CS Chimera uses XXX (but for the
other languages in Table 2, Chimera uses XML).
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System Adapted →CS →ES →NL →PT

TectoMT no 19.98 23.24 18.83 13.87
yes 21.89 24.31 19.89 15.51

Moses no 23.25 22.23 23.40 14.01
yes 23.71 24.22 25.41 15.58

Chimera no 23.47 26.01 21.82 13.11
yes 23.36 27.40 23.26 14.21

Table 2: BLEU evaluation of the domain adap-
tation, using Treex annotations for TectoMT and
XML annotations for Moses (except for EN→CS,
which uses XXX annotations in Moses).

System Adapted →CS →ES →NL →PT
TectoMT yes 3 1–2 3 1
Moses no 4–5 3 4 3

Chimera no 1–2
yes 4–5 1–2 2 2

another 1–2 1

Table 3: Human evaluation ranks of constrained
systems in WMT2016 IT-domain task.

ically outperformed both TectoMT and Chimera.
The only exception is EN→ES, where TectoMT
is stronger than Moses, and the Chimera combina-
tion is even stronger than the individual systems.22

Table 3 shows results of the human evalua-
tion based on TrueSkill scores (for details, see
the overview paper in these proceedings). For
EN→CS and EN→ES, there was not better con-
strained system than Chimera (for EN→CS the
non-adapted one, see footnote 21). For EN→NL
and EN→PT, Chimera was the second best system
(for EN→PT, TectoMT was better than Chimera,
in accordance with the BLEU results in Table 2).

Finally, in Table 4, we compare our domain
adaptation of Moses (through preprocessing and
XML annotations) with the standard approach,
where a secondary in-domain phrase table was
created from the provided in-domain bilingual lex-
icons (this experiment was only performed for
EN→NL). As could be expected, the standard ap-
proach is more powerful, leading to a gain of +4
BLEU, while our approach achieves a +2 BLEU
gain. Therefore, the standard approach should be
used whenever possible. Still, the fact that our
simple and light-weight domain adaptation tech-
niques are able to get half of the achievable im-
provement is encouraging for scenarios where the
standard approach is not applicable.

22TectoMT’s quality depends not only on the size of train-
ing data but also on the taggers, parsers etc. used in the
pipeline. Chimera profits from different distribution of errors
types in TectoMT and Moses.

Adaptation →NL
(not adapted) 23.40
XML annotations 25.41
In-domain phrase table 27.48

Table 4: BLEU evaluation of the Moses system
on EN→NL, comparing the baseline non-adapted
Moses, Moses adapted by forced translations an-
notated with XML markup, and Moses using a
secondary in-domain phrase table.

6 Conclusion

Domain adaptation without retraining can be ef-
fectively performed through preprocessing and
postprocessing, and achieves about half of the
quality gain compared to the standard method
(training an additional in-domain phrase table), as
measured in BLEU improvement above the base-
line non-adapted Moses system.

A system-specific forced translation mecha-
nism, such as Moses XML markup, can perform
better than simple placeholders. Still, even the
placeholders are competitive and may be useful if
the MT system in question does not support any
mechanism for forcing specific translations.
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toMT: Modular NLP framework. In Proceedings
of the 7th International Conference on Advances
in Natural Language Processing, IceTAL’10, pages
293–304, Berlin, Heidelberg. Springer-Verlag.

Rudolf Rosa, David Mareček, and Ondřej Dušek.
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Abstract

Our approach to produce translations for
the ACL-2016 Biomedical Translation
Task on the English-Portuguese language
pair, in both directions, is described. Own
preliminary tests results and final results,
measured by the shared task organizers,
are also presented.

1 Introduction

This paper shows how we obtained our results
using our patented Machine Translation system
(Lopes et al., 2015) to produce translations for
the English-Portuguese language pair from the
Biomedical Translation Task.

Our approach differs from common Statisti-
cal Machine Translation approaches like Moses
(Koehn et al., 2007) in several aspects:

• phrases are not analyzed at their word level
in any model;

• the language model depends on the target al-
ternatives of given adjacent sources and does
not try to avoid null scores to phrases that do
not occur;

• the translation score is not log-linear, but in-
stead a tuned weighted average between the
translation model and the language model,
and so no smoothing techniques are required;

• several models can be used with different rel-
evances or weights; and

• instead of simply relying on statistics, we
include human validation and correction on
several stages of the system, namely for vali-
dating extracted term translations, to improve
the quality of the source data used in the au-
tomatically produced translations.

As requested, the translation results were pro-
duced using the sentence-aligned training data de-
scribed below (for the English-Portuguese lan-
guage pair, in our case), provided by the shared
task organizers:

• medline-pubmed: parallel corpora from
medline;

• scielo-gma-biological: parallel biological
documents from the Scielo database (Neves
et al., 2016); and

• scielo-gma-health: parallel health docu-
ments from the Scielo database (Neves et al.,
2016).

Table 1 shows the features of the English (en)
and Portuguese (pt) languages of each provided
corpora, namely their number of lines and words.

corpus lines words
medline-pubmed-en 74,645 917,307
medline-pubmed-pt 74,645 1,041,079
scielo-gma-biological-en 120,301 3,338,244
scielo-gma-biological-pt 120,301 3,736,817
scielo-gma-health-en 507,987 13,443,076
scielo-gma-health-pt 507,987 14,901,240

Table 1: Training corpora data after normalization.

The translation task then consisted in translat-
ing one document from English to Portuguese and
another from Portuguese to English, for both the
biological and the health domains, with the num-
ber of lines and words from those test documents
shown in Table 2.

Besides the provided training data, we have also
included our English and European Portuguese
bilingual lexicon (described in §2.3.2), as well as
our named entities database, for additional term
coverage.
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document lines words
biological pt2en 4,029 119,410
biological en2pt 4,333 111,038
health pt2en 3,826 111,073
health en2pt 3,858 96,240

Table 2: Test documents data after normalization.

The training corpora had to undergo several pro-
cessing stages in order to support the production of
the intended translations, as described in the fol-
lowing section.

2 Data Processing

In order to produce translations, our system (like
any other Statistical Machine Translation system)
requires a translation model and a language model
to support the translation decoding stage. To cal-
culate such models the available data had to go
through several processing steps described in the
following subsections.

Since each of the training corpus has been made
available separately, we also opted to process each
of them separately so that we were then able to
use them with different weights, assigning more
or less weight to models with higher or lower rel-
evance, respectively. See extended explanation in
§4.

2.1 Considerations about the provided data

It should be noted that we have detected a few
flaws in the provided data, namely several sen-
tences incorrectly considered as parallel, as well
as the existence of many spelling errors, not only
in the training data, but also in the testing docu-
ments.

We believe that many of the typos result from
PDF extraction and/or OCR processes, which are
never perfect, having found and corrected a total of
127,198 misspellings. Yet, it should be noted that
some misspelling errors are easy to correct, but er-
rors which still produce correct words require sen-
tence analysis which was not carried out.

Some of the parallel problems are illustrated,
for instance, by having the first Portuguese line
from medline-pubmed “ERRATA.” aligned with
the first English line “Inequalities in self-rated
health: an analysis of the Brazilian and Por-
tuguese populations.”, which should be “ER-
RATA.” instead.

Filtering wrong translation units as the one

above, as well as translation units which the lan-
guage was not Portuguese, reduced this corpora by
almost 2,000 translation units.

Some errors were simply detected by chance,
like first and last entries of medline-pubmed, while
other errors were detected by looking at the un-
translated terms in the initial testing §3 and realiz-
ing that some terms were misspellings, as well as
spelling and vocabulary differences between Eu-
ropean and Brazilian Portuguese.

corpus lines words
medline-pubmed-en 74,645 917,307
medline-pubmed-rev-en 72,651 898,051
medline-pubmed-pt 74,645 1,041,079
medline-pubmed-rev-pt 72,651 1,006,069

Table 3: medline-pubmed revision impact.

Table 3 shows the differences between the orig-
inal version medline-pubmed and its revised ver-
sion medline-pubmed-rev. The reduction in size
towards the revised version is mainly due to the
removal of non-parallel sentences.

However, efforts to correct such situations were
only made over the mentioned medline-pubmed
parallel document set, since the other sets were
significantly larger, as shown in Table 1. Also, no
corrections were applied to the testing documents
because we assumed they were not supposed to be
edited.

Yet, another “noise” element was the already
mentioned difference in spelling and vocabulary
between European Portuguese (which has been
our main focus of attention throughout our re-
search experience) and Brazilian Portuguese (the
version of the provided biomedical data), which
can also impact results negatively.

2.2 Text tokenization and normalization

Text tokenization ensures that words are prop-
erly separated by a single blank space, while nor-
malization ensures that they are represented by a
“standard” version. In English, this means that
cases like “wasn’t” or “isn’t” are going to be re-
placed by “was not” and “is not”, respectively.
In Portuguese, this means that cases like “do” (of
the) or “nas” (in the) are going to be replaced by
“de o” (of the) and “em as” (in the), respectively.
These tokenization and normalization changes are
reverted when presenting the final translation re-
sults.
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Whipple disease and central nervous system .

D
o
e
n

ça
 d

e
 W

h
ip

p
le

 e
 s

is
te

m
a
 n

e
rv

o
so

 c
e
n

tr
a
l 

.

Figure 1: Example lexicon- and cognate-based
alignment of a short sentence from the medline-
pubmed corpus. Gray-filled rectangles repre-
sent word- and phrasal-matches from the lexicon
while the checkerboard-filled rectangle shows a
cognaticity-based match.

2.3 Phrase alignment

Phrase-level alignment was obtained with a modi-
fied version of the lexicon-based aligner proposed
by Gomes (2009). The aligner matches bilin-
gual phrase pairs provided in an input lexicon (de-
scribed ahead in §2.3.2) and selects a maximal-
coverage1 subset of coherent alignments. While
the original method imposed a monotonicity con-
straint, i.e. it selected a maximal-coverage chain
of phrase alignments without allowing phrase re-
orderings, the new method applied has a more
relaxed coherency criteria: it only requires that
a source-language phrase is not simultaneously
aligned with two distinct target-language phrases.
Therefore, it allows phrase reordering as shown in
the example in Figure 1.

2.3.1 Alignment as an optimization problem
Similar to the ILP (Integer Linear Programming)
solution proposed by (DeNero and Klein, 2008),
we treat the alignment problem as an optimization
problem, but we employ a greedy optimization al-
gorithm which allows us to align longer sentences
with reasonable time and memory. The algorithm

1Maximal-coverage means that the selected phrase align-
ments cover as much text as possible from both sentences

constructs a solution (a set of coherent alignments)
incrementally. It starts by settling alignments of
longer phrases, which tend to be more reliable,
and progresses towards shorter phrases or words,
which are allowed to align only if they are coher-
ent with previously settled alignments.

2.3.2 Input bilingual lexicon
Our EN-PT input lexicon has 931,568 manually
validated translations (words and phrases). This
lexicon has been compiled in a long term effort
started in the context of project ISTRION2. The
translations were extracted automatically from
several corpora, including Europarl (Koehn and
Monz, 2005), JRC-Acquis (Steinberger et al.,
2006), OPUS EMEA (Tiedemann, 2009) and oth-
ers, using a combination of complementary align-
ment and extraction methods: GIZA (Och and
Ney, 2003), Anymalign (Lardilleux and Lepage,
2009), spelling similarity measure SpSim (Gomes
and Lopes, 2011) combined with co-occurrence
Dice measure, and others. The automatically ex-
tracted word and phrasal translations were auto-
matically classified, prior to human validation, us-
ing an SVM classifier trained on previously val-
idated translations as described by Mahesh et al.
(2015). The automatic classification speeds up hu-
man validation because very few translations (less
than 5%) are incorrectly classified, and only those
need to be manually labeled as correct or incorrect.

We did not perform any extraction or validation
of new translations from the corpus provided for
this shared task. We did, however, complement
our lexicon with cognate and homograph align-
ments using the SpSim (Gomes and Lopes, 2011)
spelling similarity measure.

2.3.3 Lexicon coverage
Our lexicon covers 59.5% of the EN corpus tokens
and 55.4% of the PT corpus tokens. There were
143,317 unique phrasal translations matched out
of 931,568 in our lexicon. The cognaticity-based
matching was responsible for aligning 8% of the
EN corpus and 7.2% of the PT corpus3. The re-
mainder 32.5% of the EN corpus and 37.4% of the
PT corpus were left unaligned. These unaligned
tokens are handled as gaps by the phrase table ex-
traction algorithm described in (Aires et al., 2009).

2Project ISTRION was funded by the Portuguese Founda-
tion for Science and Technology under contract PTDC/EIA-
EIA/114521/2009

3cognaticity alignment was applied only to tokens not
covered by the input lexicon
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2.4 Language model training

The language model used is supported by the in-
dexation of the texts in each language of the pro-
vided corpora. Such indexation will support deter-
mining the likelihood of the occurrence of phrases
in the target language for the several adjacent
translation fragments in decoding, a process based
on the structures presented in (Aires et al., 2008).

2.5 Translation model training

The translation model depends on the alignment
to determine phrase translation equivalents by es-
tablishing phrase relations between source and tar-
get languages, as well as to determine a degree of
likelihood of those same relations, to be used in
decoding to produce new translations, a process
based on the methodology presented in (Aires et
al., 2009).

2.6 Decoding

The decoding stage is the one that will finally pro-
duce the actual translations. First, an original text
is fragmented into smaller pieces of text, which
will then be used to retrieve their correspond-
ing translations. The several combinations of the
translations of those smaller pieces will represent
many possible translations and the purpose of de-
coding is to find the most likely one, according
to the provided scores from the language and the
translation models. As mentioned before, separate
models can be obtained from separate corpora and
be assigned with different relevances or weights,
according to their importance to the translation in
question.

As such, and as explained in Lopes et al. (2015),
decoding is carried out as a best path finding
in a directed acyclic graph, where its edges are
weighed by: the translation model score between
source and target phrases; and the language model
scores between adjacent target phrases. Each com-
plete path will represent a possible translation in
which the final score is a composition of the scores
of the several edges that compose the given path.
An additional penalty is introduced to provide
lower scores to larger paths, which are known to
produce worse results.

3 Initial Testing Preparation

Since no development data was supplied, we took
the initiative to prepare some development sets in
order to have an idea of the most promising set of

parameters to be used in our system over the pro-
vided data to produce the intended translations. As
such, several documents were removed from the
original training data, composed by the medline-
pubmed, biological and health sets, applying the
training methods on the remaining documents and
using the selected ones to translate and compare
the translations against their originals by deter-
mining their BLEU (Papineni et al., 2002) scores.
However, in order to get a clearer picture of the
type of results that could be expected, some addi-
tional tests were carried out including the selected
set of documents in the training data.

Our translation model supports: a conserva-
tive extraction approach, which is more restric-
tive, allowing fewer translation equivalents, hav-
ing a lower recall but a higher precision; and a
flexible extraction approach, which is more per-
missive, allowing a larger number of equivalents
but at the cost of an increase of incorrect ones. We
were interested in evaluating the impact of both
approaches on results.

Table 4 shows the average results on both trans-
lation directions of those preliminary tests, con-
sisting of the average BLEU scores for the con-
servative (cons.) and flexible (flex.) approaches,
as well as the average times taken to translate the
documents on either extraction approaches. Those
results concern the following configurations:

• full: the documents used for testing were
not removed from the training set (medline-
pubmed, biological and health);

• dev: the documents used for testing were re-
moved form the training set;

• dev-europarl: the same as dev, but including
the europarl corpus; and

• dev-europarl-low: the same as dev-europarl,
but assigned a lower relevance to the europarl
corpus.

configuration cons. flex. time
full 83.98 81.97 15.1 s
dev 51.72 55.46 3.5 s
dev-europarl 52.34 55.98 49.9 s
dev-europarl-low 52.54 56.21 46.8 s

Table 4: Initial testing results.

459



These preliminary tests have shown that the
flexible extraction approach produced on average
better translation results when the reference doc-
uments were not included in the test set, which is
the normal testing situation, so we used the flexi-
ble approach.

The Europarl corpus4, which is signifi-
cantly larger (54,543,044 words in English and
60,375,477 words in Portuguese), was tested
as a source of additional term coverage, which
allowed a translation quality improvement lower
than 1 BLEU point. However, given its significant
increase in processing time because of its large
size, a time increase around 14 times larger, we
had to drop it from the submission tests due to
deadline constraints. Additionally, these results
show that assigning a lower relevance to a corpus
from a totally different domain may have some
positive impact on average results.

Once we have decided, from this initial testing
preparation, which would be the most promising
and interesting features to use in the final runs, we
ran the training processes again to include the doc-
uments that have been left out, this way using the
full data provided by the organizers for the runs to
be submitted.

4 Submitted Results

Considering that the test documents to be trans-
lated, provided by the shared task organization,
share their domain with the training data, we de-
cided to propose for submission the three possi-
ble translation runs for each document according
to the criteria described in each of the following
subsections.

4.1 Run 1

This run uses the medline-pubmed, biological and
health training corpora with the same relevance to
translate every translation test document. These
can be considered our simplest set of tests since
the possible model relevance difference is not ex-
plored and no additional sources are included. In
this case we achieved a total of 7228 unique un-
translated terms5.

4.2 Run 2

This run also uses the medline-pubmed, biological
and health training corpora, but assigns a higher

4http://www.statmt.org/europarl/
5Terms can have one or more words

relevance to the biological corpora to translate
the biological test documents and then assigns a
higher relevance to the health corpora to translate
the health test documents. Because the changes
introduced in this set of tests only concerned the
relevance of the models, the total of 7228 unique
untranslated terms did not change.

4.3 Run 3

This last run shares the same features as the pre-
vious run (assigning higher relevances to corre-
sponding corpora) but this time our bilingual lex-
icon and named entities database was included
for term coverage improvement, and an alignment
based on cognates (Gomes and Lopes, 2011) is
used.

About our bilingual lexicon, considering that it
was built mainly from the European legislation, it
was given a lower relevance because past expe-
riences have shown us that, when the domain is
not shared with the texts to be translated, it should
not have the same relevance in order to reduce the
probability of using inadequate terms for the in-
tended translation domain or subject. Again, this
is a situation that has also been confirmed and
noted in Table 4 between dev-europarl and dev-
europarl-low: reducing the relevance of europarl
contributed to a slight score increase compared to
when the relevance is the same.

As a side note, translating the tests took nearly
14 hours for each run6. Had we included europarl,
judging by Table 4, we would have taken nearly
200 hours, which is more than a week, expecting
to simply gain 0.75 BLEU points, on average, so
we had no other option than leaving it out. Such
increase in translation time is due to the substan-
tial increase of translation equivalents available for
decoding from such a large corpus.

The decision to carry out the alignment based
on cognates was taken because after a first run
of tests we realized that many of the untrans-
lated terms referred to medical terms and diseases,
which shared many letters between both languages
and therefore had a high level of cognaticity.

All these changes allowed a significant reduc-
tion of the unique untranslated terms to a total of
4700, and for all the reasons in this subsection, we
have considered this run as being our best.

6On a 3.3GHz CPU with 32GB RAM and 4TB disk
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5 Conclusions and Future Work

The scores of our submitted translations are shown
in Table 5.

.

run score
Istrionbox run1 biological en2pt 17.55
Istrionbox run2 biological en2pt 16.47
Istrionbox run3 biological en2pt 16.45
Average 16.80
Istrionbox run1 biological pt2en 20.88
Istrionbox run2 biological pt2en 20.17
Istrionbox run3 biological pt2en 20.14
Average 20.40
Istrionbox run1 health en2pt 19.01
Istrionbox run2 health en2pt 18.33
Istrionbox run3 health en2pt 18.37
Average 18.57
Istrionbox run1 health pt2en 21.50
Istrionbox run2 health pt2en 20.17
Istrionbox run3 health pt2en 20.62
Average 20.76

Table 5: Initial testing results.

The results obtained were clearly below what
we had expected. And what is most disturbing is
the negative impact of features we expected to im-
prove results, an expectation backed by our own
tests.

However, there are a few reasons we can think
of for these values, namely the way the BLEU
measure has been calculated (case sensitivity and
synonyms penalty - translating “home” instead of
“house” might be perfectly fine), the differences
between European Portuguese and Brazilian Por-
tuguese, and the presence of several spelling and
alignment errors in the training data.

Nonetheless, we can still take several actions
to improve our system: namely testing both par-
allel corpora, health and biology, with identical
weights: using Europarl and eventually EMEA
corpus; the refinement of our phrase translation
extraction; the extraction of specific bilingual ter-
minology, additionally to the use of cognaticity;
subsentence realignment after the bilingual termi-
nology extraction, and a more efficient implemen-
tation of the patterns (comparable to a hierarchical
translation) application.
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Marta R. Costa-jussà, Cristina España-Bonet, Pranava Madhyastha,
Carlos Escolano, José A. R. Fonollosa
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Abstract

This paper describes the TALP–UPC sys-
tem in the Spanish–English WMT 2016
biomedical shared task. Our system is
a standard phrase-based system enhanced
with vocabulary expansion using bilin-
gual word embeddings and a character-
based neural language model with rescor-
ing. The former focuses on resolving out-
of-vocabulary words, while the latter en-
hances the fluency of the system. The two
modules progressively improve the final
translation as measured by a combination
of several lexical metrics.

1 Introduction

Machine Translation (MT) has been evolving in
recent years achieving successful translations as
shown by international evaluations such as WMT1

and increasing use of MT in commercial applica-
tions. However, specific domains like legal, bio-
medical, etc., still lag behind the state-of-the-art
MT systems. This can mostly be attributed to the
lack of available corpora. The new biomedical
task from WMT 2016 especially helps in improv-
ing our understanding in this direction.

In this paper, we describe our participation in
the WMT 2016 biomedical task. We participated
with a phrase-based SMT system enhanced with
bilingual word embeddings and a character-based
neural language model. Section 2 presents some
related work to our approach. Next, Section 3 in-
troduces the theoretical aspects of the system com-
ponents and Section 4 the experiments. Finally,
we justify our choice for the final submission and
draw the conclusions in Section 5.

1http://www.statmt.org/wmt16

2 Related Work

In this paper, we are interested in research in the
area that target OOVs and approaches to re-rank
n-best lists of translations.

Our work closely follows Vulic and Moens
(2015) and Zhao et al. (2015) in spirit, where word
vectors are used to induce bilingual lexicons of
words or phrases. We go a step further and build
lexicons from bilingual word embeddings to be
later used within an SMT system.

There is also a rich body of recent literature that
focuses on obtaining bilingual word embeddings
using aligned corpora (Bhattarai, 2012; Gouws et
al., 2015; Kočiskỳ et al., 2014). We approach the
problem differently and obtain embeddings sepa-
rately on monolingual corpora and then use super-
vision in the form of a small sparse bilingual dic-
tionary. This is similar to Mikolov et al. (2013b),
who obtain monolingual embeddings for both the
languages separately and then learn transforma-
tion for projecting the embeddings of words onto
embeddings of the word translation pairs using a
big bilingual dictionary.

On the other hand, there have been several
language models used for rescoring in SMT.
For example, neural feed-forward language mod-
els (Schwenk et al., 2006) have been used to
rescore both n-gram-based and phrase-based sys-
tems. Mikolov (2012) re-ranks n-best lists with
recurrent neural networks. Vaswani et al. (2013)
combine feed-forward language models, with rec-
tified linear units and noise-contrastive estimation.
Luong et al. (2015) propose to use deeper neu-
ral models which improve re-ranking. In this pa-
per, we are using Kim et al. (2016) a character-
based language model to re-rank the output of the
phrase-based system.
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3 The Translation System

The TALP-UPC translation system is built on
three different components. We describe their the-
oretical basis in the following subsections.

3.1 Phrase-based SMT

The standard phrase-based machine translation
system (Koehn et al., 2003) focuses on finding
the most probable target sentence given the source
sentence. The phrase-based system has evolved
from the noisy-channel to the log-linear model
which combines a set of feature functions in the
decoder, including the translation and language
model, the reordering model and the lexical mod-
els. Although the phrase-based system is a com-
moditized technology used at the academic and
commercial level, there are still many challenges
to solve, such as OOVs.

3.2 Vocabulary Expansion using Bilingual
Word-Embeddings

We look at this task as a bilinear prediction task as
proposed by (Madhyastha et al., 2014). The pro-
posed model makes use of word embeddings of
both languages with no additional features. The
basic function is formulated —the probability of
a target word given a source word— as log-linear
model and takes the following form:

Pr(t|s;W ) =
exp{φs̃(s)>Wφt̃(t)}∑
t′ exp{φs̃(s)>Wφt̃(t

′)} (1)

Where φ(.) denotes the n-dimensional distributed
representation of the words, and we assume we
have both source (φs̃) embeddings and target (φt̃)
embeddings.

Essentially, our problem reduces to: a) first get-
ting the corresponding word embeddings of the
vocabularies on both the languages on a signifi-
cantly large monolingual corpus and b) estimating
W given a relatively small dictionary. To learn W
we use the source word to target word dictionaries
as training supervision.

We learn W by minimizing the negative
log-likelihood of the dictionary using a nu-
clear norm regularized objective as: L(W ) =
−∑s,t log(Pr(t|s;W )) + λ‖W‖∗. λ is the con-
stant that controls the capacity of W . To find the
optimum, we follow the previous work and use an
optimization scheme based on Forward-Backward
Splitting (FOBOS) (Singer and Duchi, 2009).

Table 1: Size of the parallel (top) and monolin-
gual (bottom) corpora used to train the translation
systems

Corpus Segments Words Vocab

Biomedical 1 · 106 20 · 106 0.3 · 106
Quest 13 · 106 340 · 106 0.5 · 106

Bio-mono/en 0.1 · 106 2 · 106 0.1 · 106
Bio-mono/es 0.01 · 106 0.1 · 106 0.01 · 106
Wikipedia/en 92 · 106 1900 · 106 2.0 · 106
Wikipedia/es 20 · 106 465 · 106 0.8 · 106

3.3 Character-based Neural Language Model

Language models based on Recurrent Neural Net-
works are currently one of the best performing ap-
proaches in terms of perplexity (Mikolov et al.,
2010). They are also a good re-ranking option
in tasks such as speech recognition and machine
translation. However, the standard lookup-based
word embeddings are limited to a finite-size vo-
cabulary for both computational and sparsity rea-
sons. Moreover, the orthographic representation
of the words is completely ignored. The standard
learning process is blind to the presence of stems,
prefixes, suffixes and any other kind of affixes in
words.

As a solution to those drawbacks, new alterna-
tive character-based word embeddings have been
recently proposed for tasks as language model-
ing (Kim et al., 2016; Ling et al., 2015), parsing
(Ballesteros et al., 2015) or part-of-speech tagging
(Ling et al., 2015; Santos and Zadrozny, 2014).
For our system we selected the best character-
based embedding architecture proposed by Kim et
al. (Kim et al., 2016). The computation of the rep-
resentation of each word starts with a character-
based embedding layer that associates each word
(sequence of characters) with a sequence of vec-
tors. This sequence of vectors is then processed
with a set of 1D convolution filters of different
lengths (from 1 to 7 characters) followed with a
max pooling layer and two additional highway
layers. The output of the second highway layer
provide us with the final vector representation of
each source word that replaces the standard source
word embedding in the recurrent neural network
used for language modeling (Kim et al., 2016).
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4 Experimental Framework

4.1 Data

Our main corpus is the compilation of the corpora
assigned for the shared task, which was built us-
ing scientific publications gathered from the Sci-
elo database. We focus on the Spanish–English
language pair, for which the size of the corpora is
summarised in Table 1. We further increase the
vocabulary of the system by using standard paral-
lel corpora for the Spanish–English language pair
(i.e., UN corpora, Europarl corpora, News corpus,
etc.2). This corpus appears as Quest in Table 1.
For the monolingual corpus we use an English and
Spanish Wikipedia dump3.

The corpora has been pre-processed with a stan-
dard pipeline for both Spanish and English: to-
kenizing and keeping parallel sentences between
1 and 80 words. Additionally, for Spanish we
used Freeling (Padró and Stanilovsky, 2012) to to-
kenize pronouns from verbs (i.e. comenzándose to
comenzando + se), we also split prepositions and
articles, i.e. del to de + el and al to a + el. This
was done for similarity to English.

We divided the provided parallel corpus into
training, development and test sets. Sentences
from development and test set were taken ran-
domly, proportionally to the amount of Medline
and Scielo (biomedical and health) sources and
only from unique parallel sentences.

Since the domain of the test set is the same as
the domain of training corpus, the number of OOV
words is small. Table 2 shows the total number and
percentage of unknown words in our in-house de-
velopment and test sets with respect to translation
tables (see the following section). For compari-
son, we also include the figures for the two test
sets made available for the final evaluation.

4.2 System Description

As introduced in the previous section, three differ-
ent modules build our system: the SMT engine,
the module to resolve OOVs and the module for
re-reranking.

SMT Engine. Three different state-of-the-art
phrase-based SMT translation systems are trained

2In particular, we use the parallel data given
for the Quality Estimation task at WMT13, http:
//statmt.org/˜buck/wmt13qe/wmt13qe_t13_
t2_MT_corpus.tgz

3Dumps downloaded from https://dumps.
wikimedia.org in January 2015.

on the parallel corpora detailed in Table 1. For the
purely in-domain system, we use only the biomed-
ical data made available for the task (STT systems,
small translation table). For more general systems,
we also use the Quest data; we name these systems
BTT (big translation table).

For the in-domain system, a 5-gram language
model is estimated on the target side of the cor-
pus using interpolated Kneser-Ney discounting
with SRILM (Stolcke, 2002) (SLM, small lan-
guage model). For the extended systems, we use
all the monolingual corpora available and the tar-
get side of the large parallel corpus (BLM, big
language model). Word alignment is done with
GIZA++ (Och and Ney, 2003) and both phrase ex-
traction and decoding are done with the Moses
package (Koehn et al., 2007). The optimisa-
tion of the weights of the model is trained with
MERT (Och, 2003) against the BLEU (Papineni
et al., 2002) evaluation metric on devBio.

OOVs resolution. This module first obtains
bilingual embeddings from the monolingual ones
as explained in Section 3.2. For estimating mono-
lingual word vector models, we use the CBOW al-
gorithm as implemented in the Word2Vec pack-
age (Mikolov et al., 2013a) using a 5-token win-
dow. We obtain 300 dimension vectors for English
and Spanish from the monolingual and the source
side of the parallel corpora in Table 1. The bilin-
gual counterpart has been estimated using 34,806
words from the Apertium bilingual dictionary4 as
seed lexicon divided for training and validation.
Each bilingual pair has an associated probability
given by Eq. 1. We keep the top-10 pairs for each
out-of-vocabulary word in the test (development)
set and include these new translation options at
decoding time. Since we are only dealing with
OOVs, the new options do not interact with the
other phrase pairs in the translation table, but there
is interaction with the language model.

Re-ranking. The 1000-best list of translations
given by the SMT engine is re-ranked using the
characted-based language model described in Sec-
tion 3.3. It has 1D convolutional filters of width
[1,2,3,4,5,6,7] and size [50, 100, 150, 200, 200,
200, 200] for a total of 1,100 filters with a tanh ac-
tivation, 2 highway layers with a ReLU activation,
and 2 LSTM with 650 hidden units. The network

4http://repositori.upf.edu/handle/
10230/17110
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Table 2: Figures –tokens and OOVs– on the development and test sets used in the experiments

English Spanish

Seg. Tokens OOVSTT OOVBTT Tokens OOVSTT OOVBTT

devBio 1000 18967 16 (0.08%) 2 (0.01%) 19931 14 (0.07%) 6 (0.03%)
testBio 1000 26105 31 (0.11%) 19 (0.07%) 27651 25 (0.09%) 9 (0.03%)

Biological 4344 115709 434 (0.37%) 333 (0.29%) 126008 415 (0.33%) 254 (0.20%)
Health 5111 125624 133 (0.10%) 98 (0.08%) 146368 160 (0.11%) 40 (0.03%)

has been trained on the monolingual part of the in-
domain data (Biomedical corpus in Table 1).

4.3 Results
We evaluate the performance of each module
when added to the three standard SMT sys-
tems built with different amount of training data
(STTSLM, STTBLM, BTTBLM). In the follow-
ing, we denote the module for OOV resolution
with oov and the module for re-reraking with
reranked. For the total.reranked system, we re-
ranked the n-best lists for the thirteen systems with
our neural language model. We conduct the eval-
uation automatically with a set of lexical metrics
calculated with the Asiya toolkit5 (Giménez and
Màrquez, 2010). Table 3 reports the results for
the English-to-Spanish translation systems and Ta-
ble 4 for the Spanish-to-English ones.

The first thing to notice is that the best trans-
lation is obtained when only in-domain data
are used to build the translation model. This
is true in both directions. When going from
Spanish into English, we obtain 0.45 BLEU
points of improvement when adding the oov mod-
ule to the in-domain system (STTSLM.oov) and
an additional 0.15 with the re-ranking module
(STTSLM.oov.reranked). Even if the number of
OOV is only a 0.09% in this test set, the improve-
ment with this module is consistent through all
metrics. The main reason is that making available
new translation options at decoding time allows
the language model to modify the sentence as a
whole, and the neighbouring words can be modi-
fied accordingly.

In the English-to-Spanish direction, the trends
are less homogeneous through the set of met-
rics. For BLEU and METEOR (with the stem-
ming variant, MTRst), the best system is still
STTSLM.oov. However, with NIST and TER, the
best system is STTBLM. In this case, enlarging
the language model has a similar effect as injecting

5http://nlp.cs.upc.edu/asiya

new vocabulary through OOV translations. This
is because only a 31% of the OOV belong to the
biomedical domain, suggesting that in this case
and for an in-domain test set, it is important to gain
fluency on the general domain phrases. The effect
of the re-ranking module is more evident in this di-
rection: the more data one uses, the more distinct
the final n-best list is and the more improvement
one can obtain. For the in-domain system the re-
ranking is not promoting a better translation, but
for the general system the improvement is signifi-
cant.

5 Conclusions

We have built thirteen translation systems per di-
rection. The ones chosen for the final submis-
sion follow two criteria: i) they have a top per-
formance according to BLEU and METEOR (the
official metrics) and, ii) they allow us a coher-
ent comparison among languages and methodolo-
gies. With this criteria, our primary submission
both for the health and biological test sets is the
strictly in-domain system with the OOV module
(STTSLM.oov). For comparison, we also submit-
ted our baseline as a second run: the same system
without the OOV module (STTSLM). Finally, we
submitted as third run a system with re-ranking of
a 1000-best list. Due to time constraints, we could
not submit the system that re-ranks all the n-best
lists for the thirteen systems, total.reranked, but
we used instead the two most promising options
per direction.

According to the preliminary results of the
shared task, the OOV module consistently im-
proves the translations with respect to our base-
line specially in the health subdomain as measured
by BLEU. The effect is similar to the results in
our in-house test set. On the other hand, the re-
ranking module is also always better than the in-
domain phrase-based baseline and, in this case, the
performance on the competition test set is signif-
icantly better than the one in our test set, espe-
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Table 3: Automatic evaluation of the in-house test set for the En2Es systems

WER PER TER BLEU NIST GTM-2 MTRst MTRpa RG-S* ULC

BTTBLM.oov 48.45 29.82 44.27 43.84 8.81 36.30 61.58 62.87 49.85 66.03
BTTBLM.oov.reranked 47.58 29.74 43.56 44.43 8.90 36.97 62.01 63.25 50.43 67.16
BTTBLM 47.74 30.39 43.72 43.61 8.86 36.51 61.50 62.76 49.98 66.19
BTTBLM.reranked 47.64 29.91 43.52 44.24 8.89 36.90 61.88 63.14 50.29 66.95

STTBLM.oov 48.00 29.60 43.73 44.32 8.87 36.65 62.13 63.32 50.12 66.88
STTBLM.oov.reranked 47.22 29.85 43.11 44.57 8.96 37.21 62.22 63.42 50.44 67.57
STTBLM 47.01 29.93 42.81 44.51 8.98 37.36 62.28 63.47 50.49 67.75
STTBLM.reranked 47.10 29.91 42.96 44.65 8.97 37.40 62.31 63.46 50.68 67.78

STTSLM.oov 47.84 29.28 43.61 44.99 8.88 37.36 62.33 63.44 50.51 67.60
STTSLM.oov.reranked 47.41 29.82 43.25 44.52 8.94 37.29 62.25 63.36 50.68 67.54
STTSLM 47.29 29.84 43.16 44.64 8.96 37.58 62.27 63.42 50.56 67.71
STTSLM.reranked 47.40 29.93 43.24 44.39 8.94 37.36 62.21 63.30 50.56 67.44

total.reranked 47.06 29.82 43.03 44.75 8.98 37.56 62.33 63.53 50.66 67.88

Table 4: Automatic evaluation of the in-house test set for the Es2En systems

WER PER TER BLEU NIST GTM-2 MTRst MTRpa RG-S* ULC

BTTBLM.oov 50.95 29.98 46.79 40.94 8.59 35.02 35.03 37.28 49.13 65.30
BTTBLM.oov.reranked 50.41 29.75 46.23 41.58 8.65 35.52 35.25 37.48 49.50 66.24
BTTBLM 50.21 29.33 45.98 41.97 8.68 35.88 35.44 37.65 50.01 66.97
BTTBLM.reranked 50.41 29.63 46.28 41.62 8.65 35.51 35.27 37.53 49.50 66.29

STTBLM.oov 50.75 29.95 46.68 40.82 8.61 34.83 35.05 37.12 49.15 65.27
STTBLM.oov.reranked 50.19 29.22 46.04 42.10 8.71 35.72 35.57 37.65 49.95 67.04
STTBLM 50.91 29.74 46.74 41.16 8.62 34.97 35.33 37.40 49.39 65.67
STTBLM.reranked 50.27 29.08 46.01 42.19 8.72 35.79 35.62 37.66 50.08 67.20

STTSLM.oov 49.79 29.45 45.62 42.16 8.75 35.94 35.57 37.60 50.13 67.31
STTSLM.oov.reranked 50.15 29.08 45.99 42.30 8.71 35.88 35.65 37.66 50.10 67.30
STTSLM 50.62 29.53 46.46 41.71 8.65 35.47 35.46 37.48 49.71 66.34
STTSLM.reranked 50.25 29.12 46.04 42.13 8.70 35.76 35.59 37.62 49.97 67.09

total.reranked 50.06 29.42 45.93 42.06 8.71 35.80 35.47 37.65 49.93 67.00

cially for English-to-Spanish. Run 3, the system
that includes re-ranking with a char-based neural
language model, is 2 points of BLEU over the av-
erage value among participants in the biological
subdomain and 1 point of BLEU on the health sub-
domain.
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Lluı́s Padró and Evgeny Stanilovsky. 2012. Freeling
3.0: Towards wider multilinguality. In International
Conference on language Resources and Evaluation.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. BLEU: A Method for Automatic
Evaluation of Machine Translation. In Proceed-
ings of the Association of Computational Linguis-
tics, pages 311–318.

Cicero D. Santos and Bianca Zadrozny. 2014.
Learning character-level representations for part-of-
speech tagging. In Proceedings of the 31st Interna-
tional Conference on Machine Learning (ICML-14),
pages 1818–1826.

Holger Schwenk, Marta R. Costa-Jussà, and José A. R.
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Abstract

The article describes LIMSI’s submis-
sion to the first WMT’16 shared biomed-
ical translation task, focusing on the
sole English-French translation direction.
Our main submission is the output of a
MOSES-based statistical machine transla-
tion (SMT) system, rescored with Struc-
tured OUtput Layer (SOUL) neural net-
work models. We also present an at-
tempt to circumvent syntactic complexity:
our proposal combines the outputs of PB-
SMT systems trained either to translate en-
tire source sentences or specific syntactic
constructs extracted from those sentences.
The approach is implemented using Con-
fusion Network (CN) decoding. The qual-
ity of the combined output is comparable
to the quality of our main system.

1 Introduction

The paper provides the details of LIMSI’s sub-
mission to the first shared biomedical translation
task at WMT’16. For our main submission we
built a phrase-based statistical machine transla-
tion (SMT) system using MOSES and attempted
to improve the quality of its output by rescoring its
n-best list with Structured OUtput Layer (SOUL)
neural network models.

Our secondary submission was designed to mit-
igate the negative effects of syntactic complexity
of sentences. This complexity creates a challenge
for the phrase-based SMT (PBSMT) paradigm
that only sees a sentence as a sequential struc-
ture. To overcome this problem, the output of PB-
SMT systems can be combined with the output of
”syntax-aware” MT systems (rule-based, syntax-
based, etc. (Freitag et al., 2014b; Avramidis et al.,
2015; Li et al., 2015)).

As the building of the latter type of systems
can be costly, we propose a light-weight alterna-
tive that combines the outputs of several PBSMT
systems trained for the translation of (a) entire sen-
tences, and (b) separate continuous and discontin-
uous syntactic constructions extracted from those
sentences. The combination is performed using
confusion network (CN) decoding. The quantita-
tive difference with the baseline is rather small, but
our comparative analysis of this system allows us
to better understand its potential and limitations.

2 Systems Overview

In all our experiments we used the MOSES im-
plementation of the phrase-based approach to
SMT (Koehn et al., 2007).

2.1 Additional Parallel Data

The translation of scientific abstracts in the
biomedical domain is a task that is characterized
by the availability of high-quality in-domain cor-
pora. In all our experiments, we used the English-
French Cochrane corpus of medical review ab-
stracts, which resembles the shared task data (Ive
et al., 2016).1 This corpus was split in two
parts: titles (COCHRANE-TITLES) and abstracts
(COCHRANE-ABS). The same split was per-
formed for the SCIELO corpus (SCIELO-TITLES

and SCIELO-ABS, respectively). We will further
refer to the union of all the provided task data and
of the COCHRANE data as the IN-DOMAIN-DATA.
Additionally, we used the data distributed for the
WMT’14 medical task,2 even though its related-
ness to the SCIELO test data is lesser.

1http://www.translatecochrane.fr/
corpus

2http://statmt.org/wmt14/medical-task
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2.2 Additional Monolingual Data

As additional monolingual data we used the full
French dataset provided by the organizers of the
WMT’15 translation task.3

2.3 Preprocessing and Word Alignment

Tokenization and detokenization for both
source (English) and target (French) texts were
performed by our in-house text processing
tools (Déchelotte et al., 2008). Additionally,
the MEDLINE-TITLES corpus provided with the
shared task was cleaned as follows: we excluded
source sentences with generic comments instead
of translations (e.g., ”In Process Citation”).
This reduced the count of the original corpus
sentences by 3%. Details on the WMT’14 and
WMT’15 data preprocessing schemes can be
found in (Pécheux et al., 2014; Marie et al., 2015).
The statistics regarding the preprocessed data are
in Table 1. Word alignments were computed using
fast align (Dyer et al., 2013).

2.4 Language Models

We built an in-domain 6-gram language
model (LM) (In-domain-LM1) combined
with a 4-gram LM developed in the context of
WMT’14 (In-domain-LM2); both are trained
using the corresponding monolingual parts of
the parallel data with modified Kneser-Ney
smoothing (Kneser and Ney, 1995; Chen and
Goodman, 1996), using the SRILM (Stolcke,
2002) and KENLM (Heafield, 2011) toolkits.
We also used an out-of-domain 4-gram LM
(Out-of-domain-LM), described in (Marie et
al., 2015).

2.5 SOUL

We also made use of Structured OUtput Layer
(SOUL) neural network Language and Translation
models (Le et al., 2011; Le et al., 2012a) as these
have been shown to systematically improve our
systems in recent evaluations (Le et al., 2012b; Al-
lauzen et al., 2013; Pécheux et al., 2014; Marie
et al., 2015). The SOUL architecture can estimate
LMs of higher n-gram order (e.g., n = 10 instead
of n = 4) for large output vocabulary; SOUL is
used to rescore n-best lists of the MOSES system.

3http://www.statmt.org/wmt15/
translation-task.html

2.6 Development and Test Sets
In the absence of official development data, we
chose our development (LIMSIDEV) and inter-
nal test (LIMSITEST) data randomly out of the
provided SCIELO-ABS and SCIELO-TITLES cor-
pora. Each set contains 14% of the total count of
SCIELO-TITLES sentences and 11% of the total
count of SCIELO-ABS sentences.

Given the quantity of misspelled words in the
data (e.g. ”externai” for ”external”, ”leveI” instead
of ”level”, etc.), we tried to select datasets with an
OOV rate not higher than the rate of the rest of
the SCIELO corpus, as compared to the vocabulary
of the IN-DOMAIN-DATA (SCIELO data excluded)
and WMT’14 medical data (e.g., for SCIELO-ABS

the OOV rate ≈ 2%).
LIMSIDEV and LIMSITEST were used to re-

spectively tune and test our main PBSMT systems.
LIMSITEST was further split into LIMSIDEV2 and
LIMSITEST2 for SOUL and system combination
optimizations. Statistics for these datasets are in
Table 1.

2.7 Evaluation Metrics
BLEU scores (Papineni et al., 2002) are computed
using the cased multi-bleu.perl script and
our own tokenizer for reference translations .

3 Baseline System

3.1 Details of System Building
For our baseline system, all the available IN-
DOMAIN-DATA were used to train the trans-
lation models consisting of the phrase ta-
ble (PT) and the lexicalized reordering mod-
els (msd-bidirectional-fe). We used the
WMT’14 medical task parallel data to train ad-
ditional models. More specifically, these models
were used as back-off models to search for n-
grams (up to n = 4) with no translation in the
main models. The three LMs described in Sec-
tion 2.4 were used. This system was tuned with
kb-mira (Cherry and Foster, 2012) using 300-
best lists.

3.2 Experiments and Results
The results of our baseline system are in Table 2.
For our experiments with neural network models
we took the 10-gram SOUL models trained for
the LIMSI participation to WMT’12 (Le et al.,
2012b). SOUL models define five additional fea-
tures: a monolingual target LM score and four
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Corpus # Lines # Tok., en # Tok., fr
SCIELO-ABS ≈ 8 K ≈ 200 K ≈ 280 K
SCIELO-TITLES ≈ 700 ≈ 10 K ≈ 14 K
MEDLINE-TITLES ≈ 600 K ≈ 7 M ≈ 8 M
COCHRANE-ABS ≈ 140 K ≈ 3 M ≈ 5 M
COCHRANE-TITLES ≈ 8 K ≈ 90 K ≈ 130 K

IN-DOMAIN-DATA ≈800 K ≈ 10 M ≈ 13 M

COPPA ≈ 454 K ≈ 10 M ≈ 12 M
EMEA ≈ 324 K ≈ 6 M ≈ 7 M
PATTR-ABS ≈ 635 K ≈ 20 M ≈ 24 M
PATTR-CLAIMS ≈ 889 K ≈ 32 M ≈ 36 M
PATTR-TITLES ≈ 386 K ≈ 3 M ≈ 4 M
UMLS ≈ 2 M ≈ 8 M ≈ 8 M
WIKIPEDIA ≈8 K ≈ 17 K ≈ 19 K

WMT’14 medical task ≈6 M ≈ 160 M ≈ 190 M

WMT’15 translation task ≈ 2.2 B

Set # Lines # Tok., en # Tok., fr
LIMSIDEV-TITLES 100 1360 1834
LIMSIDEV-ABS 900 24367 30560

LIMSIDEV 1000 25727 32394

LIMSIDEV2-TITLES 50 686 943
LIMSIDEV2-ABS 450 13116 16261

LIMSIDEV2 500 13802 17204

LIMSITEST2-TITLES 50 738 915
LIMSITEST2-ABS 450 12487 15276

LIMSITEST2 500 13225 16191

LIMSITEST 1000 27027 33395

Table 1: Corpora used for training (left); development and test (right)

translation model scores (Le et al., 2012a). The
baseline 300-best list was reranked according to
the combination of all baseline features and the
SOUL features. Reranking allowed us to obtain
an improvement of +1.17 BLEU over our base-
line system. The system tends to perform bet-
ter on the LIMSITEST2-TITLES part than on the
LIMSITEST2-ABS part. In the rest of this article,
we focus our efforts on improving the translation
quality of abstracts only.

4 Using Phrase-Based Statistical
Machine Translation to Circumvent
Syntactic Complexity

Scientific medical texts are characterized by a
large quantity of compound terms and complex
sentences. Their translation can be especially
challenging for PBSMT due to its intrinsic limita-
tions which include, among others, the generation
of translations by mere concatenation and the in-
ability to resolve long-distance relations between
sentence components. These limitations can be
overcome in PBSMT by combining with the out-
puts of ”syntax-aware” MT systems (rule-base
MT (RBMT), syntax-based MT (SBMT)) (Costa-
Jussà et al., 2012; Avramidis et al., 2015; Li
et al., 2015). The combination of system out-
puts is often performed with the help of Confu-
sion Network (CN) decoding as an effective means
to recombine translation alternatives at the word
level (Deng et al., 2015; Freitag et al., 2014a; Fre-
itag et al., 2014b; Zhu et al., 2013).

Less costly solutions seek to better explore the
potential of phrase-based architectures. For in-
stance, Hewavitharana et al. (2007) propose to im-

prove the PBSMT outputs by separately translat-
ing noun phrases (NPs) extracted from source sen-
tences.

Inspired by this study, we propose to combine
the baseline hypotheses with partial, local hy-
potheses by means of CN decoding. To obtain
those partial hypotheses, we trained separate PB-
SMT systems to translate on the one hand the NPs
(NP-SMT), often representing complex terms, and
on the other hand, simplified variants of the source
sentences where NPs are replaced by their syntac-
tic head (NP-Reduced-SMT) (see Figure 1).

4.1 Methodology

A CN is a weighted directed acyclic graph where
all the paths go through all the nodes (Mangu et
al., 2000). There may be one or more arcs between
two consecutive nodes. Arcs can here be consid-
ered as alternative translation choices for target
words (including the empty NULL word).

Building a confusion network implies several
decisions:

1. Choice of the main hypothesis (backbone)
to guide the word order: This choice is crucial
for the final translation quality (see e.g. (Hilde-
brand and Vogel, 2008)). In our case, we chose
the 1-best baseline hypothesis as the backbone.

2. Choice of the word alignment strategy
between the hypotheses: Alternative hypotheses
are usually aligned to the backbone without tak-
ing their alignments with source tokens into ac-
count (Rosti et al., 2012; Rosti et al., 2008; Ma-
tusov et al., 2006). Following Du et al. (2009),
we instead aligned hypotheses according to the
source-target alignments produced by the decoder.

Figure 2 illustrates the hypothesis alignment
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system LIMSITEST2 LIMSITEST2-TITLES LIMSITEST2-ABS

MOSES 30.38 49.42 29.20
MOSES + SOUL 31.55 50.44 30.27

Table 2: Results (BLEU) for MOSES and MOSES + SOUL on the in-house test set

une révision bibliographique sur la luxation traumatique du genou

a review was made .a bibliographic review on the traumatic luxation of the knee

une révision bibliographique sur la luxation traumatique du genou

Src

une bibliographique a été réalisée .

une révision a été réalisée .Ref Trg

Aligned Trg

NP

une révision bibliographique sur la luxation traumatique du genou 

Src

Trg

a bibliographic review on the traumatic luxation of the knee was made .

Determiner NP Head

NP Corpus NP−reduced Corpus

a été réalisée .

Word Alignments

Figure 1: Extraction of NP and NP-reduced instances

un patient atteint d’ un mycétome du membre supérieur a été présenté .

a patient with mycetoma of the upper extremity is presented .
0       1           2               3              4      5       6              7             8          9           10

NULL NULL

@0      @1         @2                         @3         @4−5               @7                 @6

un patient atteint  de   mycétomes  de  l’   extrémité supérieure est présentée .

un patient  avec          mycétome    du        membre   supérieur

un patient                                                                                     est  présenté  .

@0      @1      @1−2   @1−2           @3           @4  @5        @7                 @6           @8        @9         @10               

@0      @1                                                                                                                      @8       @9          @10

NP−reduced Hyp.

Trg−Src Ali @i

NP Hyp.

Trg−Src Ali @i

Trg−Src Ali @i

Baseline Hyp.

Src.
Position i

Ref.

Figure 2: Source-based hypothesis alignment. @i denotes to the source index of a given target word.

procedure. We used source-target phrasal align-
ments produced by the decoder to assign un-
aligned words to several positions (see e.g. ”de”
highlighted in yellow on Figure 2). It may also
happen that a target phrase in a partial hypothe-
sis is longer than the corresponding baseline trans-
lation; in this case the backbone is extended as
needed with NULL arcs.

3. Arc scores. Each arc labelled u receives a
score equal to the posterior unigram probability
P (u|ε) of the system generating u at this position.
P (u|ε) is computed as in (de Gispert et al., 2013):

P (u|ε) =

∑
E∈εu exp(αH(E,F ))∑
E′∈ε exp(αH(E′, F ))

,

where ε is the space of translation hypotheses of a
PBSMT system (a 10K-best list was chosen), and
H(E,F ) is the score assigned by the model to the
sentence pair (E,F ).

The posterior probabilities for the word (arcs)
in NP-SMT and NP-Reduced-SMT hypotheses
were rescaled to give more weigth to local transla-
tion variants.

4. Choice of the combined hypotheses.
The CN-DECODING diversity was increased by
combining 30-best hypotheses from each system
(baseline, NP-Reduced-SMT and NP-SMT).

Each path is the CN is finally scored as follows:

S(E|F ) = αSpost(E) + βSLM (E) + γNw(E),

where Spost is the path posterior probability, SLM
is the interpolated LM score (In-domain-LM1
and Out-of-domain-LM), and Nw is the path
length (excluding NULL arcs).

All CN-DECODING experiments, including the
feature weight optimization (BLEU maximiza-
tion), were performed using the SRILM (Stolcke,
2002) toolkit.

4.2 Details of System Building
We used the SCIELO-ABS and COCHRANE-ABS

corpora, as well as LIMSIDEV and LIMSITEST

to create the NP-SMT and NP-Reduced-SMT
training, development and test data. The
NP-SMT source data contained the NPs ex-
tracted from the source side of all bitexts. The
NP-Reduced-SMT target data contained the
original source sentences with the NPs replaced
by their heads (also preserving the associated ar-
ticle or possessive determiner) (Klein and Man-
ning, 2003; Toutanova et al., 2003). The NP-SMT
and NP-Reduced-SMT target data were created
using the translations of the corresponding syn-
tactic structures obtained from the fast align

472



source-target word alignments, where the non-
aligned words were not considered. The
NP-SMT training corpus was enriched with the ti-
tles and glossary corpora data (SCIELO-TITLES,
COCHRANE-TITLES, MEDLINE-TITLES, PATTR-
TITLES, UMLS, WIKIPEDIA).

These systems were built and tuned in a
way similar to the baseline (see Figure 3).
For each system, we prioritized NP-SMT or
NP-Reduced-SMT model correspondingly, the
other models being used as back-off models.
LMs were built as explained in Section 2.4. We
also used again the Out-of-domain-LM.

To evaluate these specialized systems, we com-
pared the BLEU scores of the NP-SMT and
NP-Reduced-SMT translations with artificial
hypotheses derived from baseline hypotheses.

The results in Table 3 show small quality gains
with our NP-SMT variant (+0.22 BLEU). Con-
versely, a slight decrease in quality (-0.35 BLEU)
is observed for the NP-Reduced-SMT system.
This is somewhat paradoxical, as we expected the
simplified sentences to be easier to translate than
the original sentences. This might be explained by
the poor quality and frequent ungrammaticality of
the NP-Reduced-SMT target side development
and test sentences, the computation of which crit-
ically relies on word alignments.

system BLEU

NP-SMT 27.47
NP-SMT + SOUL 28.46

base MOSES (NPs) 27.25
base MOSES + SOUL (NPs) 28.33

NP-Reduced-SMT 22.81
NP-Reduced-SMT + SOUL 23.53

base MOSES (NP-reduced) 23.16
base MOSES + SOUL (NP-reduced) 24.04

Table 3: NP-SMT and NP-Reduced-SMT per-
formance for LIMSITEST2-ABS.

4.3 Experiments and Results

The resulting CN-DECODING 300-best lists were
compared to the 300-best lists of the baseline sys-
tem. On average, 11% of unique 1-grams from
each CN-DECODING hypothesis search space are
new (see Table 4), a significant proportion of nov-
elty relative to our baseline system.

We also compared our approach to the MOSES

xml-mode that enables to propose to the decoder
alternative partial translations with their proba-

n-gram %

1-gram 11
2-gram 28
3-gram 39
4-gram 48

Table 4: Average % of new unique n-gram per
CN-DECODING hypothesis (using 300-best lists)
LIMSITEST2-ABS).

bility. Using 30-best lists of NP-SMT transla-
tions reranked by SOUL, we marked the source
sentences with possible NP translations which
competed with PT choices (inclusive option).
Each NP translation variant was assigned a proba-
bility proportional to the

∏
0<n≤lnp

P (un|ε) of the
1-grams un composing it. CN-DECODING decod-
ing was performed according to the configuration
described in Section 4.1, with the 30-best NP-SMT
list reranked by SOUL.

Results in Table 5 confirm that CN-DECODING

is superior here to MOSES xml-mode (+2.06
BLEU for LIMSITEST2-ABS).

test set MOSES base MOSES + xml CN-DECODING

LIMSIDEV2-ABS 32.38 29.59 32.84
LIMSITEST2-ABS 29.20 26.79 28.85

Table 5: Results (BLEU) for different strategies
of NP injection.

For the remaining CN-DECODING experiments,
the 30-best lists of each system are reranked by
SOUL prior to system combination.

We noticed that the NP-SMT and
NP-Reduced-SMT hypotheses tend to be
shorter than the corresponding local translations
in the baseline output. We tried to reduce the
negative impact on quality and avoided aligning
baseline words to NULL in the CN-DECODING

alignment procedure. We assigned the rest
of the NULL arcs a very low probability of
p(NULL) = 0.001 (compared to the previously
assigned average score of all the other arcs
between two consecutive nodes).

In this condition, the quality of CN-DECODING

output reranked by SOUL shows an insignificant
gain over the baseline MOSES + SOUL (+0.18
BLEU for LIMSITEST2-ABS, see Tables 6, 2). It
seems that the CN-DECODING procedure allowed
our system to locally choose ”good” translation
variants, in spite of the quality decrease that we
observed for NP-Reduced-SMT hypotheses (see
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Main Model Back−off Models

Baseline

NP−SMT

Language Models (FR)

In−Domain Data

NP−Reduced−SMT Corpus

NP−SMT Corpus

NP−SMT Corpus

WMT’15 Translation Task Data

WMT’14 Medical Task Data

(without titles and glossaries)

WMT’14 Medical Task Data

NP−Reduced−SMT Corpus

(without titles and glossaries)

WMT’14 Medical Task Data

In−Domain Data

WMT’14 Medical Task Data

WMT’14 Medical Task Data

NP−Reduced−SMT Corpus

NP−SMT Corpus

WMT’14 Medical Task Data

NP−SMT Corpus

NP−Reduced−SMT Corpus

NP−Reduced−SMT

(without titles and glossaries)

(without titles and glossaries)

Figure 3: Data used in systems building

Table 3).

test set LIMSITEST2-ABS

CN-DECODING 30.01
CN-DECODING + SOUL 30.45

Table 6: Results (BLEU) for CN-DECODING ex-
periments.

4.4 Observations and Further Improvements

Manual inspection of the CN-DECODING output
showed that the majority of the changes with re-
spect to the baseline hypotheses concern introduc-
tion of synonyms, and only a few cases include the
right choice of an article or of a grammatical form.

Our observations of the quality of the NP-SMT
and NP-Reduced-SMT hypotheses suggest that
the target development sets automatically created
from source-target word alignments for those sys-
tems do not provide the right guidance for tun-
ing, and also yield biased BLEU scores for these
systems. More effort should be invested notably
to compute better simplified versions of the orig-
inal target sentences. Additionally, a more fine-
grained procedure is required to estimate the qual-
ity of partial hypotheses before introducing them
to CN-DECODING.

5 Conclusions

This paper described LIMSI’s submission to the
shared WMT’16 biomedical translation task. We
reported the results for the English-French transla-
tion direction. Our submitted system used MOSES

and neural network SOUL models in a post-
processing step.

In our experiments, we developed an ap-
proach aimed at mitigating the syntactic complex-
ity which is a characteristic of a medical scien-
tific publications. Our solution exploits the poten-
tial of phrase-based Statistical Machine Transla-

tion. We combined the output of the PBSMT sys-
tem, trained to translate entire source sentences,
with the outputs of specialized PBSMT systems,
trained to translate syntactically defined subparts
of the source sentence: complex noun phrases on
the one hand, simplified sentences on the other
hand. The combination was performed using con-
fusion network decoding and showed small im-
provements over a strong baseline when the out-
put of CN decoding is reranked using SOUL. In
our future work, we plan to improve the extrac-
tion procedure for the reduced systems, as well as
to separately improve their performance. For the
NP-SMT system, this could be achieve by digging
additional resources such as comparable corpora.
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Julia Ive, Aurélien Max, François Yvon, and Philippe
Ravaud. 2016. Diagnosing high-quality statistical
machine translation using traces of post-edition op-
erations. In Proceedings of the LREC 2016 Work-
shop: Translation Evaluation: From Fragmented
Tools and Data Sets to an Integrated Ecosystem,
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Abstract

In this paper we present the system de-
veloped at the IXA NLP Group of the
University of the Basque Country for
the Biomedical Translation Task in the
First Conference on Machine Translation
(WMT16). For the adaptation of a sta-
tistical machine translation system to the
biomedical domain, we developed three
approaches based on a baseline system for
English-Spanish and Spanish-English lan-
guage pairs. The lack of terminology and
the variation of the prominent sense of the
words are the issues we have addressed on
these approaches. The best of our systems
reached the average of all the systems sub-
mitted in the challenge in most of the eval-
uation sets.

1 Introduction

In this paper we present the system developed at
the IXA NLP Group from the University of the
Basque Country for the Biomedical Translation
Task in the First Conference on Machine Trans-
lation (WMT16). This is the first shared task or-
ganized for the biomedical domain inside WMT.

The Biomedical Translation Task consists of
translating scientific abstracts in health and bio-
logical domains for languages such as English,
Spanish, French and Portuguese. In our case,
we developed a system for English-Spanish and
Spanish-English pairs.

We present a system that takes a general Moses
statistical machine translation system (Koehn et
al., 2007) and adapts it to the biomedical domain.
The adaptation of a MT system to a specific do-
main comes with two main issues: i) a bigger set
of out-of-vocabulary (OOV) words and ii) the vari-
ation of the prominent sense of the words.

The integration of a bilingual biomedical termi-
nology bank to the system can mitigate great part
of the lack of terminology. In any case, this may
not be enough and a transliteration1 module may
be helpful. In addition, morphological variability
may be a problem in no-frequent lemmas, as plu-
rals in English or genders and plurals in Spanish.

The remaining of the paper is as follows. We
first present in section 2 the resources we used.
We then describe in section 3 the approaches we
developed for our system and in section 4 the
BLEU results for our runs. Finally, conclusions
are drawn.

2 Resources

In this section we describe the resources used to
train the models that will be explained in section
3. There are two main resource types involved in
this work: corpora and terminological resources.

2.1 Corpora
The corpora pertains to two different sub-domains:
health and biology. Thus, the corpus extracted
from Scielo is separated by the domain the ab-
stracts pertains. In the case of the Medline corpus
there is a unique corpus for both sub-domains.

Although the corpora is in general bilingual and
aligned at sentence level, in some cases sentences
from the parallel corpora were not available, as in
the Medline corpus some English sentences were
marked as ”[Not Available]”. We removed those
sentences from the parallel corpus and we created
a monolingual corpus of Spanish sentences to be
used for language modeling.

The Scielo corpora gives the word alignments
as well as sentence alignments. Thus, in table 2.1
we show the number of sentences and words that

1Although transliteration is commonly used between lan-
guages with different scripts, it may also be used to adapt the
spelling differences of borrowings.
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are aligned in the bilingual corpora for the Spanish
and English pairs.

Corpus Sentences Words
Scielo - Biological 125,828 723,202
Scielo - Health 587,299 2,871,232
Medline 285,584 -

Table 1: Bilingual corpora

From this bilingual corpora, we excluded some
sentences for development. On the one hand, we
created a domain-balanced set of 2,945 sentences
for tuning of the translation model as well as to in-
terpolate the LM. This set was taken in a random-
ized and balanced way so we maintained the per-
centages of the original sets. That is, we took 361
sentences from the biological set, 1,726 sentences
from the health set and 858 from the Medline set.

On the other hand, we excluded a separate set
of each corpus (health, biological and Medline).
In this case, we excluded 2,000 sentences from
each of the subdomains, which have also been ran-
domly selected.

In table 2.1 we show the number of sentences
of the monolingual corpora. The corpora is com-
posed by the corpus that organizers made available
from the Scielo corpora, as well as the sentences
we extracted from the Medline corpus that were
not aligned.

Corpus English Spanish
Scielo - Biological 55,346 1,248
Scielo - Health 68,992 5,163
Medline 0 2,227

Table 2: Monolingual corpora

In addition to the in-domain corpora, we also in-
cluded some other corpora available in other ma-
chine translation tasks inside the WMT challenge.

• Parallel Corpora:

– Europarl2 (Koehn, 2005): it is a corpus
of parallel texts in 11 languages from
the proceedings of the European Par-
liament. The version we used for this
task has 2,218,201 English sentences
and 2,123,835 Spanish sentences. For
a direct alignment we excluded some of
the sentences, obtaining 1,965,734 par-
allel sentences.

2http://www.statmt.org/europarl/

– News commentary: this corpus consists
in political and economic commentary
crawled from the web site Project Syn-
dicate3. It is composed of 247,966 sen-
tences in English and 206,534 Spanish
sentences. The parallel set has 174,441
sentences.

– Common Crawl4: it is an open corpus
of web crawl data. It has 1,845,286 par-
allel sentences for the English-Spanish
language pair.

• Monolingual Corpora:

– News Crawl (articles from 2007 to
2012): these 6 corpora (one per year)
are articles extracted from various on-
line news publications. In total, the En-
glish corpus has 68,521,621 sentences
and the Spanish one 13,384,314.

2.2 Terminological Resources
SNOMED CT (Systematized Nomenclature of
Medicine – Clinical Terms) (IHTSDO, 2014) is
considered the most comprehensive, multilingual
clinical health care terminology in the world. The
use of a standard clinical terminology improves
the quality of health care by enabling consistent
representation of meaning in an electronic health
record5.

SNOMED CT provides the core terminology
for electronic health records and contains more
than 296,000 active concepts with their descrip-
tions organized into hierarchies. (Humphreys et
al., 1997) shows that SNOMED CT has an accept-
able coverage of the terminology needed to record
patient conditions. Concepts are defined by means
of description logic axioms and are also used to
group terms with the same meaning. Those de-
scriptions are more generally considered as terms.

There are two types of descriptions in
SNOMED CT: Fully Specified Names (FSN) and
Synonyms. Fully Specified Names are the de-
scriptions used to identify the concepts and they
have a semantic tag in parenthesis that indicates
its semantic type and, consequently, its hierarchy.
Those are descriptions to unambiguously identify
the concept, and they are not proper terms you can
find in texts.

3https://www.project-syndicate.org/
4http://commoncrawl.org/
5http://www.ihtsdo.org/snomed-ct/

whysnomedct/snomedfeatures/
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Synonyms are the ones used in real texts, and
SNOMED CT distinguishes between Preferred
Terms and Acceptable Synonyms. As the name in-
dicates, the Preferred Terms are the ones preferred
and there is one defined for each concept in each
language or dialect. In addition, there are as many
Acceptable Synonyms as needed.

3 Systems

In this section we describe the systems we devel-
oped for the Biomedical Translation Task. First,
we describe the baseline system. Then, we con-
tinue describing the three approaches we pre-
sented to the task, that deal with the most frequent
issues of domain adaptation.

The baseline system has not been submitted for
the Shared Task, and it is a reference system.

3.1 System 0: Baseline

To create our baseline system we trained a Moses
statistical machine translation system on the cor-
pora made available for the WMT Biomedical
Translation Task, as well as and some general cor-
pora publicly available on previous WMT tasks.

The system configuration is based on stan-
dard parameters: Tokenization, lowercasing and
recasing using tools available in Moses toolkit,
MGIZA for word alignment with the ”grow-diag-
final-and” symmetrization heuristic, a maximum
length of 80 tokens per sentence and 5 tokens
per phrase, translation probabilities in both di-
rections with Good Turing discounting, lexical
weightings in both directions, a phrase length
penalty, a ”msd-bidirectional-fe” lexicalized re-
ordering model and a target language model. The
weights for the different components were ad-
justed to optimize BLEU using Minimum Error
Rate Training (MERT) with an n-best list of size
100.

For the Language Modeling we create a sepa-
rate Language Model (LM) for each of the sub-
corpora we have available and interpolated all of
them with the balanced development set extracted
from the bilingual in-domain corpora. We must
highlight that we used the monolingual corpora as
well as the target language part of the bilingual
corpora.

As we had too many LMs, we grouped them in
the following way to train a hierarchical interpo-
lation. The main criterion to generate the interpo-
lation groups has been the source/domain of the

corpora. That is, we grouped all the News corpora
together, the Scielo Health bilingual and monolin-
gual together, the Scielo Biological bilingual and
monolingual as well, and in the case of Spanish
we grouped also the Medline bilingual with the
monolingual, and in the case of English we took
the Medline bilingual on its own.

The same corpora used in the language model
interpolation was used to optimize the weights of
the different components of the statistical machine
translation system. That is, the balanced develop-
ment set explained in section 2.

3.2 System 1: SNOMED CT
The adaptation of a machine translation system to
a specific domain has much to do with the special-
ized terminology that a general system lacks. This
lack of terminology is related with the quantity
of unknown words or out-of-vocabulary (OOV)
words.

In this first approach we faced the lack of ter-
minology by adding a widely recognized multilin-
gual terminology bank to our translation system.
More concretely, we included the terminological
content of SNOMED CT’s English and Spanish
International Releases to the system as parallel
corpus.

As mentioned in section 2, SNOMED has many
synonyms to name a concept. In this case, we
aligned all the synonyms from the source language
to the Preferred Term of the target language. Thus
we avoid the generation of ambiguity as we do not
have resources to solve it and we take advantage
of the choice made by SNOMED CT developers.

Similarly, we also used the target language Pre-
ferred Terms to train a language model that was
interpolated with the previous ones.

3.3 System 2: Morphology Variability and
Transliteration

In the first system, we reduced the number of OOV
words by adding a terminology bank to the train-
ing corpora. Even with such a large amount of spe-
cialized terms, the number of OOV words may not
be zero, as the terminology used in texts is even
wider. So, we developed a module to extend the
phrase tables.

We enlarged the generated phrase tables in two
ways: morphology variability of the plural or fem-
inine words to the canonical form (singular and
masculine) and transliteration of the remaining
words.

479



In regard to morphology variability, we imple-
mented a script that checks whether the OOV word
is a morphology variation of the canonical form
of a term that appears in the phrase table. In the
case of English words, the process is as simple
as making singular the plural forms and look for
the translation candidates of the singular form in
the phrase table. In order to avoid inconsistencies,
we extracted only the translation candidates which
are also made up by a single word, and we convert
them into plural.

In contrast, the Spanish morphology made the
process more complex, as in addition to the num-
ber variability, we must also take into considera-
tion the gender of the words, and even the combi-
nation of both (feminine and plural).

With respect to transliteration, (Callison-Burch
et al., 2006) exposes that state-of-the-art systems
usually apply two strategies to cope with OOV
words, neither of them satisfactory. In the first
strategy the unknown word is omitted and in the
second one it is not translated. The first strategy is
even excluded as solution in (Habash, 2008), be-
cause the author considers it a trick to score better
precision in evaluation metrics. Nevertheless, the
second approach can be a good strategy whenever
the OOV word is a Named Entity, such as a proper
name or an organization name. Otherwise some
action is needed.

State-of-the-art shows many approaches for
transliteration in machine translation, most of
them based on statistical methods (Deselaers et
al., 2009; Habash, 2008; Hermjakob et al., 2008;
Rama and Gali, 2009).

In a previous work, we developed a system to
automatically translate English medical neoclassi-
cal compounds such as “glaucoma” or “meningi-
tis” into Basque (Perez-de Viñaspre and Oronoz,
2015). This translation system is based on af-
fix translation and a transliteration module was
also implemented. In this case, we adapted the
transliteration module for the English-Spanish and
Spanish-English pair for the neoclassical medical
words as well as for the substances and pharma-
ceutical products.

The module was implemented using Foma, a
free software tool to specify finite-state automata
and transducers (Hulden, 2009).

3.4 System 3: Sub-domain Optimization
The organizers of the Shared Task gave two test
sets for the evaluation of the systems. One of the
sets corresponded to the health domain and the
other to the biological domain.

Taking that into account, we optimized the Sys-
tem 2 to each of the sub-domains.

As explained in System 0, the optimization of
the system may be done in two levels: interpola-
tion of the Language Model and the tuning of the
weights of the different statistical machine trans-
lation components in MERT.

In the interpolation of the LM we maintained
the groups done for the previous systems and we
changed the interpolation corpus. In this case we
replaced the balanced development set with the
sub-domain tuning development set of each sub-
domain. That is, for the LM for health, we used
the health tuning development set of health, and
similarly for the biological LM, the set of biology.

Likewise, we replaced the same sets in the tun-
ing of the whole statistical machine translation
system.

4 Results

In this section we provide the results given by the
organizers that measures the BLEU score of the
systems submitted as the test sets are not publicly
available yet. Each team was allowed to submit up
to 3 runs per test file, in our case, 3 runs for the bi-
ological test sets from English to Spanish and vice
versa, and 3 runs for each of the health test sets.
We submitted the Systems 1, 2 and 3, and, there-
fore, the System 0 remained out of the evaluation.

Table 4 shows the BLEU results of the three sys-
tems we submitted for the four test sets. The re-
sults of the remaining systems have not been pub-
lished yet, so we can not compare our systems to
the others. In any case, we can compare them with
the average of all the runs submitted for the lan-
guage pair for each sub-domain.

System Biological Health
en-es es-en en-es es-en

System 1 31.57 30.66 28.09 27.96
System 2 31.32 30.59 28.06 27.97
System 3 29.61 29.51 28.13 28.12
Average 31.34 30.17 28.3 27.79

Table 3: BLEU results of our systems.

The results obtained do not show any signifi-
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cant improvement of the different systems and in
general we are close to the average. We obtained
a small improvement from the average in three of
the sets and we are very close to it in the fourth
one (English to Spanish translation on the Health
domain).

If we consider each System on its own, we can
conclude that the System 2 does not give any ad-
vantage on what BLEU results regards as it de-
creases the results of the first system in most of
the cases. In any case, we will need to check
the manual evaluation that will be published in the
overview paper to be sure about this conclusion.

In the case of the Biological sets, in both lan-
guage pairs the best system seems to be the first
one, as it outperformed the System 3 in one BLUE
point and is above the average. On the contrary,
the Health sets show that the last system improves
a bit the results but nothing significant.

5 Conclusions

We present the IXA system for the Biomedi-
cal Translation Task from the WMT16 challenge
which meets all the requirements established by
the organizers. We implemented a system that
translates biological and health science text from
English to Spanish and Spanish to English.

We used all the corpora offered by the orga-
nizers as well as more corpora available for other
tasks. In addition, we included a widely recog-
nized multilingual terminology called SNOMED
CT and a transliteration module that also solved
the morphological variability of non-canonical
words (plurals and feminines).

Our systems showed to be close to the average
of all the submitted systems, and in three out of
four of the cases even above the average. Over-
all we are pleased with the results even if we are
surprised with the lack of improvement shown by
the second system. We would like to try a new run
training the optimization system based on the first
system that only extends the OOV words with the
terminology from SNOMED CT, so the optimiza-
tion may be better on overall results.

The organizers will provide more details and
additional results in the WMT’16 overview paper,
such as manual evaluation of the runs submitted.
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Abstract

The vast majority of Machine Transla-
tion (MT) evaluation approaches are based
on the idea that the closer the MT out-
put is to a human reference translation,
the higher its quality. While translation
quality has two important aspects, ade-
quacy and fluency, the existing reference-
based metrics are largely focused on the
former. In this work we combine our
metric UPF-Cobalt, originally presented at
the WMT15 Metrics Task, with a number
of features intended to capture translation
fluency. Experiments show that the inte-
gration of fluency-oriented features signif-
icantly improves the results, rivalling the
best-performing evaluation metrics on the
WMT15 data.

1 Introduction

Automatic evaluation plays an instrumental role
in the development of Machine Translation (MT)
systems. It is aimed at providing fast, inexpensive,
and objective numerical measurements of trans-
lation quality. As a cost-effective alternative to
manual evaluation, the main concern of automatic
evaluation metrics is to accurately approximate
human judgments.

The vast majority of evaluation metrics are
based on the idea that the closer the MT output
is to a human reference translation, the higher its
quality. The evaluation task, therefore, is typically
approached by measuring some kind of similar-
ity between the MT (also called candidate trans-
lation) and a reference translation. The most
widely used evaluation metrics, such as BLEU
(Papineni et al., 2002), follow a simple strategy
of counting the number of matching words or
word sequences in the candidate and reference

translations. Despite its wide use and practical
utility, automatic evaluation based on a straight-
forward candidate-reference comparison has long
been criticized for its low correlation with human
judgments at sentence-level (Callison-Burch and
Osborne, 2006).

The core aspects of translation quality are fi-
delity to the source text (or adequacy, in MT par-
lance) and acceptability (also termed fluency) re-
garding the target language norms and conventions
(Toury, 2012). Depending on the purpose and in-
tended use of the MT, manual evaluation can be
performed in a number of different ways. How-
ever, in any setting both adequacy and fluency
shape human perception of the overall translation
quality.

By contrast, automatic reference-based metrics
are largely focused on MT adequacy, as they do
not evaluate the appropriateness of the translation
in the context of the target language. Translation
fluency is thus assessed only indirectly, through
the comparison with the reference. However,
the difference from a particular human translation
does not imply that the MT output is disfluent
(Fomicheva et al., 2015a).

We propose to explicitly model translation flu-
ency in reference-based MT evaluation. To this
end, we develop a number of features represent-
ing translation fluency and integrate them with our
reference-based metric UPF-Cobalt, which was
originally presented at WMT15 (Fomicheva et al.,
2015b). Along with the features based on the
target Language Model (LM) probability of the
MT output, which have been widely used in the
related fields of speech recognition (Uhrik and
Ward, 1997) and quality estimation (Specia et al.,
2009), we design a more detailed representation of
MT fluency that takes into account the number of
disfluent segments observed in the candidate trans-
lation. We test our approach with the data avail-
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able from WMT15 Metrics Task and obtain very
promising results, which rival the best-performing
system submissions. We have also submitted the
metric to the WMT16 Metrics Task.

2 Related Work

The recent advances in the field of MT evaluation
have been largely directed to improving the infor-
mativeness and accuracy of candidate-reference
comparison. Meteor (Denkowski and Lavie, 2014)
allows for stem, synonym and paraphrase matches,
thus addressing the problem of acceptable lin-
guistic variation at lexical level. Other metrics
measure syntactic (Liu and Gildea, 2005), seman-
tic (Lo et al., 2012) or even discourse similarity
(Guzmán et al., 2014) between candidate and ref-
erence translations. Further improvements have
been recently achieved by combining these par-
tial measurements using different strategies in-
cluding machine learning techniques (Comelles et
al., 2012; Giménez and Màrquez, 2010b; Guzmán
et al., 2014; Yu et al., 2015). However, none of the
above approaches explicitly addresses the fluency
of the MT output.

Predicting MT quality with respect to the target
language norms has been investigated in a differ-
ent evaluation scenario, when human translations
are not available as benchmark. This task, referred
to as confidence or quality estimation, is aimed at
MT systems in use and therefore has no access to
reference translations (Specia et al., 2010).

Quality estimation can be performed at different
levels of granularity. Sentence-level quality esti-
mation (Specia et al., 2009; Blatz et al., 2004) is
addressed as a supervised machine learning task
using a variety of algorithms to induce models
from examples of MT sentences annotated with
quality labels. In the word-level variant of this
task, each word in the MT output is to be judged
as correct or incorrect (Luong et al., 2015; Bach et
al., 2011), or labelled for a specific error type.

Research in the field of quality estimation is fo-
cused on the design of features and the selection
of appropriate learning schemes to predict transla-
tion quality, using source sentences, MT outputs,
internal MT system information and source and
target language corpora. In particular, features
that measure the probability of the MT output
with respect to a target LM, thus capturing trans-
lation fluency, have demonstrated highly compet-
itive performance in a variety of settings (Shah et

al., 2013).
Both translation evaluation and quality estima-

tion aim to evaluate MT quality. Surprisingly,
there have been very few attempts at joining the
insights from these two related tasks. A notable
exception is the work by Specia and Giménez
(2010), who explore the combination of a large
set of quality estimation features extracted from
the source sentence and the candidate translation,
as well as the source-candidate alignment infor-
mation, with a set of 52 MT evaluation met-
rics from the Asiya Toolkit (Giménez and
Màrquez, 2010a). They report a significant im-
provement over the reference-based evaluation
systems on the task of predicting human post-
editing effort. We follow this line of research by
focusing specifically on integrating fluency infor-
mation into reference-based evaluation.

3 UPF-Cobalt Review

UPF-Cobalt1 is an alignment-based evaluation
metric. Following the strategy introduced by the
well known Meteor (Denkowski and Lavie, 2014),
UPF-Cobalt’s score is based on the number of
aligned words with different levels of lexical sim-
ilarity. The most important feature of the metric
is a syntactically informed context penalty aimed
at penalizing the matches of similar words that
play different roles in the candidate and reference
sentences. The metric has achieved highly com-
petitive results on the data from previous WMT
tasks, showing that the context penalty allows to
better discriminate between acceptable candidate-
reference differences and the differences incurred
by MT errors (Fomicheva et al., 2015b). Below we
briefly review the main components of the metric.
For a detailed description of the metric the reader
is referred to (Fomicheva and Bel, 2016).

3.1 Alignment

The alignment module of UPF-Cobalt builds on
an existing system – Monolingual Word Aligner
(MWA), which has been shown to significantly
outperform state-of-the-art results for monolin-
gual alignment (Sultan et al., 2014). We in-
crease the coverage of the aligner by compar-
ing distributed word representations as an ad-
ditional source of lexical similarity information,

1The metric is freely available for download at
https://github.com/amalinovskiy/
upf-cobalt.
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which allows to detect cases of quasi-synonyms
(Fomicheva and Bel, 2016).

3.2 Scoring

UPF-Cobalt’s sentence-level score is a weighted
combination of precision and recall over the sum
of the individual scores computed for each pair of
aligned words. The word-level score for a pair of
aligned words (t, r) in the candidate and reference
translations is based on their lexical similarity
(LexSim) and a context penalty which measures
the difference in their syntactic contexts (CP ):

score(t, r) = LexSim(t, r)− CP (t, r)

Lexical similarity is defined based on the type
of lexical match (exact match, stem match, syn-
onyms, etc.)2 (Denkowski and Lavie, 2014). The
crucial component of the metric is the context
penalty, which is applied at word-level to iden-
tify the cases where the words are aligned (i.e.
lexically similar) but play different roles in the
candidate and reference translations and therefore
should contribute less to the sentence-level score.
Thus, for each pair of aligned words, the words
that constitute their syntactic contexts are com-
pared. The syntactic context of a word is defined
as its head and dependent nodes in a dependency
graph. The context penalty (CP ) is computed as
follows:

CP (t, r) =

∑
1..i w(C

∗
i )∑

1..i w(Ci)
× ln

(∑

1..i

w(Ci) + 1

)

where w refers to the weights that reflect the rel-
ative importance of the dependency functions of
the context words, C refers to the words that be-
long to the syntactic context of the word r and
C∗
i refers to the context words that are not equiv-

alent.3 For the words to be equivalent two con-
ditions are required to be met: a) they must be
aligned and b) they must be found in the same
or equivalent syntactic relation with the word r.
The context penalty is calculated for both candi-
date and reference words. The metric computes
an average between reference-side context penalty
and candidate-side context penalty for each word

2Specifically, the values for different types of lexical sim-
ilarity are: same word forms - 1.0, lemmatizing or stemming
- 0.9, WordNet synsets - 0.8, paraphrase database - 0.6 and
distributional similarity - 0.5.

3The weights w are: argument/complement functions -
1.0, modifier functions - 0.8 and specifier/auxiliary functions
- 0.2.

pair. The sentence-level average can be obtained
in a straightforward way from the word-level val-
ues (we use it as a feature in the decomposed ver-
sion of the metric below).

4 Approach

In this paper we learn an evaluation metric that
combines a series of adequacy-oriented features
extracted from the reference-based metric UPF-
Cobalt with various features intended to focus on
translation fluency. This section first describes
the metric-based features used in our experiments
and then the selection and design of our fluency-
oriented features.

4.1 Adequacy-oriented Features
UPF-Cobalt incorporates in a single score various
distinct MT characteristics (lexical choice, word
order, grammar issues, such as wrong word forms
or wrong choice of function words, etc.). We
note that these components can be related, to a
certain extent, to the aspects of translation qual-
ity being discussed in this paper. The syntactic
context penalty of UPF-Cobalt is affected by the
well-formedness of the MT output, and may re-
flect, although indirectly, grammaticality and flu-
ency, whereas the proportion of aligned words de-
pends on the correct lexical choice.

Using the components of the metric instead of
the scores yields a more fine-grained representa-
tion of the MT output. We explore this idea in our
experiments by designing a decomposed version
of UPF-Cobalt. More specifically, we use 48 fea-
tures (grouped below for space reasons):

• Percentage and number of aligned words in
the candidate and reference translations
• Percentage and number of aligned words

with different levels of lexical similarity in
the candidate and reference translations
• Percentage and number of aligned function

and content words in the candidate and ref-
erence translations
• Minimum, maximum and average context

penalty
• Percentage and number of words with high

context penalty4

• Number of words in the candidate and refer-
ence translations

4These are words with the context penalty value higher
than the average computed on the training set used in our
experiments.
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4.2 Fluency-oriented Features
We suggest that the fluency aspect of transla-
tion quality has been overlooked in the reference-
based MT evaluation. Even though syntactically-
informed metrics capture structural differences
and are, therefore, assumed to account for gram-
matical errors, we note that the distinction be-
tween adequacy and fluency is not limited to gram-
matical issues and thus exists at all linguistic lev-
els. For instance, at lexical level, the choice of
a particular word or expression may be similar in
meaning to the one present in the reference (ad-
equacy), but awkward or even erroneous if con-
sidered in the context of the norms of the target
language use. Conversely, due to the variability
of linguistic expression, neither lexical nor syntac-
tic differences from a particular human translation
imply ill-formedness of the MT output.

Sentence fluency can be described in terms of
the frequencies of the words with respect to a
target LM. Here, in addition to the LM-based
features that have been shown to perform well
for sentence-level quality estimation (Shah et al.,
2013), we introduce more complex features de-
rived from word-level n-gram statistics. Besides
the word-based representation, we rely on Part-of-
Speech (PoS) tags. As suggested by (Felice and
Specia, 2012), morphosyntactic information can
be a good indicator of ill-formedness in MT out-
puts.

First, we select 16 simple sentence-level fea-
tures from previous work (Felice and Specia,
2012; Specia et al., 2010), summarized below.

• Number of words in the candidate translation
• LM probability and perplexity of the candi-

date translation
• LM probability of the candidate translation

with respect to an LM trained on a corpus of
PoS tags of words
• Percentage and number of content/function

words
• Percentage and number of verbs, nouns and

adjectives

Essentially, these features average LM proba-
bilities of the words to obtain a sentence-level
measurement. While being indeed predictive of
sentence-level translation fluency, they are not rep-
resentative of the number and scale of the disfluent
fragments contained in the MT sentence. More-
over, if an ill-formed translation contains various

word combinations that have very high probabil-
ity according to the LM, the overall sentence-level
LM score may be misleading.

To overcome the above limitations, we use
word-level n-gram frequency measurements and
design various features to extend them to the sen-
tence level in a more informative way. We rely on
LM backoff behaviour, as defined in (Raybaud et
al., 2011). LM backoff behaviour is a score as-
signed to the word according to how many times
the target LM had to back-off in order to assign
a probability to the word sequence. The intuition
behind is that an n-gram not found in the LM can
indicate a translation error. Specifically, the back-
off behaviour value b(wi) for a wordwi in position
i of a sentence is defined as:

b(wi) =





7, if wi−2, wi−1, wi exists in the model
6, if wi−2, wi−1and wi−1, wi both exist

in the model
5, if only wi−1, wi exists in the model
4, if only wi−2, wi−1and wi exist

separately in the model
3, if wi−1and wi both exist

in the model
2, if only wi exists in the model
1, if wi is an out-of-vocabulary word

We compute this score for each word in the MT
output and then use the mean, median, mode, min-
imum and maximum of the backoff behaviour val-
ues as separate sentence-level features. Also, we
calculate the percentage and number of words with
low backoff behaviour values (< 5) to approxi-
mate the number of fluency errors in the MT out-
put.

Furthermore, we introduce a separate feature
that counts the words with a backoff behaviour
value of 1, i.e. the number of out-of-vocabulary
(OOV) words. OOV words are indicative of the
cases when source words are left untranslated in
the MT. Intuitively, this should be a strong indica-
tor of low MT quality.

Finally, we note that UPF-Cobalt, not unlike
the majority of reference-based metrics, lacks in-
formation regarding the MT words that are not
aligned or matched to any reference word. Such
fragments do not necessarily constitute an MT er-
ror, but may be due to acceptable linguistic varia-
tions. Collecting fluency information specifically
for these fragments may help to distinguish ac-
ceptable variation from MT errors. If a candi-
date word or phrase is absent from the reference
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but is fluent in the target language, then the dif-
ference is possibly not indicative of an error and
should be penalized less. Based on this observa-
tion, we introduce a separate set of features that
compute the word-level measurements discussed
above only for the words that are not aligned to
the reference translation.

This results in 49 additional features, grouped
here for space reasons:

• Summary statistics of the LM backoff be-
haviour (word and PoS-tag LM)
• Summary statistics of the LM backoff be-

haviour for non-aligned words only (word
and PoS tag LM)
• Percentage and number of words with low

backoff behaviour value (word and PoS tag
LM)
• Percentage and number of non-aligned words

with low backoff behaviour value (word and
PoS tag LM)
• Percentage and number of OOV words
• Percentage and number of non-aligned OOV

words

5 Experimental Setup

For our experiments, we use the data available
from the WMT14 and WMT15 Metrics Tasks for
into-English translation directions. The datasets
consist of source texts, human reference transla-
tions and the outputs from the participating MT
systems for different language pairs. During man-
ual evaluation, for each source sentence the anno-
tators are presented with its human translation and
the outputs of a random sample of five MT sys-
tems, and asked to rank the MT outputs from best
to worst (ties are allowed). Pairwise system com-
parisons are then obtained from this compact an-
notation. Details on the WMT data for each lan-
guage pair are given in Table 1.

WMT14 WMT15
LP Rank Sys Src Rank Sys Src
Cs-En 21,130 5 3,003 85,877 16 2,656
De-En 25,260 13 3,003 40,535 13 2,169
Fr-En 26,090 8 3,003 29,770 7 1,500
Ru-En 34,460 13 3,003 44,539 13 2,818
Hi-En 20,900 9 2,507 - - -
Fi-En - - - 31,577 14 1,370

Table 1: Number of pairwise comparisons (Rank),
translation systems (Sys) and source sentences
(Src) per language pair for the WMT14 and
WMT15 datasets

In our work we focus on sentence-level met-
rics’ performance, which is assessed by convert-
ing metrics’ scores to ranks and comparing them
to the human judgements with Kendall rank cor-
relation coefficient (τ ). We use the WMT14 offi-
cial Kendall’s Tau implementation (Macháček and
Bojar, 2014). Following the standard practice at
WMT and to make our work comparable to the
official metrics submitted to the task, we exclude
ties in human judgments both for training and for
testing our system.

Our model is a simple linear interpolation of
the features presented in the previous sections.
For tuning the weights, we use the learn-to-rank
approach (Burges et al., 2005), which has been
successfully applied in similar settings in previ-
ous work (Guzmán et al., 2014; Stanojevic and
Sima’an, 2015). We use a standard implemen-
tation of Logistic Regression algorithm from the
Python toolkit scikit-learn5. The model is
trained on WMT14 dataset and tested on WMT15
dataset.

For the extraction of word-level backoff be-
haviour values and sentence-level fluency features,
we use Quest++6, an open source tool for qual-
ity estimation (Specia et al., 2015). We employ the
LM used to build the baseline system for WMT15
Quality Estimation Task (Bojar et al., 2015).7

This LM provided was trained on data from the
WMT12 translation task (a combination of news
and Europarl data) and thus matches the domain of
the dataset we use in our experiments. PoS tagging
was performed with TreeTagger (Schmid, 1999).

6 Experimental Results

Table 2 summarizes the results of our experiments.
Group I presents the results achieved by UPF-
Cobalt and its decomposed version described in
Section 4.1. Contrary to our expectations, the per-
formance is slightly degraded when using the met-
rics’ components (UPF-Cobaltcomp). Our intuition
is that this happens due to the sparseness of the
features based on the counts of different types of
lexical matches.

Group II reports the performance of the fluency
features presented in Section 4.2. First of all, we
note that these features on their own (FeaturesF)

5http://scikit-learn.org/
6https://github.com/ghpaetzold/

questplusplus
7http://www.statmt.org/wmt15/

quality-estimation-task.html.
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Metric cs-en de-en fi-en fr-en ru-en Avg τ
I UPF-Cobalt .457±.011 .427±.011 .437±.011 .386±.011 .402±.011 .422±.011

UPF-Cobaltcomp .442±.011 .418±.011 .428±.011 .387±.011 .388±.011 .413±.012
II FeaturesF .373±.011 .337±.011 .359±.011 .267±.011 .263±.011 .320±.011

CobaltFsimple .487±.011 .445±.011 .455±.011 .401±.011 .395±.011 .437±.012
CobaltFcomp .481±.011 .438±.011 .464±.011 .403±.011 .395±.011 .436±.011

MetricsF .502±.011 .457±.011 .450±.011 .413±.011 .410±.011 .447±.011
III DPMFcomb .495±.011 .482±.011 .445±.011 .395±.011 .418±.011 .447±.011

BEER Treepel .471±.011 .447±.011 .438±.011 .389±.011 .403±.011 .429±.011
RATATOUILLE .472±.011 .441±.011 .421±.011 .398±.011 .393±.011 .425±.010

IV BLEU .391±.011 .360±.011 .308±.011 .358±.011 .329±.011 .349±.011
Meteor .439±.011 .422±.011 .406±.011 .380±.011 .386±.011 .407±.012

Table 2: Sentence-level evaluation results for WMT15 dataset in terms of Kendall rank correlation coef-
ficient (τ )

achieve a reasonable correlation with human judg-
ments, showing that fluency information is often
sufficient to compare the quality of two candidate
translations. Secondly, fluency features yield a
significant improvement when used together with
the metrics’ score (CobaltFsimple) or with the com-
ponents of the metric (CobaltFcomp). We further
boost the performance by combining the scores of
the metrics BLEU, Meteor and UPF-Cobalt with
our fluency features (MetricsF).

The results demonstrate that fluency features
provide useful information regarding the overall
translation quality, which is not fully captured
by the standard candidate-reference comparison.
These features are discriminative when the rela-
tionship to the reference does not provide enough
information to distinguish between the quality of
two alternative candidate translations. For exam-
ple, it may well be the case that both MT outputs
are very different from human reference, but one
constitutes a valid alternative translation, while the
other is totally unacceptable.

Finally, Groups III and VI contain the results
of the best-performing evaluation systems from
the WMT15 Metrics Task, as well as the baseline
BLEU metric (Papineni et al., 2002) and a strong
competitor, Meteor (Denkowski and Lavie, 2014),
which we reproduce here for the sake of compar-
ison. DPMFComb (Yu et al., 2015) and RATA-
TOUILLE (Marie and Apidianaki, 2015) use a
learnt combination of the scores from different
evaluation metrics, while BEER Treepel (Stanoje-
vic and Sima’an, 2015) combines word matching,
word order and syntax-level features. We note that
the number and complexity of the metrics used in
the above approaches is quite high. For instance,
DPMFComb is based on 72 separate evaluation
systems, including the resource-heavy linguistic

metrics from the Asiya Toolkit (Giménez and
Màrquez, 2010a).

7 Conclusions

The performance of reference-based MT evalua-
tion metrics is limited by the fact that dissimilari-
ties from a particular human translation do not al-
ways indicate bad MT quality. In this paper we
proposed to amend this issue by integrating trans-
lation fluency in the evaluation. This aspect deter-
mines how well a translated text conforms to the
linguistic regularities of the target language and
constitutes a strong predictor of the overall MT
quality.

In addition to the LM-based features developed
in the field of quality estimation, we designed a
more fine-grained representation of translation flu-
ency, which in combination with our reference-
based evaluation metric UPF-Cobalt yields a
highly competitive performance for the prediction
of pairwise preference judgments. The results of
our experiments thus confirm that the integration
of features intended to address translation fluency
improves reference-based MT evaluation.

In the future we plan to investigate the perfor-
mance of fluency features for the modelling of
other types of manual evaluation, such as absolute
scoring.
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Jesús Giménez and Lluı́s Màrquez. 2010b. Linguistic
Measures for Automatic Machine Translation Eval-
uation. Machine Translation, 24(3):209–240.

Francisco Guzmán, Shafiq Joty, Lluı́s Màrquez, and
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Abstract

We present DTED, a submission to the
WMT 2016 Metrics Task using struc-
tural information generated by depen-
dency parsing and evaluated using tree edit
distances. In this paper we apply this sys-
tem to translations produced during WMT
2015, and compare our scores with human
rankings from that year. We find moder-
ate correlations, despite the human judge-
ments being based on all aspects of the
sentences while our metric is based only
on word order.

1 Introduction

In the ever-growing field of translation metrics, a
number of systems exist which attempt to provide
an overall rating for a sentence. Most of these
use one or more reference translations produced
by a human as a gold standard. One of the earliest
examples of such a metric may be BLEU (Pap-
ineni et al., 2002), using an adapted version of the
well-known principle of Precision. More recently,
NIST (Doddington, 2002) and Meteor (Lavie and
Agarwal, 2007) have used n-gram analysis to pro-
vide similar heuristics, and many other techniques
have been proposed (Dahlmeier et al., 2011; Ga-
mon et al., 2005).

These metrics are useful when making high-
level comparisons between several machine trans-
lation systems, but they offer very limited insight
into the linguistic workings of the machine trans-
lation process. They can be used in automatic
processes such as training systems through hill-
climbing iterations, or as broad descriptions of a
system’s overall quality. It is however difficult to
use this kind of score to gain more precise insights
into a system’s features; for example, different
tasks may have different priorities for which er-

rors are least desirable. Deeper analysis might also
be able to pinpoint specific areas of improvement
within a system. With these and other goals in
mind, granular metrics have been created to eval-
uate individual aspects of the translated output in
isolation (Zeman et al., 2011; Popović, 2011).

When developing such granular metrics, the
question of which linguistic aspects of translations
to focus on is far from trivial. While there has been
much related discussion in the professional and
educational spheres of the factors which can af-
fect understanding of a given translation, the aca-
demic sphere has been less prolific. Nonetheless,
a widely-used taxonomy on the distinct problem
types which can be observed has been produced
by Vilar et al. (2006), while Birch et al. (2008) in-
vestigated those which most affect overall under-
standing of a translation.

One of the prime factors identified by Birch
et al. (2008) was word order, and metrics have
been produced since then which focus on this fac-
tor (Talbot et al., 2011; Birch et al., 2010). These
metrics apply various techniques, but most are
based on the concept of comparing individual sub-
strings of a source and reference sentence. While
these techniques allow lightweight algorithms to
produce rough scores, they ignore how the struc-
ture of a sentence can dramatically affect the im-
pact of a mistake in ordering. For example, the
mistake in the hypothesis of sentence 1 of Table
1 is much less significant than that of sentence 2,
despite the latter being closer in a ‘flat’ judgement.

In an attempt to mitigate these problems, though
without the explicit goal of focusing on word or-
der, some work has been done using structural
evaluation of sentences through dependency pars-
ing (Gaifman, 1965). These systems either focus
on applying BLEU-style n-gram matching to a tree
context (Liu and Gildea, 2005; Owczarzak et al.,
2007) or focus on specific relationships between
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Reference Hypothesis
1 I spoke to him there. I spoke there to him.
2 She let it be and left. She let it and be left.

Table 1: Example word order errors

and groupings of nodes in the trees and compare
those features between hypothesis and reference
trees to produce holistic judgements (Habash and
Elkholy, 2008; Yu et al., 2014).

The approach of our system, named DTED
(Dependency-based Tree Edit Distance), differs
from existing word order literature by including
dependency structures, but adds to the body of
dependency-based work by focusing on node or-
der rather than attempting to give an overall score.
We work on complete dependency trees, rather
than specific subsections, to produce an edit dis-
tance between the hypothesis and reference trees.

A tree edit distance is a count of the actions re-
quired to convert one ordered tree into another. In
the manner of Levenshtein distances (Levenshtein,
1965) and Word Error Rate (Nießen et al., 2000),
these actions are limited to Renaming, Deleting an
existing node, or Inserting a new one. A num-
ber of variants on this model have been proposed,
many attempting to improve the efficiency of the
algorithm when applied in large-scale or high-
throughput areas (Bille, 2005). The algorithm we
have implemented is an extension of that proposed
by Demaine et al. (2009), which is worst-case op-
timal, running in O(n3) time where n is the num-
ber of words in the shorter sentence.

Its output is thus a count of required modifica-
tions, which is in turn converted to a normalised
score between 0 and 1. This is coupled with a
weighting, indicating when aggregating scores to
a system level what proportion of nodes were indi-
cated as aligned by a preprocessing step. Our as-
sumption is that the position of an aligned word is
more reliable than an unaligned one, so when cal-
culating corpus-wide scores we should dispropor-
tionately consider the information of those with
many aligned words.

Our algorithm thus requires nothing more than
the source and reference pairs, plus tools to calcu-
late alignments and dependency trees for the cho-
sen target language. We have used English, but
the methodology would be easily applicable to any
other target language for which these two compo-
nents exist.

2 Related Work

2.1 Holistic metrics
Word Error Rate (Nießen et al., 2000) uses
an approach closely linked to Levenshtein dis-
tances (Levenshtein, 1965), producing a straight-
forward count of the number of insertions, dele-
tions and substitutions needed to convert the hy-
pothesis into a given reference. The Position-
Independent Error Rate (Tillmann et al., 1997)
performs similar calculations without considering
word ordering. More recently, Translation Error
Rate (Snover et al., 2006) allows ‘phrase shifting’
of word groups together, while CDer (Leusch et
al., 2006) places higher priority and level of detail
on block movement calculations.

BLEU (Papineni et al., 2002) on the other hand
has achieved success by directly comparing n-
grams between the two sentences: it calculates a
geometric mean of n-gram precisions and applies
a penalty for short sentences.

A more recent and substantial metric, Me-
teor (Lavie and Agarwal, 2007), first applies the
parameterised harmonic mean of the Precision and
Recall (Rijsbergen, 1979), which measures the
correctness of the individual word choices in the
hypothesis sentence. It includes a second step,
taking into account the ordering of those words.
It does this by ‘chunking’ the sentences, finding
the smallest number of groups of aligned words
such that each contains words which are both ad-
jacent and identical in both hypothesis and refer-
ence sentences. The ratio of the chunk count to
the total number of aligned words represents the
‘goodness’ of the ordering, and is then multiplied
with the original harmonic mean to produce a final
score.

2.2 Unstructured word order systems
The standalone nature of the second phase of Me-
teor’s pipeline means that we can use it in isolation
and consider it an existing metric for word order.
We have thus modified Meteor trivially to ignore
the initial harmonic mean and produce only a frag-
mentation score; results for both this and the off-
the-shelf system are reported in section 4.

Talbot et al. (2011) use a similar technique to
Meteor-Frag, basing its results on the number of
chunks of contiguous words aligned by a human
annotator. Birch et al. (2010) provide a different
approach to the problem, representing word order
as mathematical permutations and counting indi-
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vidual disagreements in order, and transformations
required to convert one sentence into another, in a
number of ways. They ignore all features of a text
other than word order of aligned nodes, to produce
a mathematically pure model, but sacrifice some
of the less vital – but still useful – information
represented by unaligned nodes and inter-word se-
mantic relationships.

Contrary to the above metrics’ focus on word
order in isolation, two tools have been designed
to provide a simple approximation of several error
categories at once. Both Addicter (Zeman et al.,
2011) and Hjerson (Popović, 2011) use compar-
isons of aligned words to provide a quick analysis
of missing, unexpected and moved nodes.

2.3 Dependency-structured systems

While the above metrics all apply to n-grams or
other unstructured representations of data, a num-
ber of proposals exist of metrics which use de-
pendency parsing to represent sentence structure.
Liu and Gildea (2005) improved on the base con-
cept behind BLEU to calculate headword chain
precision for unlabelled dependency trees, while
Owczarzak et al. (2007) extend this to use labelled
dependencies.

Habash and Elkholy (2008) use a different ap-
proach to dependency trees, merging n-gram pre-
cision subscores calculated similarly to BLEU
with ‘span-extended structural bigram precision
subscores’, using two methods to compare similar-
ities between surface (flat) distances for different
pairs of adjacent nodes. Yu et al. (2014) use a dif-
ferent approach again, considering only the refer-
ence trees’ structural elements and observing, for
a variety of structural segments which they con-
sider most relevant, whether the hypothesis sen-
tences contain the same words as those segments
in the same order.

3 Metric design

3.1 Phase 1: parsing

In order to best represent the structure of the sen-
tences we follow past examples and parse them
into dependency trees. Dependency parsing has
become recognised as providing a good balance
between deep semantic analysis and simplicity
of parsing procedure. First devised by Gaifman
(1965), it uses a simplified semantic role analysis
to link words by their dependency relations, pro-
viding a bare-bones structural description of the

sentences, which can then be compared.
We used the dependency parsing framework

provided by Python’s NLTK toolkit (Bird, 2006).
This in turn wraps around the Java-implemented
Malt parser (Nivre, 2003).

3.2 Phase 2: tree edit

In order to produce a measure of the correctness
of word order given the structural representations
produced by dependency parsing, we now need to
compare the structures. To do this, we use a tree
edit distance algorithm, as originally put forward
by Zhang and Shasha (1989). The principle be-
hind a tree edit distance is to count the number
of delete, insert and/or match (substitution) oper-
ations needed to turn one tree into another. In the
version we use (Demaine et al., 2009), the ‘insert’
operation, whereby a node is created in one tree X
to correspond to a node in tree Y , is simply repre-
sented by a ‘delete’ of the corresponding node in
tree Y .

The most straightforward way of executing a
tree edit distance is simply to give equal weight-
ing to all operations on all nodes. This gives us
a simple measure of the structural similarity of
the two trees: two identical trees will have the
minimum cost, namely one ’match’ operation per
node, while any sub-optimally placed nodes will
need to be deleted and inserted elsewhere, cost-
ing 2 actions each. While other variants of DTED
are available, this version - labelled ‘Pure’ in sec-
tion 4 - has been used for both WMT2015 and
WMT2016.

3.3 Phase 3: normalisation

The tree edit distance produced by the previous
stage represents actions required to convert one
tree into the other. We apply a simple formula to
convert this count to a normalised score between
0 and 1: a more intuitive and comparable value
when dealing with larger numbers of sentences.
This is done slightly differently depending on the
variant of DTED being used, but the score calcu-
lated by the Pure version for a given sentence pair
s, with hypothesis of length nH and reference of
length nR, is very simple. Having determined that
dist actions need to be performed across the trees,
we say that:

scores = 1− dist

nH + nR
(1)
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Hypothesis
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began

career

of
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malkki
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ms

a

as

cellist

career
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Figure 1: Sample parsed dependency trees.
Matching colours show alignment between nodes.

Reference Hypothesis
Deleted ms

cellist
a

cellist

Matched began
the
of
malkki
.
career

started
malkki
career
her
.
as

Table 2: Edit operations calculated by DTED for
sentences shown in Figure 1.

3.4 Variants

While we have implemented a number of variants
of DTED, for WMT 2015 and WMT 2016 we use
only the ‘Pure’ version which processes only the
structure of the sentences while ignoring other in-
formation such as word alignments. DTED has
been run on two types of input. First, we have run
each version on normal dependency trees, leverag-
ing the full structural information available. For
comparison, we have also run each on flattened
trees from which the structural information has
been removed. This is done in a preprocessing
step by artificially forcing each node to be the only
child of its predecessor. This version is intended to
nullify the structural advantage given by the rest of
the system, to provide a baseline for comparison.

With the ‘pure’ version of DTED, the modifica-
tions shown in Table 2 are calculated.

3.5 Result aggregation

Combining individual sentence scores to an over-
all system-level result is done in two ways. The
straightforward way is to simply take an arithmetic
mean of all sentence scores, indicated in table 4 as
unweighted or not W. This gives a total score for

corpus c containing N sentences as:

unweightedc =

∑
s scores
N

(2)

Additionally, to investigate the importance of
the aligned words in our sentence, we produce
a version which assigns each sentence a weight
equal to the proportion of nodes aligned in the sen-
tence. With na aligned nodes and nna unaligned
nodes, the weight for sentence s for the Weighted
version of DTED (W in table 4) is calculated as:

weights =
na

na + nna
(3)

For an individual sentence the score and weight
can be viewed separately, while overall values for
a corpus are calculated as:

weightedc =

∑
s(scores × weights)∑

sweights
(4)

3.6 Example
Figure 1 shows dependency trees for the following
sentences which occur in the WMT 2015 corpus.
All pairs of words shared by both sentences are
aligned, as are ‘started’ and ‘began’.
Hyp: The cellist of Malkki began career.
Ref: Ms Malkki started her career as a cellist.

This comes to a total of 4 Delete operations and
6 Match operations, resulting in a total matching
dist of 10. With the hypothesis tree containing
nH = 7 nodes and the reference containing nR =
9, we can normalise this (as per equation 1) to:

scores = 1− 10

7 + 9
= 0.375

Finally, we may optionally consider a weighting
for the sentence as per equation 3.

weights =
10

10 + 6
= 0.625

This weighting indicates that we consider our
low rating of the sentence partially trustworthy
relative to others in the corpus.

4 Results & Discussion

4.1 Setup & Evaluation
DTED has been run on sentences provided for the
2015 (Bojar et al., 2015) and 2016 Workshops
on Statistical Machine Translation. The results
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Metric cs-en de-en fi-en fr-en ru-en all
BLEU 0.989 0.836 0.920 0.970 0.643 0.622
WER 0.913 0.813 0.794 0.972 0.700 0.524
TER 0.929 0.822 0.846 0.975 0.712 0.563
PER 0.980 0.764 0.858 0.967 0.753 0.670

CDER 0.955 0.813 0.944 0.981 0.762 0.561
Meteor 0.984 0.934 0.961 0.968 0.877 0.647

Table 3: System-level correlations of holistic metrics with normalised human rankings

Metric Version W F cs-en de-en fi-en fr-en ru-en all
Meteor Frag - - 0.905 0.853 0.941 0.927 0.781 0.615
DTED Pure X X 0.974 0.877 0.841 0.993 0.824 0.522
DTED Pure X X 0.964 0.542 0.867 0.729 0.431 0.461
DTED Pure X X 0.975 0.872 0.814 0.992 0.822 0.522
DTED Pure X X 0.963 0.507 0.886 0.476 0.337 0.445

Table 4: System-level correlations of word order metrics with normalised human rankings

for 2015 data are provided in this paper, while
for 2016 the reader is referred to the Findings of
the 2016 Workshop on Machine Translation. For
the latter, DTED uses unflattened trees, without
weighting by aligned nodes. Sentences from all
available into-English corpora were used, but only
segments for which corresponding human judge-
ments were available. The number of individual
systems for each language pair, and the count of
sentences within each, are given in table 5.

Human judgements during the Workshop were
given as rankings between up to 5 systems, with
ties allowed. We have normalised these ranks into
scores out of 1: for example, a rank of 3 between
five systems is converted to 0.5, reflecting that an
equal number of systems were preferred to it as
were considered less good, while a system ranked
best would achieve a perfect score of 1.

It should be noted that while DTED is intended
to evaluate word order in isolation, rankings at
WMT were based on all features of the sentences.
As no data of sufficient quantity and quality was
available for human judgements specifically of
word order, we have used the holistic data. As
such, we do not expect cutting-edge correlational
values for this data; instead, such comparisons are
provided for two separate reasons.

First, as word order is clearly involved in some
non-trivial way in human judgements, we can as-
sume that holistic ranks contain an implicit word
order component. A limited level of similarity
between human judgements and DTED is thus to

be expected, as they are at least partially measur-
ing the same phenomenon. In addition, while the
DTED algorithm is intended to measure word or-
der alone, the structure and alignment of the trees
we use may themselves depend on other factors.
For example, a badly chosen word may occupy
a different role in its sentence than the reference
choice would, resulting in an unpredictable change
in the actions needed to correct it.

Second, if we assume DTED’s results to be suc-
cessfully representative of a sentence’s word or-
der quality and human judgements to contain a
word order component, the level of correlation can
begin to quantify the significance of word order
within the overall judgement. In the ideal theoret-
ical case where DTED perfectly simulated human
intuition on word order, such correlational coef-
ficients would give direct insight into the signif-
icance of that intuition to overall quality judge-
ments.

4.2 Ratings

We have performed analysis on two types of met-
ric: holistic and word order specific. Table 3 com-
pares human judgements to those produced by a
number of well-known and widely used baseline
metrics, while table 4 shows the same values for
metrics designed specifically for word order. In
both tables, the highest score for each corpus is
highlighted.

Meteor’s fragmentation-only subsystem (see
section 2.2) is included in the latter table, while
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cs-en de-en fi-en fr-en ru-en all
Num. systems 7 13 14 6 13 53

Total sentences 909 692 510 815 782 3708

Table 5: Sizes of corpora used for all empirical calculations, all produced during WMT 2015

the version of Meteor in the former is a stan-
dard off-the-shelf installation. For DTED, the W
column indicates whether sentences were consid-
ered equally when aggregating, or were Weighted
based on aligned word content as per section 3.5.
Results run on Flattened trees (section 3.4) are in-
dicated by the column F.

All scores except those for DTED and Meteor
were calculated using implementations of the met-
rics provided with the well-known open-source
system Moses (Koehn et al., 2007). In all cases,
the numbers shown are Pearson correlation coef-
ficients between the output of the given metric at
the system level and the normalised human judge-
ments provided at WMT 2015.

4.3 Discussion

The main trend we can see from tables 3 and 4 is
that for the versions of DTED with the highest cor-
relation values to human judgement, those values
are similar to, if marginally lower than, the scores
of the baseline metrics. To represent this trend,
the unflattened version of DTED (irrespective of
weighting) has an overall correlation almost ex-
actly the same as the baseline metric WER which
performed the most poorly.

While the correlations of DTED versions are
thus fairly encouraging when compared to those of
other metrics, they are also interesting when com-
pared to each other. An almost universal trend is
that when applied on flattened trees DTED was
significantly less effective in predicting human
judgements. This strongly indicates that we have
succeeded in leveraging the structural information
in the non-flattened dependency trees and used the
information to good purpose in a similar way to a
human.

It should be noted that weighting the sentences
according to the proportion of aligned nodes pro-
vided a boost to correlations, albeit an extremely
small one.

5 Conclusions & Future Work

DTED represents the first work we know of which
uses tree edit distances to incorporate structure

into the evaluation of machine translation word or-
der. Our results suggest that this approach, while
not as holistically accurate as metrics designed
for that purpose, nonetheless provides scores with
non-trivial similarities to human ratings. This sug-
gests that our metric does indeed measure a sig-
nificant component of humans’ intuition on sen-
tence quality for English. While not a conclusion
that can be drawn from the empirical results as
such, we feel confident that our metric does pri-
marily evaluate word order as opposed to other
factors such as word choice. Taking these two as-
sumptions together, we can say that a significant
component of humans’ sentence-quality intuition
is based on the order of words.

Though the statement that word order accounts
for a large part of humans’ quality judgements is
highly interesting, it would be worthwhile to in-
vestigate the relationship more directly. An ob-
vious way to produce results more tailored to
it would be to obtain human judgements based
solely and explicitly on word order. Such judge-
ments would also allow us to more appropriately
evaluate the more alignment-focused versions of
DTED: while in the experiments we have per-
formed on WMT judgements these have done less
well, this may simply be because these variants are
intended to more precisely focus on word order.
An increase in such precision will necessarily re-
sult in less broad scores and thus lower correlation
with the broad-scope judgements available.

While tree edit distance leverages much of the
information contained in structural representations
of sentences, it fails to account for the distances
through which nodes must be moved. We thus
intend to consider models more akin to gradual
movement than disparate operations, such as those
related to the concept of inversion numbers (Con-
lon et al., 1999). A further avenue of investigation
would be whether the structural and order-specific
functionality of a tree edit distance could be ap-
proximated or reproduced by a more lightweight
algorithm.
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Abstract

Character n-gram F-score (CHRF) is
shown to correlate very well with hu-
man rankings of different machine trans-
lation outputs, especially for morphologi-
cally rich target languages. However, only
two versions have been explored so far,
namely CHRF1 (standard F-score, β = 1)
and CHRF3 (β = 3), both with uniform
n-gram weights. In this work, we inves-
tigated CHRF in more details, namely β
parameters in range from 1/6 to 6, and
we found out that CHRF2 is the most
promising version. Then we investigated
different n-gram weights for CHRF2 and
found out that the uniform weights are
the best option. Apart from this, CHRF
scores were systematically compared with
WORDF scores, and a preliminary experi-
ment carried out on small amount of data
with direct human scores indicates that the
main advantage of CHRF is that it does not
penalise too hard acceptable variations in
high quality translations.

1 Introduction

Recent investigations (Popović, 2015; Stanojević
et al., 2015) have shown that the character n-gram
F-score (CHRF) represents a very promising eval-
uation metric for machine translation, especially
for morphologically rich target languages – it is
simple, it does not require any additional tools
or information, it is language independent and to-
kenisation independent, and it correlates very well
with human rankings. However, only two ver-
sions of this score have been investigated so far:
standard F-score CHRF1 where β = 1, i.e. preci-
sion and recall have the same weight, as well as
CHRF3, where recall has three times more weight.

In this work, we systematically investigate β
parameters: standard version (β = 1), five β val-
ues favorising recall (2,3,4,5,6) and five β values
favorising precision (1/2, 1/3, 1/4, 1/5 and 1/6).
In addition, we also compare CHRFβ scores with
WORDFβ scores.

The CHRFβ and WORDFβ scores are calcu-
lated for all available translation outputs from the
WMT14 (Bojar et al., 2014) and WMT15 (Bojar et
al., 2015) shared tasks and then compared with hu-
man rankings on segment level using Kendall’s τ
rank correlation coefficient.

The scores were analysed for all available target
languages. i.e. English, French, German, Czech,
Russian, Hindi and Finnish.

2 CHRF and WORDF scores

The general formula for n-gram based F-score is:

ngrFβ = (1 + β2)
ngrP · ngrR

β2 · ngrP + ngrR
(1)

where ngrP and ngrR stand for n-gram preci-
sion and recall arithmetically averaged over all n-
grams from n = 1 to N:

• ngrP
n-gram precision: percentage of n-grams in
the hypothesis which have a counterpart in
the reference;

• ngrR
n-gram recall: percentage of n-grams in the
reference which are also present in the hy-
pothesis.

and β is a parameter which assigns β times more
weight to recall than to precision. If β = 1, they
have the same weight; if β = 4, recall has four
times more importance than precision; if β = 1/4,
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precision has four times more importance than re-
call.
WORDF is then calculated on word n-grams and
CHRF is calculated on character n-grams. Maxi-
mum n-gram length N for both metrics is inves-
tigated in previous work, and N=4 is shown to
be optimal for WORDF (Popović, 2011), N=6 for
CHRF (Popović, 2015).

3 Comparison of CHRFβ and WORDFβ
scores

The CHRFβ and WORDFβ scores are calculated
for the following β parameters: 1/6, 1/5, 1/4, 1/3,
1/2, 1, 2, 3, 4, 5 and 6. For each CHRFβ and
WORDFβ score, the segment level τ correlation
coefficients are calculated for each translation out-
put. In total, 20 τ coefficients were obtained for
each score – five English outputs from the WMT14
task and five from the WMT15, together with ten
outputs in other languages, i.e. two French, two
German, two Czech, two Russian, one Hindi and
one Finnish. The obtained τ coefficients were then
summarised into the following four values:

• mean
τ averaged over all translation outputs;

• diff
averaged difference between the τ of the par-
ticular metric and the τs of all other metrics
investigated in this work;

• rank>
percentage of translation outputs where the
particular metric has better τ than the other
metrics investigated in this work;

• rank>
percentage of translation outputs where the
particular metric has better or equal τ than
the other metrics investigated in this work.

These values for each metric are presented in Ta-
ble 1. In addition, the values are shown separately
for translation into English (Table 2) and for trans-
lation out of English (Table 3).
Table 1 shows that:

• CHRF ranks better than WORDF;

• recall is more important than precision;

• the most promising metric is CHRF2;

metric mean diff rank> rank>
CHRF1/6 0.330 0.114 52.1 58.6
CHRF1/5 0.332 0.314 58.1 65.0
CHRF1/4 0.334 0.538 63.5 69.5
CHRF1/3 0.338 1.043 69.0 74.3
CHRF1/2 0.347 1.971 75.5 81.9
CHRF1 0.365 3.871 86.2 92.6
CHRF2 0.370 4.400 86.7 93.6
CHRF3 0.369 4.286 83.1 91.4
CHRF4 0.368 4.162 80.5 88.6
CHRF5 0.367 4.090 77.6 87.1
CHRF6 0.367 4.081 76.9 87.1
WORDF1/6 0.296 -3.443 6.2 16.6
WORDF1/5 0.296 -3.357 6.9 19.8
WORDF1/4 0.296 -3.348 9.5 21.9
WORDF1/3 0.298 -3.200 16.0 26.9
WORDF1/2 0.300 -2.924 21.9 30.7
WORDF1 0.306 -2.309 31.9 39.8
WORDF2 0.309 -1.995 38.3 47.6
WORDF3 0.308 -2.038 30.2 44.5
WORDF4 0.308 -2.076 28.1 43.1
WORDF5 0.308 -2.090 23.3 39.5
WORDF6 0.308 -2.090 23.8 40.0

Table 1: Overall average segment level (τ ) cor-
relation mean (column 1), diff (column 2), rank>
(column 3) and rank> (column 4) for each CHRFβ
score. Bold represents the overall best value and
underline represents the best WORDFβ value. The
most promising metric is CHRF2.

• β = 2 is the best option both for CHRF (bold)
as well as for WORDF (underline).

Additional observations from Tables 2 and 3:

• for translation into English:

– the most promising metrics are CHRF2
and CHRF1;

– the best WORDFβ variant is WORDF2.

• for translation out of English:

– the most promising metrics are CHRF2
and CHRF3

– the best WORDFβ variants are WORDF2
and WORDF3

indicating that the recall is even more important
for morphologically rich(er) languages.

Regardless to these slight differences between
English and non-English texts, CHRF2 can be con-
sidered as the most promising variant generally.
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metric mean diff rank> rank>
CHRF1/6 0.357 1.514 57.6 63.8
CHRF1/5 0.358 1.638 64.8 71.0
CHRF1/4 0.359 1.781 69.0 74.3
CHRF1/3 0.363 2.138 74.8 79.5
CHRF1/2 0.368 2.695 81.9 87.6
CHRF1 0.377 3.695 91.0 98.1
CHRF2 0.378 3.710 85.7 91.9
CHRF3 0.376 3.476 83.3 90.0
CHRF4 0.374 3.281 77.6 84.8
CHRF5 0.372 3.091 70.5 78.6
CHRF6 0.372 3.048 70.0 78.1
WORDF1/6 0.308 -3.605 6.2 13.8
WORDF1/5 0.309 -3.481 5.7 16.7
WORDF1/4 0.309 -3.538 10.5 20.5
WORDF1/3 0.311 -3.333 15.2 24.3
WORDF1/2 0.313 -3.076 18.1 24.8
WORDF1 0.320 -2.324 33.3 40.0
WORDF2 0.323 -2.010 40.0 49.0
WORDF3 0.322 -2.143 28.1 41.9
WORDF4 0.322 -2.157 28.1 41.4
WORDF5 0.322 -2.195 23.3 39.0
WORDF6 0.321 -2.205 22.9 38.1

Table 2: Translation into English: average seg-
ment level (τ ) correlation mean (column 1), diff
(column 2), rank> (column 3) and rank> (col-
umn 4) for each CHRFβ score. Bold represents
the overall best value and underline represents the
best WORDFβ value. The most promising metric
is CHRF2.

However, taking these differences into account to-
gether with the fact that for English, CHRF1 per-
formed better than CHRF3 in the WMT15 metrics
shared task, we decided to submit CHRF2 together
with CHRF1 and CHRF3 in order to be able to draw
more reliable conclusions.

3.1 Investigating n-gram weights for CHRF2

As already mentioned, all CHRFβ variants ex-
plored so far are based on the uniform distribution
of n-gram weights. Nevertheless, one can assume
that character n-grams of different lengths are not
equally important – for example, it is conceivable
that character 1-grams are not really important for
assessment of translation quality. Therefore we
carried out the following experiment on the best
CHRF variant, namely CHRF2. First step was to
examine τ coefficients independently for each n-
gram. The results presented in Table ?? indicate

metric mean diff rank> rank>
CHRF1/6 0.290 -1.381 46.0 52.9
CHRF1/5 0.292 -1.138 50.8 58.7
CHRF1/4 0.295 -0.767 57.7 64.6
CHRF1/3 0.302 - 0.138 63.0 68.8
CHRF1/2 0.314 1.186 68.8 74.1
CHRF1 0.342 4.067 82.0 87.8
CHRF2 0.353 5.224 87.8 94.7
CHRF3 0.353 5.224 83.1 93.7
CHRF4 0.352 5.148 83.1 91.5
CHRF5 0.353 5.219 83.1 93.7
CHRF6 0.353 5.224 83.6 93.8
WORDF1/6 0.271 -3.367 6.3 20.1
WORDF1/5 0.271 -3.281 8.4 23.8
WORDF1/4 0.272 -3.267 9.5 25.4
WORDF1/3 0.273 -3.152 16.9 28.6
WORDF1/2 0.276 -2.838 24.3 34.9
WORDF1 0.281 -2.319 29.6 38.1
WORDF2 0.284 -1.976 36.5 45.5
WORDF3 0.285 -1.900 34.4 48.2
WORDF4 0.285 -1.919 29.6 45.5
WORDF5 0.284 -1.929 24.3 40.2
WORDF6 0.285 -1.919 25.9 42.3

Table 3: Translation from English: average seg-
ment level (τ ) correlation mean (column 1), diff
(column 2), rank> (column 3) and rank> (col-
umn 4) for each CHRFβ score. Bold represents
the overall best value and underline represents the
best WORDFβ value. The most promising metric
is CHRF2.

that the character 1-grams indeed have the lowest
correlation whereas 2-grams and 3-grams have the
highest.

Taking these indications into account, we in-
vestigated the following three combinations of n-
gram weights:

• 0-1-1-1-1-1
removing 1-grams and keeping uniform
weights for the rest of n-grams;

• 1-2-2-2-2-2
assigning doubled 1-gram weight to the rest
of n-grams;

• 1-5-5-4-3-3
distribution of n-gram weights according to
individual n-gram correlations.

The τ coefficients for each n-gram weight distri-
bution are shown in Table 4 – although some of
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(a) individual n-grams

n-gram τ

1-gram 0.280
2-gram 0.361
3-gram 0.367
4-gram 0.358
5-gram 0.347
6-gram 0.334

(b) different n-gram weight distributions

Kendall’s τ fr-en de-en cs-en ru-en hi-en fi-en avg.
011111 .397 .384 .320 .424 .266 .437 .317 .385 .396 .406 .373
122222 .395 .385 .325 .425 .270 .451 .318 .389 .405 .405 .377
155433 .396 .385 .327 .425 .274 .451 .319 .388 .403 .407 .377
uniform .394 .381 .331 .424 .275. .451 .320 .394 .410 .398 .378

Kendall’s τ en-fr en-de en-cs en-ru en-hi en-fi avg.
011111 .300 .345 .256 .382 .334 .441 .460 .420 .304 .359 .360
122222 .302 .338 .261 .388 .336 .445 .457 .418 .304 .366 .361
155433 .303 .342 .260 .387 .336 .449 .456 .419 .305 .366 .362
uniform .302 .338 .264 .393 .334 .444 .453 .418 .307 .375 .363

Table 4: Analysis of n-grams: (a) average τ for individual n-grams (b) τ on WMT14 (left) and WMT15
(right) documents for different n-gram weight distributions.

the proposed distributions outperform the uniform
one for some of the texts, especially for translation
out of English, none of them is unquestionably
better than the uniform distribution of weights.

Therefore, the uniform n-gram weights were
used for the WMT16 metrics task.

4 CHRF and WORDF for good and bad
translations

In order to try to better understand the differences
between WORDF and CHRF scores, i.e. the ad-
vantages of the CHRF score, we carried out a pre-
liminary experiment on three data sets for which
the absolute (direct) human scores were available.
The data sets are rather heterogeneous: they con-
tain three different target languages, they were
produced and evaluated independently, for differ-
ent purposes, and the human scores were not de-
fined in the same way. In addition, two of the three
data sets are rather small. Therefore the described
experiment is rather preliminary, however we be-
lieve that it represents a good starting point for fur-
ther research regarding differences between word
and character based metrics.

τ coefficients for comparing four systems using
direct human scores

The starting point was testing τ coefficients for
CHRF2 and WORDF2 on the English→Spanish
data set described in (Specia et al., 2010) and the
motivation was simply to explore the correlations
obtained on direct human scores instead of rela-
tive rankings. The data set contains 4000 source
segments and their reference translations, machine
translation outputs of four SMT systems, as well
as human estimations of required post-editing ef-
fort in the interval from 1 (requires complete re-
translation) to 4 (fit for purpose). The distribution
of segments with each of the four human ratings
for each of the systems is shown in Table 5a and it
can be seen that the fourth system is significantly
worse than the other three, which are rather close.

The obtained τ coefficients (Table 5b, first col-
umn) were however puzzling – the τ coefficients
are very close, the one for the WORDF2 is even
slightly higher, which is a rather different result
than all the results described in the previous sec-
tions and related work. On the other hand, taking
into account that the number of systems is small,
as well as that the performance of the fourth sys-
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(a) Distribution of direct human scores

human score 1 2 3 4 mean
sys1 4.2 24.8 54.3 16.7 2.83
sys2 8.9 36.5 44.4 10.2 2.56
sys3 9.7 38.5 43.2 8.6 2.51
sys4 73.0 20.6 5.9 0.5 1.34

(b) τ correlations

τ 4 sys 3 sys
WORDF2 0.615 0.275

CHRF2 0.608 0.313

Table 5: English→Spanish data set with direct hu-
man scores: (a) percentage of the sentence level
human scores for each of the four systems to-
gether with the average human score for each sys-
tem – system 4 is significantly worse than the other
three. (b) τ coefficients for all four systems (first
column) and for the three similar systems (second
column).

tem is clearly distinct than of the others, another
experiment is carried out: the worst system is re-
moved and only the remaining three similar sys-
tems are compared. For this set-up, the expected
results were obtained (second column), i.e. the τ
coefficients are higher for the CHRF2 score. This
somewhat controversial finding lead to the follow-
ing two hypotheses:

1. word-based metrics are good at distinguish-
ing systems/segments of distinct quality
but not so good at ranking similar sys-
tems/segments;

2. word-based metrics are good for evaluating
low quality systems/segments but not so good
for evaluating high quality systems/segments.

Standard deviations of automatic metrics for
different direct human scores
In order to further examine the two hypotheses,
the following experiment has been carried out: for
each of the human ratings, standard deviation of
the corresponding automatic scores is calculated.
This experiment is carried out on the previously
described data set as well as on two additional
small1 data sets:

• English→Irish SMT translations rated from 1
to 4 for the overall quality (1=bad, 4=good);

1about 200 segments

(a) English→Spanish

hum WORDF2 CHRF2
1 10.4 11.5
2 12.8 12.1
3 15.8 14.2
4 21.7 17.3

(b) English→Irish

hum WORDF2 CHRF2
1 7.7 7.0
2 8.1 9.6
3 6.3 4.3
4 24.3 14.0

(c) English→Serbian

hum WORDF2 CHRF2
1 6.8 8.9
1.5 4.6 6.4
2 11.2 9.9
2.5 13.4 11.1
3 13.2 11.5
3.5 11.2 8.3
4 15.4 9.9
4.5 16.4 7.4
5 25.0 7.7

Table 6: Standard deviations of WORDF2 and
CHRF2 for each value of direct human scores on
three distinct datasets: (a) English→Spanish, esti-
mated post-editing effort (b) English→Irish, over-
all quality (c) English→Serbian, average of ade-
quacy and fluency.

• English→Serbian SMT translations rated
from 1 to 5 in terms of adequacy and fluency
(1=bad, 5=good) – the mean value of the two
has been taken as the direct human score.

The obtained standard deviations in Table 6
show that for poorly rated sentences, the devia-
tions of CHRF2 and WORDF2 are similar – both
metrics assign relatively similar (low) scores. On
the other hand, for the sentences with higher hu-
man rates, the deviations for CHRF2 are (much)
lower. In addition, the higher the human rating is,
the greater is the difference between the WORDF2
and CHRF2 deviations. These results confirm the
hypothesis 2), namely that CHRF is better than
WORDF mainly for segments/systems of higher
translation quality. The most probable reason is
that CHRF, contrary to the word-based metrics,
does not penalise too hard acceptable morpho-
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syntactic variations. The CHRF scores for good
translations are therefore more concentrated in the
higher range, whereas the WORDF scores are of-
ten too low. The results are also consistent with
the hypothesis 1), however this one is confirmed
only partially since the outlier is a low quality sys-
tem – further work should include comparison of
different low quality systems.

Nevertheless, as stated at the beginning of the
section, it should be kept in mind that this is only
a preliminary experiment in this direction, per-
formed on very limited amount of data. Further
experiments on large data sets, more systems and
more languages should be carried out in order to
get more reliable results and better insight into un-
derlying phenomena.

5 Summary and outlook

The results presented in this work show that gen-
erally, the F-scores which are biased towards re-
call correlate better with human rankings than
those biased towards precision. Particularly, it
is shown that CHRF2 version of the CHRF score
with uniform n-gram weights is the most promis-
ing for machine translation evaluation. There-
fore this/these version has been submitted to
the WMT16 metrics task, however together with
CHRF1 and CHRF3 in order to explore differences
between English and morphologically richer target
languages more systematically.

In addition, it is shown that the CHRF score
performs better than the WORDF score. Prelim-
inary experiments on small data sets with avail-
able direct human scores show that for sentences
of higher translation quality, standard deviations
of WORDF is much larger than standard deviations
of CHRF, indicating that the main advantage of the
CHRF is that it does not penalise too strong dif-
ferent variants of acceptable translations. How-
ever, more systematic experiments on large data
sets should be carried out in this direction. Fur-
thermore, a broader investigation including differ-
ent word and character based metric in addition to
the two presented F-scores would be useful.

Apart from this, application of CHRF on more
distinct languages such as Arabic, Chinese etc.
should be explored.
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Miloš Stanojević, Amir Kamran, Philipp Koehn, and
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Abstract

Recently, the capability of character-level
evaluation measures for machine transla-
tion output has been confirmed by several
metrics. This work proposes translation
edit rate on character level (CharacTER),
which calculates the character level edit
distance while performing the shift edit
on word level. The novel metric shows
high system-level correlation with human
rankings, especially for morphologically
rich languages. It outperforms the strong
CHRF by up to 7% correlation on dif-
ferent metric tasks. In addition, we ap-
ply the hypothesis sentence length for nor-
malizing the edit distance in CharacTER,
which also provides significant improve-
ments compared to using the reference
sentence length.

1 Introduction

The approaches for automatic evaluation of ma-
chine translation facilitated the development of
statistical machine translation. They provide ob-
jective evaluation criteria for the translation re-
sults, and avoid the tedious and expensive manual
evaluation. Currently the most commonly applied
evaluation measures are the Bilingual Evaluation
Understudy (BLEU) (Papineni et al., 2002) and the
Translation Edit Rate (TER) (Snover et al., 2006)
evaluation indicators. Most of the researchers use
BLEU and TER as the primary metrics for evaluat-
ing their translation hypotheses.

The aim of the machine translation evaluation
is to properly and objectively reflect the achieve-
ments and the functionality of machine translation.
Through the evaluation, the developers of machine
translation systems can learn the problems of the
system and keep improving them. The evaluation

metric not only provides the most reliable basis for
machine translation systems, but also can be ap-
plied as the optimizing criterion in the parameter
tuning step like BLEU. Thus, a good evaluation
metric should demonstrate accuracy, universality
and applicability.

In order to evaluate the applicability of differ-
ent evaluation metrics, the correlation with human
judgement is calculated. Currently the most com-
mon techniques for calculating the correlation be-
tween human and automatic evaluations are the
Spearman’s rank correlation coefficient (Spear-
man, 1904) and the Pearson product-moment cor-
relation coefficient (Pearson, 1895).

In the recent past, several groups have reported
further evaluation metrics, such as BEER (Stano-
jević and Sima’an, 2014) and CHRF (Popović,
2015), which actually outperformed the classic
BLEU and TER metrics on Spearman and Pearson
correlation with human judgement. In this work,
we propose a novel translation edit rate on char-
acter level (CharacTER), which achieves a bet-
ter correlation on the system-level for four differ-
ent morphologically rich languages compared to
BEER and CHRF. In addition, we also found that
if we apply the hypothesis sentence length instead
of reference sentence length to normalize the edit
distance, the correlations of TER and CharacTER

are improved by up to 9% on different languages.

2 Related Work

The most related work is the widely applied TER

metric (Snover et al., 2006), which evaluates the
amount of necessary editing to adjust a hypothesis
so that it is accurately equal to a reference trans-
lation. Compared to the Word Error Rate (WER),
TER introduced a shift edit on top of the Leven-
shtein distance, since in many languages different
sequence orders are allowed. A hypothesis with
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another sequence order is not necessarily a bad
translation. The TER is calculated by normaliz-
ing the total cost of edits over the entire sentence.
The CharacTER inherits the word-level shift tech-
nique applied in TER and splits the shifted words
into characters to calculate the edit distance.

This work is mainly motivated by (Popović,
2015), who proposed to apply character n-grams
for automatic machine translation evaluation and
achieved promising correlations. In this work, we
will demonstrate that the TER on character level
can also show a good performance, especially for
morphologically rich languages, in which TER

may miss matches due to various suffixes.
In addition to TER and CHRF, several other

works are dedicated to the measurement of lexical
similarity. These include, the commonly applied
BLEU metric (Papineni et al., 2002), which calcu-
lates the geometric mean of the n-gram precision
in a hypothesis based on a reference, and the ME-
TEOR metric (Lavie and Agarwal, 2007), which
computes unigram overlaps between hypothesis
and reference sequences considering stem matches
and synonyms. The correlation of further evalua-
tion metrics such as NIST (Doddington, 2002) and
BEER (Stanojević and Sima’an, 2014) with human
judgement are also presented in Section 4.

3 Character Level Edit Rate

Similar to TER, CharacTER is specified as the
minimum number of character edits required to
adjust a hypothesis, so that it absolutely matches
the reference, normalized by the length of the hy-
pothesis sentence (Equation 1). Note that here we
apply the hypothesis instead of reference sentence
length for normalization.

CharacTER =
shift cost + edit distance

#characters in the hypothesis sentence
(1)

3.1 Shift Edit
Unlike in speech or handwriting recognition, the
Character Error Rate (CER) was not widely ap-
plied in machine translation. That is mainly be-
cause the shift edit is introduced for the translation
metric, which is not necessary in speech recogni-
tion. In the calculation of TER, a greedy search
is applied to discover the batch of shifts, by pick-
ing out the shift which most decreases the edit dis-
tance over and over again, until no more advanta-
geous shifts exist. In other words, the shift edit is

based on searching matched phrases between hy-
pothesis and reference. Since the alphabet size in
each language is very limited compared to the vo-
cabulary size, characters are more likely to match
each other than words, and thus the shift edit on
the character level may corrupt words into mean-
ingless pieces (Figure 1).

Besides the misplacement, the computational
time is another big issue for directly applying TER

on the character level. On the word level, we
go through the hypothesis and compare the cur-
rent word with each word in the reference. If a
matched word is found at a different position in
the reference, the succeeding words of the current
word will be iteratively compared, in order to dis-
cover the longest matched phrases. This proce-
dure becomes expensive on character level. The
much higher matching probability of characters
compared to words will result in many computa-
tions. For instance, for the example sentence in
Figure 1, the computational time of the CER is 44
times as much as that of the TER.

In order to counter these issues, we applied a
heuristic to calculate the translation edit rate on
character level. Instead of shifting characters, we
adopt the shift edit on word level as for calculating
the TER. Then the shifted hypothesis sequence is
split into characters and the Levenshtein distance
is computed. In this way the computational time
only increases by about 10% in our experiments.
Note that here we consider the spaces in each sen-
tence as extra characters, unlike in CHRF, since
the correlation scores (Table 1) confirm the utility
of this variant. We applied two different shift or
phrase matching criteria: Two words are consid-
ered to be matched if

1. they are exactly the same,

2. or the edit distance between them is below a
threshold value.

The first variant is the same as the phrase match-
ing criterion in TER. In the second variant, the
aim of introducing the threshold is to capture
word pairs with the same stem, like code and
codes. For the example in Figure 1, if we set a
distance threshold to be 1, the shifted hypothesis
sentence will be:
saudis the denied this week
information published in the new
your times
where saudis and the changed their positions
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ref : saudi arabia denied this week information published in the american new york
times

hyp : this week the saudis denied information published in the new york times

TER : the saudis denied this week information published in the new york times

CER : saudittis denied nhis week formation published in the nehew york times

Figure 1: The hypothesis sentence after shift edit according to TER and CER technique. The characters
marked with red color are the ones which are misplaced by the character level shift edit.

resulting in a smaller edit distance in this case.
Based on the fact that the tolerance should be
the same for long and short words, we applied
absolute distances instead of ratios. For instance,
if we use an error rate of 0.2 as the threshold
value, words eat and eats are not considered
to be matched, while words translation and
transition will be matched. This issue can be
fixed if we use an absolute edit distance equal to 1
as the threshold.

Another variant is the shift cost. In the cal-
culation of TER, the shift of one entire phrase
has a cost of 1, no matter how far this phrase
moves. This penalty would be too mild for
CharacTER, since the costs of insertions, dele-
tions and substitutions become much larger on
character level. Thus, we apply the average
word length of the shifted phrase as the cost.
For instance, the shift cost of phrase the day
before yesterday will be 3+3+6+9

4 = 5.25.
We also tried other possible costs, such as a fixed
value or average word length of the whole data set.
The experimental results are shown in Section 4.1.

3.2 Normalization

Both WER and TER techniques utilize a normal-
ization over the reference sentence length by de-
fault, because the length of reference sentences
stays unchanged, while different systems pro-
vide different translations with different hypothe-
sis sentence lengths. In this case, the same edit dis-
tance of two hypotheses to the reference also indi-
cates that they have the same TER, and the length
of different translations is not taken into consid-
eration. In this work we take advantage of other
normalization alternatives.

First we used the hypothesis sentence length for
the normalization. That means, with the same edit
distance, the longer hypothesis results in a smaller
error rate. For instance, let us consider the follow-
ing reference and corresponding hypothesis sen-

tences:
ref : this is actually an estimate

hyp1: this is in fact an estimate
hyp2: indeed this is an estimate

Compared to the reference sentence, the edit dis-
tances of both hyp1 and hyp2 are 2. Normalizing
over the reference length results in TER = 2

5 = 0.4
for both hypotheses, whereas using the hypothesis
length provides different results for them, equal to
0.33 and 0.4 respectively.

We also used other normalizer, such as the av-
erage, maximum or minimum length of reference
and hypothesis sentence. We also calculated a
CharacTER based on the entire data set, for which
we sum up the edit distances of all sentences and
also normalize the sum over the number of charac-
ters in the whole data set. According to our exper-
imental results (Table 1) of the human correlation
scores, normalizing using hypothesis length out-
performs the other options, which is the case in
all conducted experiments for both TER and our
CharacTER. We suppose that human prefers the
longer one, if two translations have equal qual-
ity. In addition, we note that in our transla-
tion experiments the default TER setup is heav-
ily influenced by the hypothesis length: With the
same BLEU score, a shorter translation normally
achieves lower TER. The normalization over the
hypothesis sentence length can effectively counter
this issue.

4 Experiments

The evaluation metrics are correlated with human
rankings by means of Spearman’s rank correlation
coefficient for the WMT13 task (Macháček and
Bojar, 2013) and Pearson product-moment corre-
lation coefficient for the WMT14 task (Macháček
and Bojar, 2014) and WMT15 task (Stanojević et
al., 2015) on the system level. Through the exper-
iments we aim to investigate the following points:

• What is the most suitable threshold value to
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identify the phrase matching?

• What shift cost should we apply?

• Which normalizer performs better?

• How does CharacTER perform compared to
other metrics?

4.1 Comparison of different variants
First of all we would like to find out which is the
best variant of the CharacTER. We conduct ex-
periments on different shift costs and normalizers
as described in Section 3, the correlation scores
on different metric tasks are shown in Table 1.
basic setup indicates the default setup of our
metric, namely using the average length of the
shifted words as the shift cost, considering only
the exactly same words or phrases as matching and
normalizing by length of each reference sentence.
Other variants have the following meaning:

w/o space leaving out spaces in sentences

threshold the threshold edit distance to identify
word matching

shift the shift cost of a phrase

average normalization over the average length
of hypothesis and reference sentences

max normalization over the maximum
length of hypothesis and reference
sentences

hyp normalization over length of the hy-
pothesis sentence

whole sum and normalization at the data set
level instead of the sentence level

We also conducted experiments on other variants
and variant combinations, such as other threshold
values or shift costs. Only the variants with rela-
tive high correlation are presented in Table 1.

First of all, using the hypothesis sentence
length as normalizer provides considerable im-
provements for both CharacTER and TER. Thus,
we initiate to apply the hypothesis sentence length
for normalizing not only our CharacTER but also
the widely-used TER. Besides that, using an edit
distance threshold also achieves significant im-
provements, while other configuration variants do
not seem to be helpful. Thus on the following
demonstrated experiments as well as on the shared
metric task 2016, the configuration of CharacTER

is organized as follows (the row with a cyan back-
ground in Table 1):

WMT13 WMT14
en-* *-en en-* *-en

TER 0.824 0.805 0.795 0.852
+ hyp 0.842 0.894 0.860 0.853

basic setup 0.857 0.832 0.833 0.868
+ w/o space 0.837 0.796 0.833 0.847
+ threshold 1 0.880 0.839 0.882 0.876
+ threshold 2 0.867 0.822 0.865 0.855
+ shift 1 0.836 0.813 0.820 0.847
+ shift 3 0.849 0.824 0.830 0.860
+ shift 5 0.839 0.818 0.836 0.866
+ average 0.917 0.913 0.871 0.928
+ max 0.908 0.918 0.849 0.918
+ hyp 0.925 0.928 0.908 0.930
+ whole 0.927 0.931 0.896 0.916
+ threshold 1 0.934 0.928 0.916 0.938

Table 1: Average correlations on WMT13 (Spear-
man) and WMT14 (Pearson) tasks for different
variants of CharacTER. en-* indicates the av-
erage correlation for translations out of English,
while *-en the translations into English. The best
results in each direction are in bold.

• threshold value 1 to identify word matching

• average length of shifted words as shift cost

• hypothesis sentence length for normalization

• spaces in each sentence as extra characters

4.2 Comparison with other metrics

In this part the comparisons among different eval-
uation metrics are conducted. The correlations on
different language pairs for the CharacTER metric
along with the three mostly applied metrics BLEU,
TER and METEOR, as well as the well-performing
metrics for the corresponding tasks, are demon-
strated in Table 2. The CharacTER metric per-
forms quite well for out of English direction, es-
pecially on English→Russian, English→German
and English→French tasks. On average we get
up to 7% improvement compared to other strong
metrics. It is noteworthy that on the WMT14
English→German task the CharacTER still pro-
vides a strong correlation, while other automatic
metrics are negatively influenced by a large num-
ber of engaged systems of comparable quality.
Additionally we list the best performing metrics
in the WMT16 metrics task (Bojar et al., 2016)
in Table 3. CharacTER surpasses other strong
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WMT13 en-fr en-de en-es en-cs en-ru avg. fr-en de-en es-en cs-en ru-en avg.
CharacTER 0.944 0.926 0.916 0.926 0.957 0.934 0.966 0.952 0.953 0.938 0.830 0.928
CHRF31 0.914 0.919 0.758 0.895 0.820 0.861 0.984 0.980 0.986 0.991 0.889 0.966
SIMPBLEU2 0.924 0.925 0.830 0.867 0.710 0.851 0.978 0.936 0.923 0.909 0.798 0.909
BLEU 0.917 0.832 0.764 0.895 0.657 0.813 0.989 0.902 0.895 0.936 0.695 0.883
TER 0.912 0.854 0.753 0.860 0.538 0.783 0.951 0.833 0.825 0.800 0.581 0.798
METEOR 0.924 0.879 0.780 0.937 0.569 0.818 0.984 0.961 0.979 0.964 0.789 0.935

WMT14 en-fr en-hi en-cs en-ru avg.∗ en-de fr-en de-en hi-en cs-en ru-en avg.
CharacTER 0.957 0.965 0.974 0.933 0.958 0.757 0.976 0.957 0.927 0.986 0.844 0.938
CHRF3 0.937 0.976 0.978 0.919 0.952 0.425 0.971 0.938 0.597 0.974 0.816 0.859
NIST3 0.941 0.981 0.985 0.927 0.958 0.200 0.955 0.811 0.784 0.983 0.800 0.867
BLEU 0.937 0.973 0.976 0.915 0.950 0.216 0.952 0.832 0.956 0.909 0.789 0.888
TER 0.954 0.829 0.978 0.931 0.923 0.324 0.952 0.775 0.618 0.976 0.809 0.826
METEOR 0.941 0.975 0.976 0.923 0.953 0.263 0.975 0.927 0.457 0.980 0.805 0.829

WMT15 en-fr en-fi en-de en-cs en-ru avg. fr-en fi-en de-en cs-en ru-en avg.
CharacTER 0.942 0.854 0.955 0.970 0.982 0.941 0.988 0.888 0.972 0.960 0.884 0.939
CHRF3 0.932 0.878 0.848 0.977 0.946 0.916 0.979 0.903 0.956 0.968 0.898 0.941
BEER4 0.961 0.808 0.879 0.962 0.970 0.916 0.979 0.965 0.946 0.983 0.971 0.969
BLEU 0.948 0.602 0.573 0.936 0.841 0.780 0.975 0.929 0.865 0.957 0.851 0.915
TER 0.948 0.614 0.564 0.917 0.883 0.785 0.979 0.872 0.890 0.907 0.907 0.911
METEOR 0.959 0.760 0.650 0.953 0.892 0.843 0.982 0.950 0.953 0.983 0.976 0.969

Table 2: System-level correlations of automatic evaluation metrics and the official WMT human scores.
The best results in each direction are in bold. We calculated the CharacTER and CHRF3 scores and cited
the other scores from the WMT metric papers (Macháček and Bojar, 2013; Macháček and Bojar, 2014;
Stanojević et al., 2015).
∗ English→German scores are not included in the averages of the WMT14 metrick task.
1 CHRF3 (Popović, 2015)
2 SIMPBLEU-RECALL (Song et al., 2013)
3 NIST (Doddington, 2002)
4 BEER (Stanojević and Sima’an, 2014)

WMT16 en-cs en-de en-fi en-ro en-ru en-tr cs-en de-en fi-en ro-en ru-en tr-en
CharacTER 0.779 0.915 0.933 0.959 0.954 0.930 0.997 0.985 0.921 0.970 0.955 0.799
MPEDA 0.977 0.684 0.944 0.786 0.856 0.860 0.996 0.956 0.967 0.938 0.986 0.972
CHRF3 0.935 0.745 0.974 0.818 0.936 0.916 0.991 0.958 0.946 0.915 0.981 0.918
UOW.REVAL - - - - - - 0.993 0.949 0.958 0.919 0.990 0.977
BEER 0.972 0.732 0.940 0.947 0.906 0.956 0.996 0.949 0.964 0.908 0.986 0.981
WORDF3 0.989 0.768 0.901 0.931 0.836 0.714 0.991 0.898 0.786 0.909 0.955 0.803

Table 3: The preliminary results of the WMT16 metrics task: Absolute Pearson correlation of out-of-
English and to-English system-level metric scores. All results are cited from (Bojar et al., 2016).

metrics on half of the language pairs. It per-
forms especially well for English↔German and
English↔Romanian. The results in Table 2 and
3 show that the CharacTER outperforms all other
metrics on English→German by a large margin.

5 Conclusions

The experimental results showed in this paper ex-
hibit that the translation edit rate on character level

CharacTER represents a metric with high human
correlations on the system-level, especially for the
morphologically rich languages, which benefits
from the character level information. We show
the promising performance, while the concept is
simple and straightforward. It is also noteworthy
that the hypothesis sentence length is a better nor-
malizer for both TER and CharacTER compared
to the reference sentence length. As future work,
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we would like to apply CharacTER as optimization
criterion and conduct more experiments on non-
European languages such as Chinese and Arabic.
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Abstract 

Paraphrase can help match synonyms or match 

phrases with the same or similar meaning, thus 

it plays an important role in automatic evalua-

tion of machine translation. The traditional 

approaches extract paraphrase in general do-

main from bilingual corpus. Because the 

WMT16 metrics task consists of three sub-

tasks, namely news domain, medical domain, 

and IT domain, we propose to extract domain-

specific paraphrase tables from monolingual 

corpus to replace the general paraphrase table. 

We utilize the M-L approach to filter the large 

scale general monolingual corpus into a do-

main-specific sub-corpus, and exploit Markov 

Network model to extract paraphrase tables 

from the sub-corpus. The experimental results 

on WMT15 Metrics task show that METEOR 

metric using the domain-specific paraphrase 

tables outperforms that using the paraphrase 

table in general domain extracted from the bi-

lingual corpus. 

1 Introduction 

Machine translation (MT) automatic evaluation 

metrics, such as BLEU (Papineni et al., 2002), 

NIST (Doddington, 2002), METEOR (Banerjee 

et al., 2005), TER (Snover et al., 2006), 

MAXSIM (Chan et al., 2008) etc., evaluate the 

quality of the MT system output by calculating 

the similarity between the translation output and 

the human reference. Accurately matching words 

or phrases with the same or similar meaning is 

critical to the performance of the automatic eval-

uation metrics (Li et al., 2013; Li et al., 2016). 

Recently, many works enhanced traditional 

metrics by adding paraphrase match. For in-

stance, in the latest version of METEOR package 

(Denkowski and Lavie, 2014), the paraphrase 

match was added after the standard exact word 

match, stem match and synonym match. And the 

latest version of TER package (Bannard et al., 

2005) relaxes the condition of word match or 

chunk shift by adding paraphrase match. Note 

that the paraphrase tables used in latest METE-

OR and TER metrics belong to the general do-

main and they are extracted from bilingual paral-

lel corpus by the Pivot approach (Bannard et al., 

2005). However, the WMT16 metrics task con-

sists of sub-tasks on specific domains involving 

several different languages. Confronted with the 

changes, we propose a Monolingual Paraphrase 

Extraction method based on Domain Adaptation 

(MPEDA), and use the new domain-specific par-

aphrase table to replace the traditional paraphrase 

tables in the latest METEOR package. 

2 Related Work 

In statistical natural language processing, both 

the scale and the quality of the training data have 

a direct impact on the performance of statistical 

learning. Take statistical MT for an example, if 

the size of training data is larger and the more it 

covers n-gram appeared in the test set, the quali-

ty of the MT outputs will be better. 

To expand the scale of the existing domain-

specific corpus, Moore and Lewis (2010) trained 

models with general corpus and domain-specific 

corpus, and computed cross entropy of each sen-

tence in the general corpus to extract a sub-

corpus much larger than the existing domain-

specific corpus. In this way, a large scale do-

main-specific training corpus for statistical MT 

was established. Along this approach, Amittai et 

al. (2011) proposed a bilingual parallel data se-

lection approach based on cross entropy to im-

prove the MT performance for spoken language 

translation. And Juri et al. (2015) filtered training 

data for automatic extraction of paraphrase by 

using Moore and Lewis’ approach to extract par-

aphrases from the filtered training data via the 

Pivot approach.   

Automatically extracting paraphrases from the 

large scale corpus is low cost. Barzilay and 

McKeown (2001) presented an unsupervised 

learning approach to extract paraphrases of 
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words and phrases from different English transla-

tions of the identical source language sentences. 

Bannard and Callison-Burch (2005) employed 

the word alignment technique of statistical MT to 

extract paraphrases from bilingual parallel cor-

pus. Shinyama et al. (2002) used the named enti-

ty recognition features to extract paraphrases 

from monolingual comparable corpus. Barzilay 

and Lee (2003) used text strings alignment algo-

rithm to learn paraphrases at sentence level from 

the unannotated comparable corpus. Yet, there 

are still great restrictions of the latter two mono-

lingual paraphrase extraction methods. Therefore, 

we adopt the Markov-based method proposed by 

Weng et al. (2015) to extract paraphrases in spe-

cific domain from monolingual corpus because 

that it has no restrictions on monolingual corpus 

in the target language as it can extract paraphrase 

by constructing the Markov networks of words. 

Prior to the paraphrase extraction, we first filter 

large scale monolingual corpus into sub-corpus 

close to the domain of the human reference. 

Compared with general training corpus, the fil-

tered sub-corpus is smaller and more related to 

the target domain, which results in the improve-

ment on the quality of paraphrase table as well as 

the performance when the paraphrase table is 

applied in automatic evaluation metric. 

3 MPEDA: Monolingual Paraphrase 

Extraction Based on Domain Adapta-

tion  

We extract domain-specific paraphrases from the 

monolingual corpus which are the most related to 

the test data. Our approach aims at accurately 

matching synonyms and phrases with the same 

or similar meaning in MT outputs and in human 

references with the help of the domain-specific 

paraphrase. We first filter a sub-corpus from a 

large general corpus by the extended M-L meth-

od, and then extract paraphrases based on Mar-

kov Network model and finally apply the para-

phrase table to METEOR metric. 

3.1 Extracting paraphrases based on word 

chunks 

According to the Markov Network model, we 

first use the term co-occurrence in the text set to 

calculate the correlation among terms and con-

struct a term Markov network where the correla-

tion between two words in the network (edge 

weight) is computed by the joint conditional 

probability of two terms in the text set according 

to Formula (1) - (3), in which conditional proba-

bility P(ti|tj) and P(tj|ti) are not equal.  
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In Formula (1) – (3), ti and tj stand for two 

terms, C(ti, tj) is the number of documents that  

in the whole training data term ti and term tj co-

occur in the same window, C(ti) and C(tj) denote 

the numbers of documents that term ti and term tj 

occur in the whole training data respectively, R(ti, 

tj) denotes the correlation between term ti and 

term tj. The greater the R value, the higher the 

correlation between the two terms. 

Extracting paraphrases from the constructed 

term Markov network is built on the following 

hypothesis: the more word chunks co-occurring 

between two terms, the more similar their seman-

tic meanings are, and thus the two terms are a 

paraphrase pair. Therefore, we need to build an 

n-gram word chunk set for each term and then 

calculate the ratio between the number of co-

occurring word chunks of two terms and the total 

number of word chunks with one term occurring. 

The ratio is considered as the possibility of the 

two terms constructing a paraphrase pair, which 

can be obtained by formula (4) - (6). Formula (6) 

is used to calculate the weight of n-gram word 

chunk.  
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       （6） 

In the above formulas, pos(ti，tj) is the para-

phrase probability of term ti and term tj, W3(ti，tj) 

is the sum of weights of all the 3-gram word 

chunks containing term ti and term tj, W3(ti) is the 

sum of weights of all the 3-gram word chunks 

containing term ti, W3(tj) denotes the sum of 

weights of all the 3-gram word chunks contain-

ing term tj, n denotes the number of nodes in 

word chunk, R(ti，tj) denotes the correlation be-

tween term ti and term tj. 
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We use the terms co-occurrence to construct a 

term Markov network and extract phrases in the 

corpus as a node of Markov network. Figure 1 

shows an example of 3-gram word chunk, where 

t1 stands for the term “computer”, t2 stands for 

the term “Internet”, t3 stands for the term “calcu-

lating machine”, t4 stands for the term “electron-

ic”. In this example, the 3-gram word chunk set 

for each term is S(C3(t1))= {{ t1，t2，t3}, {t1，

t3 ， t4}}， S(C3(t2))={ t1 ， t2 ， t3}， S(C3(t3)= 

{{ t1，t2，t3}, {t1，t3，t4}}, S(C3(t4))={ t1，t3，
t4}. It can be observed that  S(C3(t1))= S(C3(t3)= 

{{ t1，t2，t3}, {t1，t3，t4}}, hence, there is a 

high correlation between the two terms of t1 and 

t3 . Based on the hypothesis of this paper, we 

think term t1, “computer”, and term t3, “calculat-

ing machine”, in this example is a paraphrase 

pair. 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: 3-gram word chunk 

3.2 Corpus filtering 

3.2.1 M-L corpus filtering 

The corpus filtering method is built similar to the 

M-L method proposed by Moore and Lewis 

(2010). To extract a sub-corpus of target domain 

from the large general corpus, we first select a 

domain-specific corpus and a general large scale 

corpus. To improve the automatic MT metric, we 

use the human references of each sub-task in the 

metric tasks as the domain-specific corpus, and 

train the language model of the two corpora re-

spectively, furthermore, we calculate the cross 

entropy of the two models. Finally, the similarity 

between the sentences and the human references 

is measured by calculating the difference of two 

cross entropy of the same sentence according to 

Formula (7). Generally, smaller value means the 

sentence is closer to the target domain. 

 ( ) ( )
is ref i train iH S H S  

                  
(7) 

In formula (7), Si denotes the i-th sentence, 

Href denotes the cross entropy of the language 

model trained from the human references, while 

Htrain denotes the cross entropy of the language 

model trained from the training data.  

3.2.2 Document sets filtering 

The Markov network-based automatic para-

phrase extraction approach requires divide a gen-

eral monolingual corpus into different document 

sets. Weng et al. (2015) divided the text of a 

fixed length into a document without considering 

the correlation among documents. Hence, we 

form the sentences in the corpus into cluster via 

K-means clustering algorithm, and then use the 

bag of word model to create a vector for each 

sentence in the corpus. Thus the distance be-

tween two sentences can be obtained by calculat-

ing the cosine value of the two vectors. Each 

cluster is viewed as a document. In the process of 

clustering, dividing documents via K-means al-

gorithm can guarantee that the sentences in a 

document approximately belong to the same do-

main.   

Then, the M-L method is used to extract the 

sub-sets of documents which are close to the tar-

get domain from the clustered general document 

sets. This signifies that it is the document not the 

sentence that is regarded as the smallest filtering 

unit in the process of corpus filtering. And we 

want to identify documents which are similar to 

our target domain by summing up the difference 

of cross entropy of each sentence in the docu-

ment. However, when dividing the large-scale 

corpus into documents via K-means algorithm, 

the number of sentences in the documents varies, 

thus we calculate the mean after summing up the 

difference of cross entropy of each sentence to 

obtain the score of each document  
iD by For-

mula (8),  

1
( ( ) ( ))

i

n

ref j train jj

D

H S H S
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where 
iD  is the score of the i-th document, 

Href(Sj) is the cross entropy of the j-th sentence in 

the document Di derived from the language mod-

el of the references, Htrain(Sj) is the cross entropy 

of the j-th sentence in the document Di derived 

from the language model of the training data, n is 

the number of sentences in the document Di. 

Then we sort 
iD  in ascending order. The lower 

score implies the document is more like the hu-

man references. 

Calculating machine 

 

electronic 

 

computer 

 

Internet 

 

t3 t1 

t2 

t4 
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4 Experiments 

To test the quality of the domain-specific para-

phrase extracted from monolingual corpus by the 

proposed approach, we conducted experiments 

on WMT15 Metrics task. 

The METEOR-Universal metric (Denkowski 

and Lavie, 2014) using the paraphrase tables 

which were extracted from the bilingual parallel 

corpus was set as the baseline metric. We used 

the paraphrase tables in general domain extracted 

by the Markov Network model, and the domain-

specific paraphrase tables extracted by our ap-

proach substituted for the original paraphrased 

tables, respectively. The updated metrics are 

called as METEOR-Markov and METEOR-

MPEDA. We compared the METEOR-MPEDA 

metric with the METEOR-Markov metric and 

METEOR-Universal metric to demonstrate the 

quality of the domain-specific paraphrase table 

extracted by our approach. Besides, we com-

pared the METEOR-MPEDA with METEOR 

metric (Banerjee et al., 2005) which only uses 

the exact word match, stem match and synonym 

match. 

Data en-cs en-de en-fr en-fi en-ru cs-en de-en fr-en fi-en ru-en 

T-corpus 1000k 1920k 2007k 1926k 1074k 2218k 2218k 2218k 2218k 2218k 

ref 2656 2169 1500 1370 2818 2656 2169 1500 1370 2818 

Table 1. The statistics of the corpus 

 

Data en-cs en-de en-fr en-fi en-ru cs-en de-en fr-en fi-en ru-en 

D-corpus 28230 39684 39763 39921 28643 39684 39684 39684 39684 39684 

Table 2. The number of documents in training data 

 

4.1 Corpus 

The training data and the human references we 

used in the experiment are all provided in 

WMT15 Translation task and Metrics task (Bojar 

et al., 2015), every training data has its corre-

sponding references. Table 1 shows the number 

of sentences in the corpora. The row “T-corpus” 

denotes the training data, while the row “ref” 

denotes the references. 

The training data was processed by text clus-

tering. We used K-means clustering algorithm to 

gather the corpus sentences in different clusters, 

and then adopted the bag of word to create a vec-

tor for each sentence. By computing the cosine 

value of the two vectors, we obtained the dis-

tance between two sentences. Each cluster was 

viewed as a document. The i-th document in 

training data was named Di, and the number of 

sentences in each document was different. Table 

2 is the number of documents after training data 

clustering. The row “D-corpus” is the number of 

document used in the training data. 

4.2 Experiments Settings 

After dividing the training data into documents, 

we processed the corpus by the following proce-

dure: tokenize the training data and the refer-

ences; delete the punctuations; transform the cap-

italized letters of words into lower case. Then, 

we employed 4-gram language model with 

Kneser-Ney discounting to train corresponding 

language models for training data and the refer-

ences. The difference of cross entropy of each 

sentence in the training data language model was 

calculated. Then we summed up and normalized 

the difference of the cross entropy of the docu-

ments’ sentences. Thus every document in the 

training data received a score. The smaller the 

value is, the closer the document is to the refer-

ence. Later, we arranged the values in an ascend-

ing order, meanwhile, a threshold value was set, 

and the corpus beyond the threshold was aban-

doned. In this way, we obtained a smaller sub-

corpus with the approximately same domain with 

the training data. Finally, we gave different 

threshold value to the different sub-tasks, in oth-

er words, we selected the top n documents after 

ordering. 

We used the Markov network to build a term 

Markov network model in the sub-corpus, then 

we calculated the relation among words accord-

ing to words co-occurrence, next, we extracted 

the word chunks in the Markov network, and 

computed the likelihood that two words are a 

paraphrase pair by comparing the two chunks’ 

similarity. In this work, we extracted ten para-

phrase tables for ten sub-tasks in six languages 

on WMT15. 
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4.3 Results 

The Pearson Coefficient is used to compute the 

system-level correlation between automatic eval-

uation and human judgments as follows: 

1
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i ii

n n
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where Hi and Mi are the i-th system scores of 

human judgment and that of the automatic evalu-

ation metrics, respectively. 

The system-level correlation for the three met-

rics is given in Table 3 and Table 4, from the 

tables, we found that the system-level correlation 

of METEOR-MPEDA metric is better than ME-

TEOR, METEOR-Universal and METEOR-

Markov on average. 

Furthermore, Kendall’s τ coefficient was used 

to compute the correlation between automatic 

evaluation metrics and human judgments at seg-

ment -level as follows: 

| | | |
=

| | | |

Concordant Discordant

Concordant Discordant





      （10） 

where Concordant denotes the set where the hu-

man judgment and the automatic evaluation met-

rics’ score are concordant, while Discordant de-

notes the set where they are discordant. 

The segment-level correlation is given in Ta-

ble 5 and 6. It can be observed that the segment-

level correlation of METEOR-MPEDA metric 

on evaluation translation into English tasks is 

better than METEOR, METEOR-Universal met-

ric and METEOR-Markov metric on average. 

However, when evaluating translation out of 

English tasks, the performance of the METEOR-

MPEDA metric is slightly lower than METEOR-

Universal metric. It can be explained that when 

we have a large amount of bilingual parallel 

training data, the paraphrase table extracted from 

the bilingual corpus is better than that from mon-

olingual corpus for automatic evaluation of MT. 

 

Metrics de-en cs-en fr-en fi-en ru-en Average 

METEOR 0.926 0.973 0.979 0.929 0.959 0.953 

METEOR-Universal 0.953 0.974 0.979 0.934 0.964 0.961 

METEOR-Markov 0.950 0.974 0.978 0.929 0.965 0.959 

METEOR-MPEDA 0.959 0.974 0.979 0.939 0.963 0.963 

Table 3. The system-level correlation of metrics on evaluation translation into English on WMT15 Metrics task 

 

Metrics en-de en-cs en-fr en-fi en-ru Average 

METEOR 0.680 0.957 0.951 0.713 0.864 0.833 

METEOR-Universal 0.722 0.940 0.952 0.724 0.845 0.837 

METEOR-Markov 0.705 0.954 0.949 0.712 0.845 0.833 

METEOR-MPEDA 0.735 0.938 0.955 0.714 0.851 0.839 

Table 4. The system-level correlation of metrics on evaluation translation out of English on WMT15 Metrics task 

 

Metrics de-en cs-en fr-en fi-en ru-en Average 

METEOR 0.389 0.406 0.375 0.385 0.358 0.378 

METEOR-Universal 0.431 0.437 0.386 0.388 0.379 0.404 

METEOR-Markov 0.421 0.429 0.386 0.393 0.367 0.400 

METEOR-MPEDA 0.431 0.434 0.376 0.404 0.383 0.406 

Table 5. The segment-level correlation of metrics on evaluation translation into English on WMT15 Metrics task 

 

Metrics en-de en-cs en-fr en-fi en-ru Average 

METEOR 0.319 0.389 0.335 0.251 0.373 0.333 

METEOR-Universal 0.339 0.388 0.342 0.274 0.380 0.345 

METEOR-Markov 0.332 0.389 0.339 0.251 0.381 0.338 

METEOR-MPEDA 0.342 0.385 0.341 0.251 0.381 0.340 

Table 6. The segment-level correlation of metrics on evaluation translation out of English on WMT15 Metrics task
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5 Conclusion  

In this paper, we describe the submissions of our 

metric for WMT16 Metrics task in detail. We 

propose an approach to extract domain-specific 

paraphrase table from monolingual corpus for 

automatic evaluation of MT, and use it to replace 

the original paraphrase table in METEOR metric 

to improve the correlation between human judg-

ment and automatic evaluation metrics. The pro-

posed approach is tested on the newswire domain. 

In future work, we will systematically apply it to 

different specific domains such as the medical 

domain, IT domain, etc.  
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Abstract

This paper describes our submission to the
Tuning Task of WMT16. We replace the
grid search implemented as part of stan-
dard minimum-error rate training (MERT)
in the Moses toolkit with a search based
on particle swarm optimization (PSO). An
older variant of PSO has been previously
successfully applied and we now test it
in optimizing the Tuning Task model for
English-to-Czech translation. We also
adapt the method in some aspects to al-
low for even easier parallelization of the
search.

1 Introduction

Common models of statistical machine transla-
tion (SMT) consist of multiple features which as-
sign probabilities or scores to possible transla-
tions. These are then combined in a weighted
sum to determine the best translation given by the
model. Tuning within SMT refers to the process of
finding the optimal weights for these features on a
given tuning set. This paper describes our submis-
sion to WMT16 Tuning Task1, a shared task where
all the SMT model components and the tuning set
are given and task participants are expected to pro-
vide only the weight settings. We took part only in
English-to-Czech system tuning.

Our solution is based on the standard tuning
method of Minimum Error-Rate Training (MERT,
Och, 2003). The MERT algorithm described in
Bertoldi et al. (2009) is the default tuning method
in the Moses SMT toolkit (Koehn et al., 2007).
The inner loop of the algorithm performs opti-
mization on a space of weight vectors with a given

1http://www.statmt.org/wmt16/
tuning-task/

translation metric2. The standard optimization is a
variant of grid search and in our work, we replace
it with the Particle Swarm Optimization (PSO,
Eberhart et al., 1995) algorithm.

Particle Swarm Optimization is a good candi-
date for an efficient implementation of the inner
loop of MERT due to the nature of the optimiza-
tion space. The so-called Traditional PSO (TPSO)
has already been tested by Suzuki et al. (2011),
with a success. Improved versions of the PSO al-
gorithm, known as Standard PSO (SPSO), have
been summarized in Clerc (2012).

In this paper, we test a modified version of
the latest SPSO2011 algorithm within the Moses
toolkit and compare its results and computational
costs with the standard Moses implementation of
MERT.

2 MERT

The basic goal of MERT is to find optimal weights
for various numerical features of an SMT system.
The weights are considered optimal if they min-
imize an automated error metric which compares
the machine translation to a human translation for
a certain tuning (development) set.

Formally, each feature provides a score (some-
times a probability) that a given sentence e in goal
language is the translation of the foreign sentence
f . Given a weight for each such feature, it is pos-
sible to combine the scores to a single figure and
find the highest scoring translation. The best trans-
lation can then be obtained by the following for-
mula:

e∗ = argmax
e

∑

i

λi log (pi(e|f)) = gp(λ) (1)

2All our experiments optimize the default BLEU but other
metrics could be directly tested as well.
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The process of finding the best translation e∗ is
called decoding. The translations can vary signif-
icantly based on the values of the weights, there-
fore it is necessary to find the weights that would
give the best result. This is achieved by minimiz-
ing the error of the machine translation against the
human translation:

λ∗ = argmin
λ

errf (gp(λ), ehuman) (2)

The error function can also be considered as a
negative value of an automated scorer. The prob-
lem with this straight-forward approach is that de-
coding is computationally expensive. To reduce
this cost, the decoder is not run for every consid-
ered weight setting. Instead, only some promis-
ing settings are tested in a loop (called the “outer
loop”): given the current best weights, the decoder
is asked to produce n best translation for each
sentence of the tuning set. This enlarged set of
candidates allows us to estimate translation scores
for similar weight settings. An optimizer uses
these estimates to propose a new vector of weights
and the decoder then tests this proposal in another
outer loop. The outer loop is stopped when no new
weight setting is proposed by the optimizer or no
new translations are found by the decoder. The
run of the optimizer is called the “inner loop”, al-
though it need not be iterative in any sense. The
optimizer tries to find the best weights so that the
least erroneous translations appear as high as pos-
sible in the n-best lists of candidate translations.

Our algorithm replaces the inner loop of MERT.
It is therefore important to describe the properties
of the inner loop optimization task.

Due to finite number of translations accumu-
lated in the n-best lists (across sentences as well as
outer loop iterations), the error function changes
only when the change in weights leads to a change
in the order of the n-best list. This is represented
by numerous plateaus in the error function with
discontinuities on the edges of the plateaus. This
prevents the use of simple gradient methods. We
can define a local optimum not in a strict math-
ematical sense but as a plateau which has only
higher or only lower plateaus at the edges. These
local optima can then be numerous within the
search space and trap any optimizing algorithm,
thus preventing convergence to the global opti-
mum which is desired.

Another problem is the relatively high dimen-
sionality of the search space. The Tuning Task

model has 21 features but adding sparse features,
we can get to thousands of dimensions.

These properties of the search space make PSO
an interesting candidate for the inner loop algo-
rithm. PSO is stochastic so it doesn’t require
smoothness of the optimized function. It is also
highly parallelizable and gains more power with
more CPUs available, which is welcome since the
optimization itself is quite expensive. The simplic-
ity of PSO also leaves space for various improve-
ments.

3 PSO Algorithm

The PSO algorithm was first described by Eber-
hart et al. (1995). PSO is an iterative optimization
method inspired by the behavior of groups of ani-
mals such as flocks of birds or schools of fish. The
space is searched by individual particles with their
own positions and velocities. The particles can in-
form others of their current and previous positions
and their properties.

3.1 TPSO

The original algorithm is defined quite generally.
Let us formally introduce the procedure. The
search space S is defined as

S =
D⊗

d=1

[mind,maxd] (3)

where D is the dimension of the space and
mind and maxd are the minimal and maximal
values for the d-th coordinate. We try to find a
point in the space which maximizes a given func-
tion f : S 7→ R.

There are p particles and the i-th particle in
the n-th iteration has the followingD-dimensional
vectors: position xni , velocity vni , and two vectors
of maxima found so far: the best position pni vis-
ited by the particle itself and the best known po-
sition lni that the particle has learned about from
others.

In TPSO algorithm, the lni vector is always the
globally best position visited by any particle so far.

The TPSO algorithm starts with simple initial-
ization:
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x0
i = rand(S) (4)

v0
i =

rand(S)− x0
i

2
(5)

p0
i = x0

i (6)

l0i = argmax
j

f(p0
j ) (7)

where the function rand(S) generates a random
vector from space S with uniform distribution.

The velocity for the next iteration is updated as
follows:

vt+1
i = wvti + U(0, 1)φpp

t
i + U(0, 1)φll

t
i (8)

where U(0, 1) denotes a random number be-
tween 0 and 1 with uniform distribution. The pa-
rameters w, φp, φl ∈ (0, 1) are set by the user and
indicate a slowdown, and the respective weight for
own vs. learned optimum.

All the following vectors are then updated:

xt+1
i = xti + vt+1

i (9)

pt+1
i = xt+1

i if f(xt+1
i ) > f(pti) (10)

lt+1
i = argmax

j
(f(pt+1

j )) (11)

The process continues with the next iteration
until all of the particles converge to proximity of a
certain point. Other stopping criteria are also used.

3.2 Modified SPSO2011

We introduce a number of changes to the algo-
rithm SPSO2011 described by Clerc (2012).

In SPSO2011 the global best position lti is re-
placed by the best position the particle has re-
ceived information about from other particles. In
the original SPSO2011 this is done in a synchro-
nized fashion: after every iteration, all particles
send their best personal positions to m other parti-
cles. Every particle chooses the best position it has
received in the current iteration and sets its lti ac-
cordingly. This generalization of lti is introduced
in order to combat premature convergence to a lo-
cal optimum.

To avoid waiting until all particles finish their
computation, we introduce per-particle memory
of “learned best positions” called the “neighbour-
hood set” (although its members do not have to be

located in any close vicinity). This set of best po-
sitions is limited to k elements, each new addition
over the limit k replaces the oldest information.
To establish the “global” optimum lti, every parti-
cle consults only its set of learned best positions.

The algorithm starts with the initialization of
particle vectors given by the equations (4-6). The
l0i is initialized with the value of p0

i . The sets of
learned best positions are initialized as empty.

Two constants affect computations given below:
w is again the slowdown and c controls the “ex-
pansion” of examined neighbourhood of each par-
ticle. We setw and c to values that (as per Bonyadi
and Michalewicz, 2014) ensure convergence:

w =
1

2ln(2)
≈ 0.721 (12)

c =
1

2
+ ln(2) ≈ 1.193 (13)

xti

lti

pti

Gt
i

vti

xt+1
i

yti wvti

vt+1
i

clti

cpti

Figure 1: Construction of the particle position up-
date. The grey area indicates P (G,x).

For the update of velocity, it is first necessary to
calculate a “center of gravity” Gt

i of three points:
the current position xti, a slightly “expanded” cur-
rent best position pti and a slightly expanded best
position known by colleagues lti. The “expansion”
of the positions is controlled by c and directed out-
wards from xti:

Gt
i = xti + c · p

t
i + lti − 2xti

3
(14)

To introduce further randomness, xti is relocated
to a position yti sampled from the uniform distri-
bution in the area P (Gt

i,x
t
i) formally defined as:
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P (G,x) =

D⊗

d=1

[
Gd−|Gd−xd|, Gd+ |Gd−xd|

]

(15)
Our P (G,x) is a hypercube centered in Gt

i and
touching xti, see Figure 1 for an illustration. The
original SPSO2011 used a d-dimensional ball with
the center in G and radius ‖G − x‖ to avoid the
bias of searching towards points on axes. We are
less concerned about this and opt for a simpler and
faster calculation.

The new velocity is set to include the previous
velocity (reduced by w) as well as the speedup
caused by the random relocation:

vt+1
i = wvti + yti − xti (16)

Finally, the particle position is updated:

xt+1
i = xti + vt+1

i = wvti + yti (17)

The optimized function is evaluated at the new
position xt+1

i and the particle’s best position is up-
dated if a new optimum was found. In any case,
the best position pt+1

i together with its value is
sent tom randomly selected particles (possibly in-
cluding the current particle) to be included in their
sets of learned best positions as described above.
The particle then sets its lt+1

i to best position from
its own list of learned positions.

The next iteration continues with the updated
vectors. Normally, the algorithm would terminate
when all particles converge to a close proximity
to each other, but it turns out that this often leads
to premature stopping. There are many other ap-
proaches possible to this problem (Xinchao, 2010;
Evers and Ben Ghalia, 2009), but we choose a sim-
ple restarting strategy: when the particle is send-
ing out its new best position and value to m fel-
lows, the manager responsible for this checks if
this value was not reported in the previous call
(from any other particle). If it was, then the current
particle is instructed to restart itself by setting all
of its vectors to random initial state.3 The neigh-
borhood set is left unchanged. The restart prevents
multiple particles exploring the same area.

The drawback of restarts is that the stopping cri-
terion is never met. In our first version, we ran

3The use of score and not position is possible due to the
nature of the space in which a same score of two points very
likely means that the points are equivalent.

the algorithm for a fixed number of position up-
dates, specifically 32000. Later, we changed the
algorithm to terminate after the manager has seen
3200 position updates without any update of the
global best position. In the following section, we
refer to the former as PSO without the termination
condition (PSO) and the latter as PSO with the ter-
mination condition (PSO-T).

Properties of SPSO2011 have been investigated
by Bonyadi and Michalewicz (2014). We use a
slightly different algorithm, but our modifications
should have an effect only on rotational invariance,
which is not so much relevant for our purpose.
Aside from the discussion on the values of w and
c with respect to the convergence of all particles
to the same point, Bonyadi and Michalewicz also
mention that SPSO2011 is not guaranteed to con-
verge to a local optimum. Since our search space
is discontinuous with plateaus, the local conver-
gence in the mathematical sense is not especially
useful anyway.

4 Implementation

We implemented the algorithm described above
with one parameter, the number of particles. We
set the size of the neighborhood set, denoted k
above, to 4 and the number of random particles re-
ceiving the information about a particle’s best po-
sition so far (m) to 3.

The implementation of our version of the PSO
algorithm is built within the standard Moses code.
The algorithm itself creates a reasonable parallel
structure with each thread representing a single
particle.

We use similar object structure as the base-
line MERT implementation. The points are rep-
resented by their own class which handles basic
arithmetic and stream operations. The class car-
ries not only the vector of the current position but
also its associated score.

Multiple threads are maintained by the stan-
dard Moses thread pools (Haddow, 2012). Ev-
ery thread (“Task” in Moses thread pools) cor-
responds to a particle and is responsible for cal-
culating its search in the space using the class
PSOOptimizer. There are no synchronous it-
erations, each particle proceeds at its own pace.

All optimizers have access to a global manager
object of class PSOManager, see Figure 2 for an
illustration. The manager provides methods for
the optimizers to get the best vector lti from the
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Run PSO-16 PSO-64 PSO-T-16 PSO-T-64 MERT-16
1 14.5474 15.6897 15.6133 15.6613 14.5470
2 17.3292 18.7340 18.7437 18.4464 18.8704
3 18.9261 18.9788 18.9711 18.9069 19.0625
4 19.0926 19.2060 19.0646 19.0785 19.0623
5 19.1599 19.2140 19.0968 19.0738 19.1992
6 19.2444 19.2319 - 19.0772 19.1751
7 19.2470 19.2383 - - 19.0480
8 19.2613 19.2245 - - 19.1359
12 - - - - 19.1625

Table 1: The final best BLEU score after the runs of the inner loop for PSO without and with the
termination condition with 16 and 64 threads respectively and standard Moses MERT implementation
with 16 threads.

ScorerData

FeatureData

ScorerData

FeatureData

PSOManager

+addPoint(Point p)
+getBestNeighbor(int i, Point P)
+cont()

AllTasks

...
PSOOptimizer

PSOOptimizationTaskPSOOptimizationTask

PSOOptimizer

Figure 2: Base structure of our PSO algorithm

neighborhood set, to report its best position to the
random m particles (addPoint) and to check if
the optimization should still run (cont) or termi-
nate. The method addPoint serves two other
purposes: incrementing an internal counter of it-
erations and indicating through its return value
whether the reporting particle should restart itself.

Every optimizer has its own FeatureData
and ScorerData, which are used to determine
the score of the investigated points. As of now,
the data is loaded serially, so the more threads we
have, the longer the initialization takes. In the
baseline implementation of MERT, all the threads
share the scoring data. This means that the data
is loaded only once, but due to some unexpected
locking, the baseline implementation never gains
speedups higher than 1.5, even with 32 threads,
see Table 2 below.

This structure allows an efficient use of multi-
ple cores. Methods of the manager are fast com-

pared to the calculations performed in the optimiz-
ers. The only locking occurs when threads are try-
ing to add points; read access to the manager can
be concurrent.

5 Results

We ran the tuning only for the English to Czech
part of the tuning task. We filtered and binarized
the model supplied by the organizers to achieve
better performance and smaller memory costs.

For the computation, we used the services of
Metacentrum VO. Due to the relatively high mem-
ory demands we used two SGI UV 2000 machines:
one with 48x 6-core Intel Xeon E5-4617 2.9GHz
and 6TB RAM and one with 48x 8-core Intel Xeon
E5-4627v2 3.30GHz and 6TB RAM. We ran the
tuning process on 16 and 64 CPUs, i.e. with 16
and 64 particles, respectively. We submitted the
weights from the 16-CPU run. We also ran a test
run using the standard Moses MERT implementa-
tion with 16 threads for a comparison.

Table 1 shows the best BLEU scores at the end
of each inner loop (as projected from the n-best
lists on the tuning set of sentences). Both meth-
ods provide similar results. Since the methods are
stochastic, different runs will lead to different best
positions (and different scores).

Comparison of our implementation with with
the baseline MERT on a test set is not nec-
essary. Both implementations try to maximize
BLEU score, therefore any overtraining occurring
in the baseline MERT occurs also in our imple-
mentation and vice versa.

Table 2 shows the average run times and
reached scores for 8 runs of the baseline MERT
and our PSO and PSO-T, starting with the same
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Wall Clock [s] Projected BLEU Reached
Outer Loop CPUs MERT PSO PSO-T MERT PSO PSO-T

1 1 186.24±10.63 397.28±2.13 62.37±19.64 14.50±0.03 13.90±0.05 13.84±0.05
1 4 123.51±3.58 72.75±1.12 21.94±4.63 14.51±0.03 14.48±0.08 14.46±0.06
1 8 135.40±8.43 43.07±0.78 15.62±3.40 14.52±0.04 14.53±0.05 14.42±0.12
1 16 139.43±8.00 33.00±1.37 14.59±2.21 14.53±0.02 14.51±0.08 14.48±0.10
1 24 119.69±4.43 32.20±1.62 16.89±3.16 14.52±0.02 14.55±0.06 14.47±0.07
1 32 119.04±4.47 33.42±2.16 19.16±2.92 14.53±0.03 14.50±0.04 14.50±0.07
3 1 701.18±47.13 1062.38±1.88 117.64±0.47 18.93±0.04 18.08±0.00 18.08±0.00
3 4 373.69±28.37 189.86±0.64 57.28±23.61 18.90±0.00 18.82±0.12 18.81±0.07
3 8 430.88±24.82 111.50±0.53 37.92±8.68 18.95±0.05 18.89±0.09 18.87±0.06
3 16 462.77±18.78 80.54±5.39 29.62±4.34 18.94±0.04 18.94±0.07 18.90±0.05
3 24 392.66±13.39 74.08±3.64 31.67±3.47 18.94±0.04 18.93±0.05 18.86±0.05
3 32 399.93±27.68 82.83±3.82 37.70±4.52 18.91±0.01 18.90±0.05 18.87±0.06

Table 2: Average run times and reached scores. The ± are standard deviations.

n-best lists as accumulated in iteration 1 and 3 of
the outer loop. Note that PSO and PSO-T use only
as many particles as there are threads, so running
them with just one thread leads to a degraded per-
formace in terms of BLEU. With 4 or 8 threads,
the three methods are on par in terms of tuning-
set BLEU. Starting from 4 threads, both PSO and
PSO-T terminate faster than the baseline MERT
implementation. Moreover the baseline MERT
proved unable to utilize multiple CPUs efficiently,
whereas PSO gives us up to 14-fold speedup.

In general, the higher the ratio of the serial data
loading to the search computation time, the worse
the speedup. The search in PSO-T takes much
shorter time so the overhead of serial data loading
is more apparent and PSO-T seems parallelized
badly and gives only quadruple speedup. The re-
duction of this overhead is highly desirable.

6 Conclusion

We presented our submission to the WMT16 Tun-
ing Task, a variant of particle swarm optimization
applied to minimum error-rate training in statisti-
cal machine translation. Our method is a drop-in
replacement of the standard Moses MERT and has
the benefit of easy parallelization. Preliminary ex-
periments suggest that it indeed runs faster and de-
livers comparable weight settings.

The effects on the number of iterations of the
MERT outer loop as well as on the test-set perfor-
mance have still to be investigated.
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Abstract

We describe the design, the evaluation
setup, and the results of the 2016 WMT
shared task on cross-lingual pronoun pre-
diction. This is a classification task in
which participants are asked to provide
predictions on what pronoun class label
should replace a placeholder value in the
target-language text, provided in lemma-
tised and PoS-tagged form. We provided
four subtasks, for the English–French and
English–German language pairs, in both
directions. Eleven teams participated in
the shared task; nine for the English–
French subtask, five for French–English,
nine for English–German, and six for
German–English. Most of the submissions
outperformed two strong language-model-
based baseline systems, with systems us-
ing deep recurrent neural networks outper-
forming those using other architectures for
most language pairs.

1 Introduction

Pronoun translation poses a problem for cur-
rent state-of-the-art Statistical Machine Transla-
tion (SMT) systems (Le Nagard and Koehn, 2010;
Hardmeier and Federico, 2010; Novák, 2011;
Guillou, 2012; Hardmeier, 2014).

anaphoric I have an umbrella. It is red.
pleonastic I have an umbrella. It is raining.
event He lost his job. It came as a total

surprise.

Figure 1: Examples of three different functions
fulfilled by the English pronoun “it”.

Problems arise for a number of reasons. In gen-
eral, pronoun systems in natural language do not
map well across languages, e.g., due to differ-
ences in gender, number, case, formality, or ani-
macy/humanness, as well as due to differences in
where pronouns may be used.

To this is added the problem of functional am-
biguity, whereby pronouns with the same surface
form may perform multiple functions (Guillou,
2016). For example, the English pronoun “it” may
function as an anaphoric, pleonastic, or event ref-
erence pronoun. An anaphoric pronoun corefers
with a noun phrase (NP). A pleonastic pronoun
does not refer to anything, but it is required by syn-
tax to fill the subject position. An event reference
pronoun may refer to a verb phrase (VP), a clause,
an entire sentence, or a longer passage of text. Ex-
amples of each of these pronoun functions are pro-
vided in Figure 1. It is clear that instances of the
English pronoun “it” belonging to each of these
functions would have different translation require-
ments in French and German.
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The problem of pronouns in machine translation
has long been studied. In particular, for SMT sys-
tems, the recent previous studies cited above have
focused on the translation of anaphoric pronouns.
In this case, a well-known constraint of languages
with grammatical gender is that agreement must
hold between an anaphoric pronoun and the NP
with which it corefers, called its antecedent. The
pronoun and its antecedent may occur in the same
sentence (intra-sentential anaphora) or in differ-
ent sentences (inter-sentential anaphora). Most
SMT systems translate sentences in isolation, so
inter-sentential anaphoric pronouns will be trans-
lated without knowledge of their antecedent and
as such, pronoun-antecedent agreement cannot be
guaranteed. The accurate translation of intra-
sentential anaphoric pronouns may also cause
problems as the pronoun and its antecedent may
fall into different translation units (e.g., n-gram or
syntactic tree fragment).

The above constraints start playing a role in pro-
noun translation in situations where several trans-
lation options are possible for a given source-
language pronoun, a large number of options be-
ing likely to affect negatively the translation ac-
curacy. In other words, pronoun types that ex-
hibit significant translation divergencies are more
likely to be erroneously translated by an SMT sys-
tem that is not aware of the above constraints.
For example, when translating the English pro-
noun “she” into French, there is one main op-
tion, “elle” (exceptions occur, though, e.g., in ref-
erences to ships). However, several options exist
for the translation of anaphoric “it”: “il” (for an
antecedent that is masculine in French) or “elle”
(feminine), but also “cela”, “ça” or sometimes
“ce” (non-gendered demonstratives).

The challenges of correct pronoun translation
gradually raised the interest in a shared task, which
would allow the comparison of various proposals
and the quantification of their claims to improve
pronoun translation. However, evaluating pro-
noun translation comes with its own challenges,
as reference-based evaluation cannot take into ac-
count the legitimate variations of translated pro-
nouns, or their placement in the sentence. Build-
ing upon the experience from a 2015 shared task,
the WMT 2016 shared task on pronoun predic-
tion has been designed to test capacities for correct
pronoun translation in a framework that allows for
objective evaluation, as we now explain.

2 Task Description

The WMT 2016 shared task on cross-lingual pro-
noun prediction is a classification task in which
participants are asked to provide predictions on
what pronoun class label should replace a place-
holder value (represented by the token REPLACE)
in the target-language text. It requires no specific
Machine Translation (MT) expertise and is inter-
esting as a machine learning task in its own right.
Within the context of SMT, one could think of the
task of cross-lingual pronoun prediction as a com-
ponent of an SMT system. This component may
take the form of a decoder feature or it may be
used to provide “corrected” pronoun translations
in a post-editing scenario.

The design of the WMT 2016 shared task has
been influenced by the design and the results of
a 2015 shared task (Hardmeier et al., 2015) or-
ganised at the EMNLP workshop on Discourse in
MT (DiscoMT). The first intuition about evaluat-
ing pronoun translation is to require participants
to submit MT systems — possibly with specific
strategies for pronoun translation — and to es-
timate the correctness of the pronouns they out-
put. This estimation, however, cannot be per-
formed with full reliability only by comparing pro-
nouns across candidate and reference translations
because this would miss the legitimate variation of
certain pronouns, as well as variations in gender
or number of the antecedent itself. Human judges
are thus required for reliable evaluation, follow-
ing the protocol described at the DiscoMT 2015
shared task on pronoun-focused translation. The
high cost of this approach, which grows linearly
with the number of submissions, prompted us to
implement an alternative approach, also proposed
in 2015 as pronoun prediction (Hardmeier et al.,
2015). While the structure of the WMT 2016 task
is similar to the shared task of the same name at
DiscoMT 2015, there are two main differences,
one conceptual and one regarding the language
pairs, as specified hereafter.

In the WMT 2016 task, participants are asked to
predict a target-language pronoun given a source-
language pronoun in the context of a sentence.
In addition to the source-language sentence, we
provide a lemmatised and part-of-speech (PoS)
tagged target-language human-authored transla-
tion of the source sentence, and automatic word
alignments between the source-sentence words
and the target-language lemmata.
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In the translation, the words aligned to a subset
of the source-language third-person subject pro-
nouns are substituted by placeholders. The aim
of the task is to predict, for each placeholder, the
word that should replace it from a small, closed
set of classes, using any type of information that
can be extracted from the documents. In this way,
the evaluation can be fully automatic, by com-
paring whether the class predicted by the system
is identical to the reference one, assuming that
the constraints of the lemmatised target text allow
only one correct class (unlike the pronoun-focused
translation task which makes no assumption about
the target text).

Figure 2 shows an English–French example
sentence from the development set. It contains
two pronouns to be predicted, indicated by RE-
PLACE tags in the target sentence. The first “it”
corresponds to “ce” while the second “it” corre-
sponds to “qui” (equivalent to English “which”),
which belongs to the OTHER class, i.e., does not
need to be predicted as is. This example illustrates
some of the difficulties of the task: the two source
sentences are merged into one target sentence, the
second “it” becomes a relative pronoun instead of
a subject one, and the second French verb has a
rare intransitive usage.

The two main differences between the
WMT 2016 and DiscoMT 2015 tasks are as
follows. First, the WMT 2016 task introduces
more language pairs with respect to the 2015 task.
In addition to the English–French subtask (same
pair as the DiscoMT 2015 task), we also provide
subtasks for French–English, German–English
and English–German. Second, the WMT 2016
task provides a lemmatised and PoS-tagged refer-
ence translation instead of the fully inflected text
provided for the DiscoMT 2015 task. The use of
this representation, whilst still artificial, could be
considered to provide a more realistic SMT-like
setting. SMT systems cannot be relied upon to
generate correctly inflected surface form words,
and so the lemmatised, PoS-tagged representation
encourages greater reliance on other information
from the source and target-language sentences.

The following sections describe the set of
source-language pronouns and the target-language
classes to be predicted, for each of the four sub-
tasks. The subtasks are asymmetric in terms of
the source-language pronouns and the prediction
classes.

The selection of the source-language pronouns
and their target-language prediction classes for
each subtask is based on the variation that is
to be expected when translating a given source-
language pronoun, i.e., the translation divergen-
cies of each pronoun type. For example, when
translating the English pronoun “it” into French,
a decision must be made as to the gender of the
French pronoun, with “il” and “elle” both provid-
ing valid options. Alternatively, a non-gendered
pronoun such as “cela” may be used instead. The
translation of the English pronouns “he” and “she”
into French, however, does not require such a de-
cision. These may simply be mapped one-to-one,
as “il” and “elle” respectively, in the vast major-
ity of cases. The translation of “he” and “she”
from English into French is therefore not consid-
ered an interesting problem and as such, these
pronouns are excluded from the source-language
set for the English–French subtask. In the oppo-
site translation direction, the French pronoun “il”
may be translated as “it” or “he”, and “elle” as
“it” or “she”. As a decision must be taken as to
the appropriate target-language translation of “il”
and “elle”, these are included in the set of source-
language pronouns for French–English.

2.1 English–French
This subtask concentrates on the translation of
subject-position “it” and “they” from English into
French. The following prediction classes exist for
this subtask (the class name, identical to the main
lexical item, is highlighted in bold, but each class
may include additional lexical items, indicated in
plain font between quotes):

• ce: the French pronoun “ce” (sometimes with
elided vowel as “c’ ” when preceding a word
starting by a vowel) as in the expression
“c’est” (“it is”);
• elle: feminine singular subject pronoun;
• elles: feminine plural subject pronoun;
• il: masculine singular subject pronoun;
• ils: masculine plural subject pronoun;
• cela: demonstrative pronouns, including

“cela”, “ça”, the misspelling “ca”, and the
rare elided form “ç’ ” when the verb follow-
ing it starts with a vowel;
• on: indefinite pronoun;
• OTHER: some other word, or nothing at all,

should be inserted.
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ce OTHER ce|PRON qui|PRON It ’s an idiotic debate . It has to stop . REPLACE 0
être|VER un|DET débat|NOM idiot|ADJ REPLACE 6 devoir|VER stopper|VER .|. 0-0 1-1
2-2 3-4 4-3 6-5 7-6 8-6 9-7 10-8

Figure 2: English–French example sentence from the development set with two REPLACE tags to be
replaced by “ce” and “qui” (OTHER class), respectively. The French reference translation, not shown to
participants, merges the two source sentences into one: “C’est un débat idiot qui doit stopper.”

2.2 French–English
This subtask concentrates on the translation of
subject-position “elle”, “elles”, “il”, and “ils”
from French into English.1 The following predic-
tion classes exist for this subtask:

• he: masculine singular subject pronoun;

• she: feminine singular subject pronoun;

• it: non-gendered singular subject pronoun;

• they: non-gendered plural subject pronoun;

• this: demonstrative pronouns (singular), in-
cluding both “this” and “that”;

• these: demonstrative pronouns (plural), in-
cluding both “these” and “those”;

• there: existential “there”;

• OTHER: some other word, or nothing at all,
should be inserted.

2.3 English–German
This subtask concentrates on the translation of
subject-position “it” and “they” from English into
German. It uses the following prediction classes:

• er: masculine singular subject pronoun;

• sie: feminine singular, and non-gendered plu-
ral subject pronouns;

• es: neuter singular subject pronoun;

• man: indefinite pronoun;

• OTHER: some other word, or nothing at all,
should be inserted.

2.4 German–English
This subtask concentrates on the translation of
subject position “er”, “sie” and “es” from German
into English. The following prediction classes ex-
ist for this subtask:

• he: masculine singular subject pronoun;

• she: feminine singular subject pronoun;
1We explain below in Section 3.3.3 how non-subject pro-

nouns are filtered out from the data.

• it: non-gendered singular subject pronoun;

• they: non-gendered plural subject pronoun;

• you: second person pronoun (with both
generic or deictic uses);

• this: demonstrative pronouns (singular), in-
cluding both “this” and “that”;

• these: demonstrative pronouns (plural), in-
cluding both “these” and “those”;

• there: existential “there”;

• OTHER: some other word, or nothing at all,
should be inserted.

3 Datasets

3.1 Data Sources
The training dataset comprises Europarl, News
and TED talks data. The development and test
datasets consist of TED talks. Below we describe
the TED talks, the Europarl and News data, the
method used for selecting the test datasets, and the
steps taken to pre-process the training, develop-
ment, and test datasets.

3.1.1 TED Talks
TED is a non-profit organisation that “invites the
world’s most fascinating thinkers and doers [...] to
give the talk of their lives”. Its website2 makes the
audio and the video of TED talks available under
the Creative Commons license. All talks are pre-
sented and captioned in English, and translated by
volunteers world-wide into many languages.3 In
addition to the availability of (audio) recordings,
transcriptions and translations, TED talks pose in-
teresting research challenges from the perspective
of both speech recognition and machine transla-
tion. Therefore, both research communities are
making increased use of them in building bench-
marks.

2http://www.ted.com/
3As is common in other MT shared tasks, we do not give

particular significance to the fact that all talks are originally
given in English, which means that French–English transla-
tion is in reality a back-translation.
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TED talks address topics of general interest and
are delivered to a live public audience whose re-
sponses are also audible on the recordings. The
talks generally aim to be persuasive and to change
the viewers’ behaviour or beliefs. The genre of the
TED talks is transcribed planned speech.

As shown in analysis presented by Guillou et
al. (2014), TED talks differ from other text types
with respect to pronoun usage. TED speakers
frequently use first- and second-person pronouns
(singular and plural): first-person to refer to them-
selves and their colleagues or to themselves and
the audience, second-person to refer to the audi-
ence, the larger set of viewers, or people in gen-
eral. TED speakers often use the pronoun “they”
without a specific textual antecedent, in sentences
such as “This is what they think.” They also
use deictic and third-person pronouns to refer to
things in the spatio-temporal context shared by the
speaker and the audience, such as props and slides.
In general, pronouns are common, and anaphoric
references are not always clearly defined.

For the WMT 2016 task, TED training and de-
velopment sets come from the MT task of the 2015
IWSLT evaluation campaign (Cettolo et al., 2015).
The test set from DiscoMT 2015 (Hardmeier et al.,
2015) was also released for development purposes.

3.1.2 Europarl and News
For training purposes, in addition to TED talks,
the Europarl4 and News Commentary5 corpora
were made available. We used the alignments pro-
vided by OPUS, including the document bound-
aries from the original sources. For Europarl, we
used version 7 of the data release and the News
Commentary set refers to version 9. The data
preparation is explained below.

3.2 Test Set Selection
We selected the test datasets for the shared task
from talks added recently to the TED repository
that satisfy the following requirements:

1. The talks have been transcribed (in English)
and translated into both German and French.

2. They are not included in the training, devel-
opment or test sets of the IWSLT evaluation
campaigns, nor in the DiscoMT 2015 test set.

3. In total, they amount to a number of words
suitable for evaluation purposes (some tens of
thousands).

4http://www.statmt.org/europarl/
5http://opus.lingfil.uu.se/News-Commentary.php

Once we found the talks satisfying these crite-
ria, we automatically aligned them at the segment
level. Then, we extracted a number of TED talks
from the collection, following the criteria outlined
in Section 3.2. Finally, we manually checked the
sentence alignments of these selected TED talks in
order to fix errors generated by either automatic or
human processing. Table 1 shows some statistics
about the test datasets prepared for each subtask.

subtask segs tokens
source target

English–French 1,213 22,429 23,626
French–English 1,199 24,019 23,911
English–German 1,258 22,458 20,118
German–English 1,192 20,795 23,926

Table 1: Statistics about 2016 test datasets.

In total, we selected 16 TED talks for testing,
which we split into two groups: 8 TED talks for
the English to French/German direction, and 8
TED talks for the French/German to English di-
rection. Another option would have been to create
four separate groups of TED talks, one for each
subtask. However, using a smaller set of docu-
ments reduced the manual effort in correcting the
automatic sentence alignment of the documents.

The TED talks belonging to the test datasets are
described in Tables 2 and 3. The English texts
used for the English–French and English–German
subtasks are the same. Differences in alignment
of the sentences leads to different segmentation of
the parallel texts for the different language pairs.
Minor corrections to the sentence alignment and
to the text itself, which were applied manually,
resulted in small differences in token counts for
the same English TED talk when paired with the
French vs. the German translation.

The TED talks in the test datasets were selected
to include more pronouns from the rare classes.
For example, for the English to French/German
dataset, we wished to include documents that
contained more feminine pronouns in the French
and in the German translations. For the Ger-
man/French to English dataset, we wished to in-
clude documents with more demonstrative pro-
nouns in the English translations. The group
of documents for the translation from English to
French/German was balanced to ensure that the
preference for rare pronouns was satisfied for both
target languages.
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ID Speaker Segs Tokens Segs Tokens
English French English German

1541 L. Kristine 124 2,883 3,224 124 2,883 2,614
1665 E. Schlangen 48 1,027 1,087 48 1,027 887
2155 J. Howard 174 3,943 3,794 184 3,972 3,321
2175 K. Gbla 220 3,474 3,592 249 3,475 3,110
2241 P. Ronald 161 2,870 3,104 172 2,882 2,672
2277 D. Hoffman 225 3,736 3,837 217 3,729 3,293
2289 M. McKenna 118 2,342 2,666 121 2,338 2,207
2321 Y. Morieux 143 2,154 2,322 143 2,152 2,014

Total 1,213 22,429 23,626 1,258 22,458 20,118

Table 2: Test dataset documents: English to French/German.

ID Speaker Segs Tokens Segs Tokens
French English German English

2039 M. Gould Stewart 105 2,567 2,443 123 2,257 2,449
2140 E. Balcetis 127 2,725 2,541 132 2,206 2,509
2151 V. Myers 151 2,803 2,918 168 2,370 2,937
2182 R. Semler 235 4,297 4,530 261 3,848 4,548
2194 N. Burke Harris 93 2,592 2,380 105 1,977 2,369
2246 A. Davis 147 2,660 2,832 103 2,347 2,805
2252 E. Perel 162 3,369 3,220 163 3,162 3,226
2287 C. Kidd 179 3,006 3,047 137 2,628 3,083

Total 1,199 24,019 23,911 1,192 20,795 23,926

Table 3: Test dataset documents: French/German to English.

3.3 Data Preparation

In order to extract pronoun examples, we first
needed to align the data. We then extracted the
pronoun examples based on the alignments. Fi-
nally, we filtered the examples in order to remove
non-subjects. An innovation this year is the lem-
matisation of the target data to remove the infor-
mative features coming from the inflections of the
surrounding context. We used automatic lemma-
tisers and PoS taggers, and we further converted
the PoS labels to 12 coarse universal PoS tags
(Petrov et al., 2012). For all languages in our
dataset, we used TreeTagger (Schmid, 1994) with
its built-in lemmatiser. The tagsets were then con-
verted to universal PoS tags using publicly avail-
able mappings,6 except for French, for which no
appropriate mapping was available. In French, we
clipped the morphosyntactic information from the
base word class, which is separated by a colon
(‘:’) in the tagset (e.g., VER:futu, VER:impe and
all other verb tags would be reduced to VER, thus
only keeping the verb tag, resulting in 15 tags.
For German, we had to map pronominal adverbs
to PROAV for the conversion to match the Tiger
tagset used in the mapping to universal PoS tags.

6https://github.com/slavpetrov/
universal-pos-tags

3.3.1 Alignment Optimisation

Since we extract examples based on word align-
ments, we need good alignment precision in order
not to extract erroneous examples, and good recall
in order not to overgenerate the OTHER class. For
the DiscoMT 2015 shared task, we explored this
issue for English–French and found that GIZA++
model 4 and HMM with grow-diag-final-and sym-
metrisation gave the best results. For pronoun–
pronoun links, we had an F-score of 0.96, with
perfect recall and precision of 0.93 (Hardmeier et
al., 2015). This was slightly higher than for other
links, which had an F-score of 0.92.

For German–English, we explored this issue
this year since it is a new language pair. We
used an aligned gold standard of 987 sentences
from (Padó and Lapata, 2005), which has been ex-
tensively evaluated by Stymne et al. (2014). We
used the same methodology as in 2015, and per-
formed an evaluation on the subset of links be-
tween the pronouns we are interested in. We re-
port precision and recall of links both for the pro-
noun subset and for all links, shown in Table 4.
The alignment quality is considerably worse than
for French–English both for all links and for pro-
nouns, but again the results for pronouns is better
than for all links in both precision and recall.
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Alignment Symmetrisation All links Pronouns
P R P R

Model 4
gdfa

.75 .79 .82 .88
fast-align .69 .73 .80 .81

HMM

.80 .73 .87 .85
gd .81 .70 .89 .78
gdf .73 .77 .77 .90
∪ .71 .77 .76 .90
∩ .92 .61 .92 .74

Table 4: Evaluation of German–English align-
ments for all links and pronouns using different
alignment models and symmetrisation.

Across symmetrisation methods, HMM align-
ments give the best performance, especially for
precision. The trade-off between precision and
recall that holds for all links also applies to pro-
noun links. In the end, we decided to use HMM
with intersection symmetrisation, since we believe
that precision is more important than recall, in
order not to add any false positive instances of
the pronoun classes to our data. The lower re-
call will result in more examples from the OTHER

class though. For English–French, we applied the
same setup as last year using IBM Model 4 and
the grow-diag-final-and symmetrisation heuristic.
Similar to last year, we also perform backoff align-
ment with fast align in cases that are filtered out
before running GIZA++ because of length and
length-ratio restrictions of the parallel data.

3.3.2 Example Selection

In order to select the acceptable target classes, we
computed the frequencies of pronouns aligned to
the ambiguous source-language pronouns based
on the PoS-tagged training data. Using these
statistics, we defined the sets of predicted labels
for each language pair. Based on the counts, we
also decided to merge small classes such as the
demonstrative pronouns ‘these’ and ‘those’.

Using these datasets, we identified examples
based on the automatic word alignments. We in-
clude cases in which multiple words are aligned
to the selected pronoun if one of them belongs to
the set of accepted target pronouns. If this is not
the case, we use the shortest word aligned to the
pronoun as the placeholder token.

Unlike in 2015, we find a translation place-
holder token for the unaligned pronouns using the
following heuristic: we use alignment links of sur-
rounding source-language words to determine the
likely position for the placeholder token.

We expand the window in both directions until
we find a link. We insert the placeholder before or
after the linked token, depending on whether the
aligned source-language token is in left or right
context of the selected pronoun. If no link is found
in the entire sentence (an infrequent case), we use
a position similar to the position of the selected
pronoun within the source-language sentence.

3.3.3 Subject Filtering
The main interest of both the 2015 and the 2016
shared tasks has been on subject pronouns, and the
pronoun sets have been selected with this in mind.
However, several pronouns are ambiguous for the
subject/object distinction. For the source datasets,
this applies to English “it” and German “es” and
“sie”. In 2015, we ignored this issue, but this year
we added a filtering step for the cases where En-
glish or German was the source language. We used
automatic filtering for all datasets, and in addition,
some manual filtering for the test dataset.

For the automatic filtering, we parsed the data
using Mate Tools to perform joint PoS-tagging
and dependency parsing. For the ambiguous pro-
nouns, we then removed all pronoun instances that
were not labelled as subjects, i.e., had the depen-
dency label SBJ for English or SB for German. For
French–English, no filtering was performed since
all source pronouns are unambiguous subject pro-
nouns. Table 5 shows how the subject filtering
affected the IWSLT15 training set. For all lan-
guages, there was a large reduction for the OTHER

class. For German–English, there were also large
reductions for several other classes. Evaluations
carried out after the shared task showed that this
was mainly due to the dependency label EP, which
marks expletives, and which should not have been
filtered away. This mainly affected translation
from “es gibt” / “there is”, and explains the large
reduction of the there class for German–English.

For the test dataset, we manually checked all
of the pronouns that remained after the auto-
matic filtering, in order to remove any remaining
non-subjects. This showed that the performance
of the parser for subjects was good and only a
small amount of non-subjects remained, one for
English–French, two for English–German, and six
for German–English. We also noticed some issues
with the casing of German “Sie”, and changed it
in four cases. Due to time constraints, we did not
check the removed pronouns before releasing the
data, but only for evaluation purposes afterwards.
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We checked all removed pronouns, 70 for
English–German, 71 for English–French, and
a sample of 70 pronouns for German–English,
where many more pronouns were filtered away.
For English as a source language, the filtering was
very accurate, and there were only two instances
for English–French and no instances for English–
German where a subject pronoun had been re-
moved erroneously. In both cases, the erroneous
removal of the subject position pronoun was due
to sentence segmentation issues. For German,
though, 34 of the 70 removed pronouns were sub-
jects. In 27 cases, they were labelled as expletives,
as described above, which could easily be reme-
died. The remaining cases are indirect speech, rel-
ative clauses, or subordinate clauses, which appear
to be more difficult for the parser than the English
counterparts. Even so, the performance was ac-
ceptable also for German, with a much lower rate
of non-subjects than before the filtering.

4 Baseline Systems

The baseline system for each language pair is
based on an n-gram language model. The ar-
chitecture is similar to that used for the Dis-
coMT 2015 cross-lingual pronoun prediction task,
but the systems are trained on lemmatised, PoS-
tagged data instead of raw, unprocessed text.
Given that none of the systems submitted to
the cross-lingual pronoun prediction task at Dis-
coMT 2015 were able to beat the baseline system,
we deemed it suitable for re-use this year.

We provided baseline systems for each sub-
task. Each baseline is based on a 5-gram language
model trained on word lemmata, constructed from
news texts, parliament debates, and the TED
talks of the training/development portions of the
datasets. The additional monolingual news data
comprises the shuffled news texts from WMT in-
cluding the 2014 editions for German and English
and the 2007–2013 editions for French. The Ger-
man corpus contains a total of 46 million sen-
tences with 814 million lemmatised tokens, En-
glish contains 28 million sentences and 632 mil-
lion tokens, and French includes 30 million sen-
tences with 741 million tokens.

The justification for using a baseline system
based on a language model remains unchanged
from the DiscoMT 2015 shared task. That is, the
aim is to reproduce the most realistic scenario for
a phrase-based SMT system.

The main assumption here is that the amount of
information that can be extracted from the transla-
tion table is not sufficient or is inconclusive. As a
result, the pronoun prediction would be influenced
primarily by the language model.

The baseline system fills the REPLACE token
gaps by using a fixed set of pronouns (those to be
predicted) and a fixed set of non-pronouns (which
includes the most frequent items aligned with a
pronoun in the provided test set) as well as the
NONE option (i.e., do not insert anything in the hy-
pothesis). The baseline system may be optimised
using a configurable NONE penalty that accounts
for the fact that n-gram language models tend to
assign higher probability to shorter strings than to
longer ones.

Two official baseline scores are provided for
each subtask. The first was computed with the
NONE penalty set to an unoptimised default value
of zero. The second was computed with the NONE

penalty set to an optimised value, which is differ-
ent for each subtask. The NONE penalty was op-
timised on the development set by a grid search
procedure where we tried values between 0 and
−4, with a step of 0.5.

5 Submitted Systems

Eleven teams participated in the shared task, but
not all teams submitted systems for all subtasks.
Some teams also submitted second, contrastive
systems for some subtasks. Ten of the groups sub-
mitted system description papers, which are cited
hereafter. For the eleventh submission, UU-CAP,
no system description paper was submitted. Brief
summaries of each submission, including UU-
CAP, are presented in the following sections.

5.1 CUNI

Charles University participated in the English–
German and German–English subtasks (Novák,
2016). Each CUNI system is a linear classi-
fier trained using a logistic loss optimised using
stochastic gradient descent, implemented in the
Vowpal Wabbit toolkit.7 In the primary submis-
sion, the training examples are weighed with re-
spect to the distribution of the target pronouns in
the training data, which aims at improving the pre-
diction accuracy of less frequent pronouns. The
contrastive submission does not weigh examples.

7https://github.com/JohnLangford/
vowpal_wabbit/wiki
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German–English English–German English–French
word before after word before after word before after

he 8,939 8,932 er 2,217 2092 ce 17,472 16,415
she 3,664 3,541 sie 22,779 21041 elle 3,483 3,286
it 33,338 23,628 es 26,923 21207 elles 3,305 3,276
they 18,581 17,896 man 662 622 il 10,126 9,682
this 1,479 983 OTHER 32,197 21279 ils 17,234 17,145
these 250 172 cela 8,071 6,908
there 6,935 2,905 on 1,713 1,549
OTHER 30,751 18,102 OTHER 27,530 11,226

Table 5: Number of pronouns for the different classes in the IWSLT15 data before and after filtering.

Before extracting the examples as feature vec-
tors, the data is linguistically preprocessed us-
ing the Treex framework (Popel and Žabokrtský,
2010). The source-language texts undergo a thor-
ough analysis and are enriched with PoS tags,
dependency syntax, as well as semantic roles
and coreference for English. On the other hand,
only grammatical genders are assigned to nouns
in the target language texts. The system uses
three types of features: the features based on the
target-language model estimates provided by the
baseline system, linguistic features concerning the
source word aligned to the target pronoun, and ap-
proximations of the coreference and dependency
relations in the target language.

Following the submission of the CUNI systems
for English–German, an error was discovered in
the merging of the classifier output into the test
data file for submission. Fixing it yielded an im-
provement, with the contrastive system achieving
recall of 51.74, and 54.37 for the primary system.

Except for the English wordlist with gender dis-
tributions by Bergsma and Lin (2006), only the
shared task data was used in the CUNI systems.

5.2 IDIAP

The IDIAP systems (Luong and Popescu-Belis,
2016) focus on English–French using two types of
target-side information: a target-side pronoun lan-
guage model (PLM) and several heuristic gram-
mar rules. The goal is to test how much a target-
side only PLM can improve the translation of pro-
nouns, without any knowledge of the source texts,
i.e., by looking at target-side fluency only.

The rules are specifically constructed for pre-
dicting two cases: the French pronoun “on” and
the untranslated pronouns. They detect the source
and target patterns signalling the possible presence
of such pronouns, which are not always correctly
captured by SMT systems.

For predicting all of the other pronouns, the
IDIAP system relied solely on the scores coming
from the proposed PLM model. This target-side
PLM model uses a large target-language training
dataset to learn a probabilistic relation between
each target pronoun and the distribution of the
gender-number of its preceding nouns and pro-
nouns. For prediction, given each source pronoun
“it” or “they”, the system uses the PLM to score
all possible candidates and to select the one with
the highest score.

In addition to the PoS-tagged lemmatised data
that was provided for the shared task, the WIT3

parallel corpus (Cettolo et al., 2012), provided
as part of the training data at the DiscoMT 2015
workshop, was used to train the PLM model. Fur-
thermore, a French PoS-tagger, Morfette (Chru-
pala et al., 2008), was employed for gender-
number extraction.

5.3 LIMSI

The LIMSI systems (Bawden, 2016) for the
English–French task are linguistically-driven sta-
tistical classification systems. The systems use
random forests, with few, high-level features, re-
lying on explicit coreference resolution and exter-
nal linguistic resources and syntactic dependen-
cies. The systems include several types of con-
textual features, including a single feature using
context templates to target particularly discrimina-
tive contexts for the prediction of certain pronoun
classes, in particular the OTHER class.

The difference between the primary and con-
trastive systems is small. In the primary system,
the feature value ‘number’ is assigned by taking
the number of the last referent in the English-
side coreference chain. In the contrastive system,
the value of ‘number’ was taken directly from the
English pronoun that was aligned with the place-
holder: plural for “they” and singular for “it”.
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A number of tools and resources are used in
the LIMSI system. Stanford CoreNLP is used for
PoS tagging, syntactic dependencies, and corefer-
ence resolution over the English text. The Mate
Parser (Bohnet and Nivre, 2012), retrained on
SPMRL 2014 data (Seddah et al., 2014) (depen-
dency trees), and the Lefff (Sagot, 2010), a mor-
phological and syntactic lexicon (used for infor-
mation on noun gender and impersonal adjectives
and verbs), are both used for French.

5.4 TurkuNLP

The architecture for the TURKUNLP system (Lu-
otolahti et al., 2016) is based on token-level se-
quence classification around the target pronoun us-
ing stacked recurrent neural networks.

The system learns token-level embeddings for
the source-language lemmata, target-language to-
kens, PoS tags, combination of words and PoS
tags and separate embeddings for the source-
language pronouns that are aligned with the target
pronoun. The network is fed sequences of these
embeddings within a certain window to the left
and to the right of the target pronoun. The win-
dow size used by the system is 50 tokens or until
the end of the sentence boundary.

All of these inputs are read by two layered gated
recurrent unit neural networks, except for the em-
bedding for the aligned pronoun. All outputs of
the recurrent layers are concatenated to a single
vector along with the embedding of the aligned
pronoun. This vector is then used to make the pro-
noun prediction by a dense neural network layer.

The primary systems are trained to optimise
macro-averaged recall and the contrastive systems
are optimised without preference towards rare
classes. The system is trained only on the shared
task data and all parts of the data, in-domain and
out-of-domain, are used for training the system.

5.5 UEDIN

The UEDIN systems (Wetzel, 2016) for English–
French and English–German are Maximum En-
tropy (MaxEnt) classifiers with the following set
of features: tokens and their PoS tags are extracted
from a context window around source- and target-
side pronouns. N -gram combinations of these fea-
tures are included by concatenating adjacent to-
kens or PoS tags. Furthermore, the pleonastic use
of a pronoun is detected with NADA (Bergsma
and Yarowsky, 2011) on the source side.

A Language Model (LM) is used to predict the
most likely target-side pronoun, and then it is in-
cluded as a feature. Another feature extracts the
closest target-side noun antecedent (and its gen-
der for German) via source coreference chains
and word alignments. Additionally, the systems
learn to predict NULL-translations (i.e., pronouns
that do not have an equivalent translation). Ex-
periments with linear-chain Conditional Random
Fields (CRFs) treating pronouns of the same coref-
erence chain as a sequence are conducted as well.
All models are trained on a subset of the pro-
vided training data that has well-defined document
boundaries in order to allow for meaningful ex-
traction of coreference chains.

The MaxEnt classifiers consistently outperform
the CRF models. Feature ablation shows that the
antecedent feature is useful for English–German,
and predicting NULL-translations is useful for
English–French. It also reveals that the LM fea-
ture hurts performance.

5.6 UHELSINKI
The UHELSINKI system (Tiedemann, 2016) imple-
ments a simple linear classifier based on LibSVM
with its L2-loss SVC dual solver. The system
applies local source-language and target-language
context using the given tokens and PoS labels as
features. Coreference resolution is not used, but
additional selected items in the prior context are
extracted to enrich the model. In particular, a
small number of the nearest determiners, nouns
and proper nouns are taken as possible antecedent
candidates. The contribution of these features is
limited even with the lemmatised target-language
context that makes it harder to disambiguate pro-
noun translation decisions. The model performs
reasonably well especially for the prediction of
pronoun translations into English.

5.7 UKYOTO
The UKYOTO system (Dabre et al., 2016) is a sim-
ple Recurrent Neural Network system with an at-
tention mechanism which encodes both the source
sentence and the context of the pronoun to be pre-
dicted and then predicts the pronoun. The interest-
ing thing about the approach is that it uses a sim-
ple language-independent Neural Network (NN)
mechanism that performs well in almost all cases.
Another interesting aspect is that good perfor-
mance is achieved, even though only the IWSLT
data is used.
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This indicates that the NN mechanism is quite
effective. The only side effect is that the neural
network overfits on the training and on the devel-
opment datasets. In the future, the authors plan
to use coreference resolution and system combina-
tion, which should help improve the performance.

5.8 UUPPSALA
The main contribution of the UUPPSALA-
PRIMARY system (Loáiciga et al., 2016) for
English–French is a Maximum Entropy classifier
used to determine whether an instance of the
English pronoun “it” functions as an anaphoric,
pleonastic, or event reference pronoun. The
classifier is trained on a combination of semantic,
based on lexical resources such as VerbNet
(Schuler, 2005) and WordNet (Miller, 1995),
and frequencies computed over the annotated
Gigaword corpus (Napoles et al., 2012), syntactic,
from the dependency parser in the Mate tools
(Bohnet et al., 2013), and contextual features. The
event classification results are modest, reaching
only 54.2 F-score for the event class.

The translation model, into which the classifier
is integrated, is a 6-gram language model com-
puted over target lemmata using modified Kneser-
Ney smoothing and the KenLM toolkit (Heafield,
2011). In addition to the pure target lemma con-
text, it also has access to the identity of the source-
language pronoun, used as a concatenated label to
each REPLACE item. This provides information
about the number marking of the pronouns in the
source, and also allows for the incorporation of the
output of the ‘it’-label classifier. To predict classes
for an unseen test set, a uniform unannotated RE-
PLACE tag is used for all classes. The ‘disambig’
tool of the SRILM toolkit (Stolcke, 2002) is then
used to recover the tag annotated with the correct
solution. The combined system with the ‘it’-labels
performed slightly worse than the system without
it (57.03 vs. 59.84 macro-averaged recall).

The same underlying translation model forms
the contrastive system for English–French, and the
primary system for all other subtasks.

5.9 UU-Cap
The UU-CAP approach for English–German uses
Conditional Random Fields (CRFs). Pronoun pre-
diction is formulated as a sequence labelling prob-
lem, where each word in a sequence is to be la-
belled as either one of the pronouns or ‘0’ if it does
not correspond to a pronoun placeholder.

This CRF approach has been applied only to
German, but there are plans to extend it to other
languages.

For German, CRF models are trained using a
rich feature set derived from both German and En-
glish. The German features include the word se-
quence itself, the lemma and the PoS-sequence, as
well as the gender of the surrounding words (10-
gram). The English features include the English
word to which the placeholder pronouns have been
aligned, and the number and gender features of the
surrounding English words (10-gram).

The CRF model was trained on the IWSLT15
corpus and used the TED talks for development.
The rule-based morphological Analyser SMOR
(Schmid et al., 2004) as well as its English spinoff
EMOR (not published) were used to derive the
gender and number of the German and English
words.

5.10 UU-Hardmeier

The UU-HARDMEIER system (Hardmeier, 2016)
is a system combination of two different models.
One of them, based on earlier work (Hardmeier et
al., 2013), is a feed-forward neural network that
takes as input the source pronoun and the source
context words, target lemmata and target PoS tags
in a window of 3 words to the left and to the right
of the pronoun. In addition, the network receives a
list of potential antecedent candidates identified by
the preprocessing part of a coreference resolution
system. Anaphora resolution is treated as a latent
variable by the model. This system is combined
by linear interpolation with a specially trained 6-
gram language model identical to the contrastive
system of the UUPPSALA submission described
above. The neural network component on its own
was submitted as a contrastive system.

In the evaluation, the system combination of the
two components achieved better scores than each
component individually. This demonstrates that
both components contribute complementary infor-
mation that is valuable for the task. A rather disap-
pointing result is that the neural network classifier
completely fails to predict the rare pronoun classes
in this evaluation, even though previous work sug-
gested that this should be one of its strengths
(Hardmeier et al., 2013). The reasons for this re-
quire further investigation.
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5.11 UU-Stymne

The UU-STYMNE systems (Stymne, 2016) use
linear SVM classifiers for all language pairs. A
number of different features were explored, but
anaphora is not explicitly modelled. The features
used can be grouped in the following way: source
pronouns, local context words/lemmata, preced-
ing nouns, target PoS n-grams with two differ-
ent PoS tag-sets, dependency heads of pronouns,
target LM scores, alignments, and pronoun posi-
tion. A joint tagger and dependency parser on
the source text is used for some of the features.
The primary system is a 2-step classifier where
a binary classifier is first used to distinguish be-
tween the OTHER class and pronoun, then a multi-
class classifier distinguishes between the pronoun
classes. The secondary system is a standard 1-
step classifier. The Mate Tools parser (Bohnet
and Nivre, 2012) is used for joint PoS tagging and
parsing for all languages.

Across language pairs, source pronouns, local
context and dependency features performed best.
The LM and preceding noun features hurt perfor-
mance. For the binary distinction between OTHER

and pronouns, target PoS n-grams performed well.
The submitted systems for German–English and

French–English unfortunately contained a bug in
the feature extraction that severely affected the
scores. The system description paper also reports
the much higher scores with the bug resolved.

6 Evaluation

While in 2015 we used macro-averaged F1 as an
official evaluation measure, this year we adopted
macro-averaged recall, which was also recently
adopted by some other competitions, e.g., by
SemEval-2016 Task 4 (Nakov et al., 2016). More-
over, as in 2015, we also report accuracy as a sec-
ondary evaluation measure.

Macro-averaged recall ranges in [0, 1], where a
value of 1 is achieved by the perfect classifier,8 and
a value of 0 is achieved by the classifier that mis-
classifies all examples. The value of 1/C, where
C is the number of classes, is achieved by a trivial
classifier that assigns the same class to all exam-
ples (regardless of which class is chosen), and is
also the expected value of a random classifier.

8If the test data did not have any instances of some of the
classes, we excluded these classes from the macro-averaging,
i.e., we only macro-averaged over classes that are present in
the gold standard.

The advantage of macro-averaged recall over
accuracy is that it is more robust to class imbal-
ance. For instance, the accuracy of the majority-
class classifier may be much higher than 1/C if the
test dataset is imbalanced. Thus, one cannot inter-
pret the absolute value of accuracy (e.g., is 0.7 a
good or a bad value?) without comparing it to a
baseline that must be computed for each specific
test dataset. In contrast, for macro-averaged recall,
it is clear that a value of, e.g., 0.7, is well above the
majority-class and the random baselines, which
are both always 1/C (e.g., 0.5 with two classes,
0.33 with three classes, etc.). Standard F1 and
macro-averaged F1 are also sensitive to class im-
balance for the same reason; see Sebastiani (2015)
for more detail.

7 Results

The results of the evaluation are shown in Ta-
bles 6-9, one for each subtask. The tables con-
tain two scores: macro-averaged recall (the offi-
cial shared task metric) and accuracy.

As described in Section 4, we provide two of-
ficial baseline scores for each subtask. The first,
computed with the NONE penalty set to a default
value of zero, appears in the tables as baseline0.
The second, computed with the NONE penalty
set to an optimised value, appears in the tables
in the format baseline<penalty>. The optimised
penalty values are different for each subtask.

As we use macro-averaged recall as an official
evaluation measure, its value for the majority class
and for a random baseline are both 1/C, and thus
we do not show them in the tables. Specifically,
the macro-average recall of the random baseline
is 12.50 for English–French and French–English
(8 classes each), 20.00 for English–German, and
11.11 for German–English.

German–English. Table 6 shows the results for
German–English. We can see that all six partici-
pating teams outperform the baselines by a wide
margin. The top systems, TURKUNLP, UKYOTO

and UHELSINKI score between 73.91 and 69.76 in
macro-averaged recall. This is very much above
the performance of baseline0 and baseline-1.5,
which are in the low-mid 40s. It is also well
above the majority/random baseline (not shown)
at 11.11, which is outperformed by far by all sys-
tems. Note that the top-3 systems in terms of
macro-averaged recall are also the top-3 in terms
of accuracy, but in different order.
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Submission Macro-Avg Recall Accuracy

1 TurkuNLP-primary 73.911 75.363

2 UKYOTO-primary 73.172 80.331

TurkuNLP-contrastive 72.60 80.54

3 UHELSINKI-primary 69.763 77.852

UU-Stymne-contrastive 60.83 70.60

4 CUNI-primary 60.424 64.186

5 UUPPSALA-primary 59.565 73.714

6 UU-Stymne-primary 59.286 69.985

CUNI-contrastive 56.83 65.22

baseline−1.5 44.52 54.87

baseline0 42.15 53.42

Table 6: Results for German-English. The first column shows the rank of the primary systems with
respect to the official metric: macro-averaged recall. The second column contains the team’s name and
its submission type: primary vs. contrastive. The following columns show the results for each system,
measured in terms of macro-averaged recall (official metric) and accuracy (unofficial, supplementary
metric). The subindices show the rank of the primary systems with respect to the evaluation measure in
the respective column. The random/majority baseline macro-averaged recall is 11.11.

English–German. The results for English–
German are shown in Table 7. This direction was
arguably harder as about half of the nine partici-
pating teams are below the optimised baseline-2
(with a score of 47.86), and one system is even be-
low baseline0. The clear winner is TURKUNLP,
with a macro-averaged recall of 64.41 (they are
also second in accuracy), ahead of UKYOTO with
52.50 and UU-STYMNE with 52.12 (third and
fourth in accuracy, respectively). All of the sys-
tems outperform the majority/random baseline (at
20.00), though some by a smaller margin than for
German–English.

French–English. The results for French–
English are shown in Table 8. Four of the five
participating teams had a macro-averaged recall
score above 50.00, and outperformed the LM-
based baselines at 38.38 and 42.96 for the tuned
and the untuned version, respectively. All of the
systems outperformed by far the majority/random
baselines at 12.50. Once again, TURKUNLP is the
clear winner with 72.03 (second in accuracy). It
is followed by UKYOTO with 65.63 (first in accu-
racy), UHELSINKI with 62.98 (third in accuracy),
and UUPPSALA with 62.65 (fourth in accuracy).

English–French. The results for English–
French are shown in Table 9. Seven of the nine
participating teams outperformed the two base-
lines (in fact, baseline0 was outperformed by all
but one team). All of the participants outper-
formed the majority/random baseline of 12.50.

The top system is TURKUNLP once again, with
macro-averaged recall of 65.70, which is barely
better than the 65.35 score of UU-STYMNE (sec-
ond in accuracy). The third-best result, 62.44, is
that of UKYOTO (fourth in accuracy).

Overall, there is a clear winner, TURKUNLP,
which won all four pairs/directions, in two of the
cases by a large margin. Naturally, baseline0 per-
forms worse than the tuned LM baseline in all four
cases. Accuracy scores do not align perfectly well
with macro-averaged recall, but the top systems
in macro-averaged recall are generally also among
the top in terms of accuracy.

8 Discussion

This year, almost all participating teams managed
to outperform the corresponding baselines in their
respective subtasks. This applies not only to the
majority/random baselines, which proved quite
easy to beat, but also to the more sophisticated
LM-based baseline with tuned parameters. This
is in stark contrast with the DiscoMT 2015 task,
where none of the participating systems was able
to outperform the baseline.

In the following subsections, we discuss the
success of the WMT 2016 task with respect to the
challenges of the individual subtasks, and the de-
sign of the submitted systems. We also include a
brief comparison with the DiscoMT 2015 task.
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Submission Macro-Avg Recall Accuracy

1 TurkuNLP-primary 64.411 71.542

TurkuNLP-contrastive 58.39 72.85

2 UKYOTO-primary 52.502 71.283

3 UU-Stymne-primary 52.123 70.764

4 UU-Hardmeier-primary 50.364 74.671

UU-Stymne-contrastive 48.92 68.93

5 uedin-primary 48.725 66.326

baseline−2 47.86 54.31

uedin-contrastive 47.75 64.75

6 UUPPSALA-primary 47.436 68.675

UU-Hardmeier-contrastive 46.64 72.06

7 UHELSINKI-primary 44.697 65.807

8 UU-Cap-primary 41.618 63.718

baseline0 38.53 50.13

CUNI-contrastive 30.70 46.48

9 CUNI-primary 28.269 42.049

Table 7: Results for English-German. The first column shows the rank of the primary systems with
respect to the official metric: macro-averaged recall. The second column contains the team’s name and
its submission type: primary vs. contrastive. The following columns show the results for each system,
measured in terms of macro-averaged recall (official metric) and accuracy (unofficial, supplementary
metric). The subindices show the rank of the primary systems with respect to the evaluation measure in
the respective column. The random/majority baseline macro-averaged recall is 20.00.

8.1 Challenges

The subtasks each with different combinations
of source-language pronouns and target-language
prediction classes, provide different challenges.
Judging by the results, the prediction of pro-
nouns for English–French and English–German
was more difficult than for the reverse directions.
This is perhaps to be expected given the agreement
problems associated with predicting the transla-
tion of ambiguous English third-person singular
pronouns in languages with grammatical gender.
However, that is not to say that this is the only
problem that these translation directions present.

In the case of English–French translation, sys-
tems must accurately determine when to use gen-
dered vs. non-gendered translations of anaphoric
pronouns. This is in addition to the problems
arising from functional ambiguity in the source
language. Nevertheless, the English–French and
English–German tasks received a greater number
of submissions than the tasks for the reverse di-
rections. This is perhaps due to the greater avail-
ability of tools and resources for English, than for
French and German, coupled with a tendency to
focus more on source-language processing.

8.2 Comparison with the DiscoMT 2015 Task
The DiscoMT and WMT tasks are not directly
comparable. The WMT 2016 baseline, also an n-
gram language model, is trained on lemmatised,
PoS-tagged data, and therefore cannot predict plu-
ral pronoun forms. We might therefore consider
the WMT 2016 baseline systems to be weaker than
the DiscoMT 2015 baseline, which is trained on
fully inflected data. However, the submitted sys-
tems also have to contend with the same problem
of missing number information on target-language
nouns and pronouns. The fact that the systems
were able to beat the baseline validates the use of
more complex features and methods than simply
relying on local target-side context.

8.3 Submitted Systems
The submitted systems used recurrent neural
networks (TURKUNLP and UKYOTO), linear
models (CUNI), including SVMs (UU-STYMNE

and UHELSINKI), Maximum Entropy classifiers
(UEDIN), Conditional Random Fields (UU-CAP),
random forests (LIMSI), pronoun-aware language
models (IDIAP and UUPPSALA), and a system
combination incorporating a classifier and lan-
guage model (UU-HARDMEIER).
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Submission Macro-Avg Recall Accuracy

1 TurkuNLP-primary 72.031 80.792

TurkuNLP-contrastive 66.54 85.06

2 UKYOTO-primary 65.632 82.931

3 UHELSINKI-primary 62.983 78.963

4 UUPSALA-primary 62.654 74.394

baseline−1.5 42.96 53.66

baseline0 38.38 52.44

5 UU-Stymne-primary 36.445 53.665

UU-Stymne-contrastive 34.12 52.13

Table 8: Results for French-English. The first column shows the rank of the primary systems with
respect to the official metric: macro-averaged recall. The second column contains the team’s name and
its submission type: primary vs. contrastive. The following columns show the results for each system,
measured in terms of macro-averaged recall (official metric) and accuracy (unofficial, supplementary
metric). The subindices show the rank of the primary systems with respect to the evaluation measure in
the respective column. The random/majority baseline macro-averaged recall is 12.50.

Overall, the most successful systems used re-
current neural networks (TURKUNLP and UKY-
OTO). The TURKUNLP system, which was the
best performing system for all four subtasks, is a
deep recurrent neural network, optimised to place
a greater emphasis on the rare pronoun classes in-
stead of the most common ones. The authors claim
that the English–French and English–German sys-
tems in particular benefit from this greater em-
phasis on rare pronoun classes. However, this is
not the only reason for its high performance, as
the contrastive system, which treats all pronoun
classes equally, also performs well. The UKYOTO

team, whose system ranked second in three of the
subtasks, report that the system performs well for
common pronoun classes but poorly on rare ones,
suggesting room for future improvement.

Given the good performance of the two recur-
rent neural network systems, we might conclude
that this architecture is a suitable choice for the
cross-lingual pronoun prediction task. It is dif-
ficult to determine any further clear patterns in
terms of architecture type and performance.

The systems used a wide variety of features,
and can be split into two main groups: those that
use only contextual information from the source
and the target language (TURKUNLP, UKYOTO,
UHELSINKI, and the UUPPSALA source-aware lan-
guage models), and those that make additional
use of external tools and resources (CUNI, IDIAP,
LIMSI, UEDIN, the UUPPSALA primary system for
English–French, UU-CAP, UU-HARDMEIER and
UU-STYMNE).

Popular external tools include those for
anaphora/coreference resolution (CUNI, LIMSI

and UEDIN), pleonastic “it” detection (CUNI,
UEDIN and UUPPSALA) and dependency parsing
(CUNI, LIMSI, UUPPSALA and UU-STYMNE).
Beyond the observation that recurrent NNs per-
form well, there seems to be no clear pattern as
to whether using external tools and resources vs.
context only works best. However, context-only
methods are applicable to any language pair.

In terms of data, most systems were trained only
on the datasets provided for the shared task. The
CUNI system used a wordlist with gender distri-
butions collected by Bergsma and Lin (2006), the
IDIAP system used the WIT3 corpus (Cettolo et al.,
2012), and the ‘it’-disambiguation classifier used
in the UUPPSALA system was trained on annotated
data from ParCor (Guillou et al., 2014) and the
DiscoMT2015 test set (Hardmeier et al., 2016).

9 Conclusions

We have described the design and the evalua-
tion of the shared task on cross-lingual pronoun
prediction at WMT 2016. The task is similar
to the DiscoMT 2015 task, which focused on
English–French translation. This year, we invited
participants to submit systems for four subtasks:
for the English–French and English–German lan-
guage pairs, in both translation directions. Un-
like the DiscoMT 2015 task, in which fully in-
flected target-language sentences were provided in
the training and test data, we provided a lemma-
tised, PoS-tagged representation.
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Submission Macro-Avg Recall Accuracy

1 TurkuNLP-primary 65.701 70.515

2 UU-Stymne-primary 65.352 73.992

3 UKYOTO-primary 62.443 70.514

4 uedin-primary 61.624 71.313

TurkuNLP-contrastive 61.46 72.39

UU-Stymne-contrastive 60.69 71.05

5 UU-Hardmeier-primary 60.635 74.531

UUPPSALA-contrastive 59.84 70.78

uedin-contrastive 59.83 68.63

limsi-contrastive 59.34 68.36

6 limsi-primary 59.326 68.367

7 UHELSINKI-primary 57.507 68.906

baseline−1 50.85 53.35

UU-Hardmeier-contrastive 50.80 71.31

8 UUPPSALA-primary 48.928 62.208

baseline0 46.98 52.01

9 Idiap-primary 36.369 51.219

Idiap-contrastive 30.44 42.09

Table 9: Results for English-French. The first column shows the rank of the primary systems with
respect to the official metric: macro-averaged recall. The second column contains the team’s name and
its submission type: primary vs. contrastive. The following columns show the results for each system,
measured in terms of macro-averaged recall (official metric) and accuracy (unofficial, supplementary
metric). The subindices show the rank of the primary systems with respect to the evaluation measure in
the respective column. The random/majority baseline macro-averaged recall is 12.50.

We built on the success of the DiscoMT 2015
shared task, attracting increased attention from the
community in terms of the number of participants.
We received submissions from eleven groups, with
many teams submitting systems for several sub-
tasks. This year, the majority of the systems out-
performed the official shared task baselines. This
is in stark contrast to last year, where none of
the systems was able to beat the baseline, an n-
gram language model. Several factors may have
affected this including changes to the task itself,
and improved methods. We hope that the suc-
cess in the cross-lingual pronoun prediction task
will soon translate into improvements in pronoun
translation by complete MT pipelines.
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Sharid Loáiciga, Liane Guillou, and Christian Hard-
meier. 2016. It-disambiguation and source-aware
language models for cross-lingual pronoun predic-
tion. In Proceedings of the First Conference on Ma-
chine Translation (WMT 2016), Berlin, Germany.

Ngoc Quang Luong and Andrei Popescu-Belis. 2016.
Pronoun language model and grammatical heuristics
for aiding pronoun prediction. In Proceedings of
the First Conference on Machine Translation (WMT
2016), Berlin, Germany.

Juhani Luotolahti, Jenna Kanerva, and Filip Ginter.
2016. Cross-lingual pronoun prediction with deep
recurrent neural networks. In Proceedings of the
First Conference on Machine Translation (WMT
2016), Berlin, Germany.

George A. Miller. 1995. WordNet: A lexical
database for English. Communications of the ACM,
38(11):39–41.

Preslav Nakov, Alan Ritter, Sara Rosenthal, Veselin
Stoyanov, and Fabrizio Sebastiani. 2016. SemEval-
2016 task 4: Sentiment analysis in Twitter. In Pro-
ceedings of the 10th International Workshop on Se-
mantic Evaluation (SemEval 2016), pages 1–18, San
Diego, California, USA.

Courtney Napoles, Matthew Gormley, and Benjamin
Van Durme. 2012. Annotated Gigaword. In Pro-
ceedings of the Joint Workshop on Automatic Knowl-
edge Base Construction and Web-scale Knowledge

541



Extraction (AKBC-WEKEX 2012), pages 95–100,
Montreal, Quebec, Canada.

Michal Novák. 2011. Utilization of anaphora in ma-
chine translation. In Proceedings of Contributed Pa-
pers, Week of Doctoral Students 2011, pages 155–
160, Prague, Czech Republic.

Michal Novák. 2016. Pronoun prediction with lin-
guistic features and example weighing. In Proceed-
ings of the First Conference on Machine Translation
(WMT 2016), Berlin, Germany.
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Abstract

This paper introduces and summarises the
findings of a new shared task at the in-
tersection of Natural Language Process-
ing and Computer Vision: the generation
of image descriptions in a target language,
given an image and/or one or more de-
scriptions in a different (source) language.
This challenge was organised along with
the Conference on Machine Translation
(WMT16), and called for system submis-
sions for two task variants: (i) a transla-
tion task, in which a source language im-
age description needs to be translated to
a target language, (optionally) with addi-
tional cues from the corresponding image,
and (ii) a description generation task, in
which a target language description needs
to be generated for an image, (optionally)
with additional cues from source language
descriptions of the same image. In this
first edition of the shared task, 16 systems
were submitted for the translation task and
seven for the image description task, from
a total of 10 teams.

1 Introduction

In recent years, significant research has been done
to address problems that require joint modelling
of language and vision. Examples of popular ap-
plications involving both Natural Language Pro-
cessing (NLP) and Computer Vision (CV) include
image description generation and video captioning
(Bernardi et al., 2016), image retrieval based on
textual and visual cues (Feng and Lapata, 2010),
visual question answering (Yang et al., 2015),
among many others (see (Ramisa et al., 2016) for
more examples). With very few exceptions (Grub-
inger et al., 2006; Funaki and Nakayama, 2015;

Gao et al., 2015), these applications are inherently
monolingual and existing work explore mostly En-
glish data. In an attempt to push this interdis-
ciplinary field to incorporate a multilingual com-
ponent, we propose the first shared task on two
new applications: Multimodal Machine Transla-
tion and Crosslingual Image Description. Gener-
ally speaking, this shared task targets the gener-
ation of image descriptions in a target language,
given an image and one or more descriptions in a
different (source) language. More specifically, the
task can be addressed from two perspectives:

1. Task 1: a Multimodal Machine Translation
task, which takes a source language descrip-
tion and translates it into the target language,
where this process can be supported by infor-
mation from the image; see Figure 1, and

2. Task 2: a Crosslingual Image Description
task, which takes an image and generates
a description for it in the target language,
where this process can be supported by the
source language description; see Figure 2.

This shared task has the following main goals:

• To push existing work on multimodal lan-
guage processing towards multilingual mul-
timodal language processing.

• To investigate the effectiveness of informa-
tion from images in machine translation.

• To investigate the effectiveness of crosslin-
gual textual information in image description
generation.

The challenge was organised in the framework
of the well-established WMT series of shared
tasks.1 Participants were called to submit sys-
tems focusing on either or both of these task vari-
ants. The tasks differ in the training data and in

1http://www.statmt.org/wmt16/
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Source:
A brown dog is running after the black dog.

Ein brauner Hund ...

Gold Target:
Ein brauner Hund rennt dem schwarzen Hund
hinterher.

translate

evaluate

Figure 1: Multimodal Machine Translation (Task 1). English and translated German image descriptions
are grounded to an image.

English Descriptions:
A brown dog is running after the black dog.
Two dogs run towards each other on a ...
A brown dog is running after a black ...
Two dogs run across stones near a body ...
Two dogs playing on a beach.

Zwei Hunde ...

Gold German Descriptions:
Ein schwarzer und ein brauner Hund rennen ...
Zwei Hunde rennen über einen steinigen Platz.
Zwei Hunde spielen auf dem Strand.
Zwei Hunde rennen am Strand.
Zwei Hunde tollen in der Nähe des Meeres.

describe

evaluate

Figure 2: Multilingual Image Description (Task 2). The data consist of independently produced image
descriptions in English and German.

Sentences Types Tokens Avg. length

Task 1: Translations
English

31,014
11,420 357,172 11.9

German 19,397 333,833 11.1

Task 2: Descriptions
English

155,070
22,815 1,841,159 12.3

German 46,138 1,434,998 9.6

Table 1: Corpus-level statistics about the translation and the description data over 31,014 images.
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the way the target language descriptions are evalu-
ated: against one translation of the corresponding
source description (translation variant) or against
five descriptions of the same image in the tar-
get language, created independently from the cor-
responding source description (image description
variant). The data used for both tasks is an ex-
tended version of the Flickr30K dataset. Partici-
pants were also allowed to use external data and
resources for unconstrained submissions.

Participants were encouraged to make use of
both the sentences and the images as part of their
submissions but they were not required to do so.
The baseline systems for the translation task were
a text-only Moses phrase-based statistical machine
translation (SMT) model (Koehn et al., 2007) and
the GroundedTranslation multilingual image de-
scription model (Elliott et al., 2015) (in particu-
lar, the MLM→LM variant). The baseline sys-
tem for the description generation task was also
the GroundedTranslation model.

In this paper we describe the data, image fea-
tures and participants of the shared task (Sections
2 and 3), present its main findings (Section 4), and
discuss interesting issues and directions for future
research (Section 5).

2 Datasets and image features

We created a new dataset for the shared task by ex-
tending the Flickr30K dataset (Young et al., 2014)
into another language. The Multi30K dataset (El-
liott et al., 2016) contains two types of multilin-
gual data: a corpus of English sentences translated
into German (used for Task 1), and a corpus of
independently collected English and German sen-
tences (used for Task 2). For the translation cor-
pus, one sentence (of five) was chosen for pro-
fessional translation such that the final dataset is
a combination of short, medium, and long length
sentences. The second corpus consists of crowd-
sourced descriptions gathered from Crowdflower,2

where each worker generated an independent de-
scription of the image. We used a translation of
the original instructions used to gather the En-
glish sentences, in order to ensure as much sim-
ilarity across the German and English descriptions
as possible. Table 1 presents an overview of the
data available for each task.

The images are publicly available3 but to en-

2http://www.crowdflower.com
3http://illinois.edu/fb/sec/229675

courage participation we released two types of fea-
tures extracted from the images. The use of such
features was not mandatory, and participants could
also extract image features from the original im-
ages in the Flickr30K dataset using their own al-
gorithms. We released features extracted from the
VGG-19 Convolutional Neural Network (CNN),
as described in (Simonyan and Zisserman, 2015),
from the FC7 (relu7) and CONV5,4 layers. We
extracted these image features using Caffe RC24

with the matlab features reference code
from NeuralTalk.5

3 Participants

Ten teams submitted a total of 23 systems for the
two tasks. The teams are listed in Table 2. In what
follows, we summarise the participating systems.

CMU (Task 1) The approach incorporates
global and regional visual features with textual
features from English (source) and German (tar-
get) to jointly train a Recurrent Neural Network
(RNN). Visual features extracted from a region-
based convolution neural network (RCNN) are de-
signed to be appended in the head/tail of the tex-
tual feature or dissipated in parallel long short
term memory (LSTM) threads to assist the LSTM
reader in computing a representation. For re-
scoring, an additional bilingual dictionary is used
to select the best sentence from candidates gen-
erated by five different models. The submission
is thus unconstrained, with the German-English
Dictionary from GLOSBE6 used as additional re-
source.

CUNI (Tasks 1 and 2) The method is a sys-
tem combination which implements the attentive
neural Machine Translation (MT) (Bahdanau et
al., 2014). The input of the decoder is a lin-
ear combination of the image features obtained
from the penultimate layer of the VGG16 convo-
lutional network (Simonyan and Zisserman, 2015)
and two recurrent encoders coding the source sen-
tence and its translation obtained from the Moses
system. The Moses system uses the with addi-
tional language models based on coarse bitoken
classes (Stewart et al., 2014).

4http://github.com/BVLC/caffe/releases
/tag/rc2

5http://github.com/karpathy/neuraltalk
/tree/master/matlab_features_reference

6https://glosbe.com/en/de/
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ID Participating team
CMU+NTU Carnegie Melon University (Huang et al., 2016)

CUNI Univerzita Karlova v Praze (Libovický et al., 2016)
DCU Dublin City University (Hokamp and Calixto, 2016)

DCU-UVA Dublin City University & Universiteit van Amsterdam (Calixto et
al., 2016)

HUCL Universität Heidelberg (Hitschler et al., 2016)
IBM-IITM-Montreal-NYU IBM Research India, IIT Madras, Université de Montréal & New

York University
LIUM Laboratoire d’Informatique de l’Université du Maine (Caglayan

et al., 2016)
SHEF University of Sheffield (Shah et al., 2016)
UPC Universitat Politècnica de Catalunya (Rodrı́guez Guasch and

Costa-jussà, 2016)
UPCb Universitat Politècnica de Catalunya

Table 2: Participants in the WMT16 multimodal machine translation shared task.

DCU (Task 1) Both submissions from DCU are
neural MT systems with an attention mechanism
on the source-side representation (Bahdanau et al.,
2014). The first submission is text-only, and the
second submission includes the FC7 image fea-
tures in the target-side decoder initial state. The
FC7 features are passed through a 3-layer fully-
connected feedforward network with Tanh non-
linearities, and then summed with the final state of
the source-side representation. This summed rep-
resentation is passed through another feed-forward
layer, and becomes the initial state for the de-
coder recurrent transition. The main novelty of
our system is that we use a minimum-risk training
objective to directly optimise the model for Me-
teor, instead of the word-level cross entropy loss
function which is currently standard for NMT sys-
tems. This idea comes from (Shen et al., 2016),
although our implementation is somewhat differ-
ent than the idea outlined in that work. To opti-
mise for expected Meteor, we take up to 100 sam-
ples from our model, compute an expectation over
these samples, and use Stochastic Gradient De-
scent to directly optimise the model on this ex-
pected score.

DCU-UVA (Task 1) The approach integrates
separate attention mechanisms over the source
language and the CONV5,4 visual features in a
single decoder. The source language was rep-
resented using a bidirectional RNN with Gated
Recurrent Units (GRU); the images were repre-
sented as 196x512 matrix from the pre-trained
VGG-19 convolutional network. A separate, time-

dependent context vector was constructed for the
source sentence and the visual features, which
were merged into a single multimodal context vec-
tor. This time-dependent multimodal context vec-
tor was input into the target language decoder,
along with the previous hidden state and the previ-
ously emitted word. Throughout, 300D word em-
beddings, 1000D hidden states, and 1000D con-
text vectors were used; the source and target lan-
guages were estimated over the entire vocabular-
ies.

HUCL (Task 1) The submitted system for the
constrained task extends a standard SMT pipeline
by a re-ranking component that makes use of mul-
timodal information. The cdec decoder (Dyer et
al., 2010) was used to produce hypothesis lists,
which were re-scored by comparison with simi-
lar image captions from the training corpus us-
ing the pivoting approach described in Hitschler
et al. (2016), with some minor differences: Be-
cause all data for the shared task was parallel,
a constrained model was built by employing a
source side matching approach inspired by stan-
dard translation memories, instead of retrieving
matching captions in the target language by piv-
oting on larger image-caption data as described
by Hitschler et al. (2016), which would have re-
sulted in an unconstrained model. That is, the
submission resorted to textual similarity (as mea-
sured by the TF-IDF score (Spärck Jones, 1972))
on the source language side as well as visual sim-
ilarity (as measured by the Euclidean distance be-
tween the feature values of the FC7 layer of the
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VGG16 deep convolutional model (Simonyan and
Zisserman, 2015), supplied by the task organisers)
for retrieval of matches. The retrieval model ar-
chitecture was identical to that in Hitschler et al.
(2016). Instead of TF-IDF, a modified version of
BLEU (Papineni et al., 2002) was used in order to
re-score hypotheses based on the target-language
text of retrieved captions. Fixed settings were used
for some parameters (d = 90, b = 0.01 and
km = 20), while kr and λ were optimised on the
validation set (parameters as defined in (Hitschler
et al., 2016)).

IBM-IITM-Montreal-NYU (Tasks 1 and 2)7

The approach for Task 1 is similar to that of (El-
liott et al., 2015) with two differences. First, in-
stead of using a RNN based encoder for the source
(English) sentence, a simple bag of words encoder
is used. In other words, the representation of the
source sentence is simply a sum of the represen-
tations of the words in it. These word represen-
tations are randomly initialised and then learned
during training. Second, unlike (Elliott et al.,
2015), the image and source sentence representa-
tion are fed at every timestep to the target RNN
decoder. The approach for Task 2 is same as that
for Task 1, except that now instead of having a sin-
gle source sentence representation, the representa-
tions of all the five source sentences are concate-
nated. This is then further concatenated with the
image representation and the result is fed at every
timestep to the target decoder. The FC7 features
for images as provided by the task organisers are
used and tuned during training. The source and
target RNNs contain 512 hidden neurons and the
word embeddings are also of size 512. The models
for both the tasks are trained for 10 epochs. For
the unconstrained setup, the MSCOCO dataset,
which contains English captions for images, was
explored. These English captions were translated
into German using IBM’s translation services and
then these pseudo Image-English-German tuples
were used as additional training data, together
with the training data provided by the task organ-
isers. These are referred to as pseudo tuples since
the German captions were machine translated and
not human generated.

LIUM (Tasks 1 and 2) All sub-
missions from LIUM are constrained.

7Systems submitted by Amrita Saha, Mitesh M. Khapra,
Janarthanan Rajendran, Sarath Chandar, Kyunghyun Cho

LIUM 1 MosesNMTRnnLMSent2Vec C and
LIUM 1 MosesNMTRnnLMSent2VecVGGFC7 C
are phrase-based systems based on Moses (14
standard features plus operation sequence models.
They include re-scoring with several models
and more particularly with a continuous space
language model (CSLM) and a neural MT system
(see TextNMT system). The CSLMs can use
image feature maps as auxiliary data, in order to
provide some context to the probabilities. The
LIUM 1 TextNMT C and LIUM 2 TextNMT C
systems are monomodal (text-only) fully neural
MT systems similar to the one proposed by
DL4MT school.8 They are made of a bidirection-
nal recurrent encoder followed by a conditional
Gated Recurrent Unit decoder which embeds an
attention mechanism. The difference between
the two systems is the training and development
data, as provided by the organisers. Finally, the
LIUMCVC 1 MultimodalNMT C and LIUM-
CVC 2 MultimodalNMT C are an extension of
the previous systems, where an additional input is
given: the convolutional feature maps extracted
with a very deep ResNet (up to 152 layers)
from the images (He et al., 2015). The attention
mechanism is shared across the two modalities
(with softmax activations remaining distinct). The
architecture of the decoder is the same as before.
The difference between the two systems is again
the training and development data.

SHEF (Task 1) Both submissions from the
Sheffield team are constrained, each focusing on
one language direction: SHEF 1 en-de-Moses-
rerank C cover the official task direction (English-
German), while SHEF 1 de-en-Moses-rerank C
covers the opposite direction (German-English).
Our proposed systems are standard phrase-based
statistical MT systems based on the Moses de-
coder, trained on the provided data. We investi-
gate how image features can be used to re-rank
the n-best output of the SMT model, with the aim
of improving performance by grounding the trans-
lations on images. Image features from a CNN
are used to re-rank the n-best list along with stan-
dard Moses features. We also propose an alterna-
tive scheme for the German-to-English direction,
where terms in the English image descriptions
are matched with 1,000 WordNet synsets, and the
probability of these synsets occurring in the image
estimated using CNN predictions on the images.

8http://dl4mt.computing.dcu.ie/
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The aggregated probabilities are then used to re-
rank the n-best list, with the intuition that the best
translations should contain these entities. Our sub-
missions to re-rank the n-best translations with im-
age vectors are able to marginally outperform the
strong, text-only baseline Moses system for both
directions.

UPC (Task 1) Bidirectional Recurrent Neu-
ral Networks (BiRNNs) have shown outstanding
results on sequence-to-sequence learning tasks.
This architecture becomes especially interesting
for multimodal machine translation task, since
BiRNNs can deal with images and text. On most
translation systems the same word embedding is
fed to both BiRNN units. In our submission, we
enhance a baseline sequence-to-sequence system
(Elliott et al., 2015) by using double embeddings.
These embeddings are trained on the forward and
backward directions of the input sequence. The
system was trained, validated and tested using the
task’s dataset only.

UPCb (Task 2)9 The two submissions
from UPCb use the same method with dif-
ferent training data, one is constrained
(UPC 2 MNMT C), while the other is un-
constrained (UPC 2 MNMT2 U). Captions are
generated from two different directions. One
caption is generated through translating the
captions in the source language directly using
the method proposed in (Bahdanau et al., 2014).
The other one is generated based on the image
feature using method proposed in (Vinyals et al.,
2015). After that, an SVM-based model decides
which one is better according to the sentence’s
score from a language model and the score from
the model that generated the sentence. The only
difference between the two submissions is that
the unconstrained one used Task 1 dataset in the
training of text translator.

Baseline - GroundedTranslation (Tasks 1 & 2)
This method follows (Elliott et al., 2015):10 A
source language multimodal RNN model is ini-
tialised with a visual feature vector (i.e., a mul-
timodal model for the source language). The fi-
nal hidden state is then used to initialise a target

9Systems submitted by Zhiwen Tang and Marta Ruiz
Costa-jussà; code available: https://github.com/Z
-TANG/re-scorer.

10https://github.com/elliottd/Grounded
Translation

language model, which generates the target lan-
guage description. The source language multi-
modal RNN language model was trained until the
loss stopped falling on the validation data. The
target model was initialised with the final hidden
state transferred from the source model and trained
until the loss stopped falling on the validation data.
The source model and target models were param-
eterised with 300D word embeddings and 1000D
GRU hidden states; the source model was ini-
tialised with the 4096D FC7 visual feature vector;
for Task 1, the target model was initialised with a
1000D source model feature vector; for Task 2 the
feature vectors corresponding to each source lan-
guage description were summed into a 1000D fea-
ture vector. For both tasks, we found the optimal
combination of target model language generation
timesteps and beam width size using grid search.

Baseline - Moses (Task 1) This baseline system
uses text-only information. It is a standard phrase-
based SMT system built using the Moses toolkit
(Koehn et al., 2007). The models were trained
using the extended version of Flickr30K parallel
dataset provided for the task only (29, 000 sen-
tence pairs), and tuned with the official validation
dataset (1, 014 segment pairs). Default settings
and features in Moses were used, with a 4-gram
language model trained on the target side of the
parallel data.

4 Results

Tables 3 and 4 present the official results for the
Multimodal Machine Translation and Crosslingual
Image Description tasks. We evaluated the sub-
missions based on Meteor (Denkowski and Lavie,
2014) (primary), BLEU (Papineni et al., 2002)
and TER (Snover et al., 2006) using MultEval
(Clark et al., 2011)11 with default parameters.

4.1 Task 1

Table 4 shows the final results for the Multimodal
Machine Translation task on the official test set,
where systems are ranked by their Meteor scores.
Meteor, BLEU and TER were computed based on
the single reference (human translation) provided
for the test set. For Meteor, we replaced the de-
fault version by the latest version of the metric
(Meteor Version 1.5). Both reference and system
submissions were first normalised for punctuation.

11https://github.com/jhclark/multeval
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System submissions that preserved casing or had
been tokenised were further processed for lower-
casing and detokenisation.12 For all of these pre-
processing steps, we used Moses scripts.13

It is interesting to note that while the three eval-
uation metrics do not fully agree on the ranking of
participating systems, their overall Pearson’s cor-
relation (English-German direction) is very high:
0.98 between Meteor and BLEU, and -0.97 be-
tween Meteor and TER.

The three winning submissions from the LIUM
and SHEF teams are heavily based on the output
of a standard phrase-based SMT system (Moses)
built using only the shared task data. This is a
remarkable result, given the size of the dataset:
29,000 parallel segments. They all use additional
features to re-rank the k-best output of a text-only
phrase-based system, including visual features, al-
though these seem to play a minor role and lead to
only marginally better results.

Submissions based on the output of a Moses
translation model – like the main baseline
(1 en-de-Moses C) – have very similar Meteor
scores. In fact, SHEF 1 en-de-Moses-rerank C
and CMU+NTU 1 MNMT+RERANK U are not
considered significantly different from this base-
line Shah et al. (2016) provide some analysis
on the differences between SHEF 1 en-de-Moses-
rerank C and 1 en-de-Moses C. They show that
the output of these systems differ in 260 out of the
1,000 segments. However, despite differences in
the actual translations, the Meteor scores for many
of these cases may be the same/close.

Disappointingly, truly multimodal systems,
which in most cases use neural MT approaches
(e.g. CUNI 1 MMS2S-1 C, DCU 1 min-risk-
multimodal C) do not fare as well as the text-only
SMT systems (or those followed by multimodal-
based translation rescoring), except when addi-
tional resources are used for rescoring translations
(CMU 1 MNMT+RERANK U).

Only two submissions made use of additional
data (unconstrained submissions, U) and in both
cases it proved helpful in comparison with the con-
strained submissions by the same teams.

12We note that MultEval does not perform any normali-
sation of the segments. Scores with tokenised texts would be
consistently higher.

13https://github.com/moses-smt/mosesde
coder/blob/master/scripts/

4.2 Task 2: Crosslingual Image Description

Table 4 presents the final results for the Crosslin-
gual Image Description task. Meteor is the pri-
mary evaluation measure because it has been
shown to have a much stronger correlation with
human judgements than BLEU or TER for this
task (Elliott and Keller, 2014). The data for this
task was lowercased and had punctuation removed
where necessary.

The strongest performing constrained submis-
sion (LIUM 2 TextNMT C) does not use any
visual features. Including multimodal features
(i.e., LIUM 2 MultimodalNMT C) results in a 2.8
Meteor drop in performance for that model type.
The baseline system 2 GroundedTranslation C
outperformed all but these two systems. In gen-
eral, there is a wide range of performances, and an
intriguing discrepancy between Meteor and BLEU
rankings. This discrepancy was much larger than
the one observed in Task 1, where the overall rank-
ing trend for all metrics is similar. We believe the
difference between metrics in Task 2 is due to the
different ways in which these metrics use multi-
ple references (which are only available for Task
2). While Meteor (and TER) will match the single
closest reference (the entire sentence) to the sys-
tem output, BLEU allows n-grams from different
references to be used for its n-gram matching.

Only two groups submitted uncon-
strained runs, marked in grey and with
U in Table 4. The IBM-IITM-Montreal-

NYU 2 NeuralTranslation U submission resulted
in a small improvement over the IBM-IITM-
Montreal-NYU 2 NeuralTranslation C submis-
sion, but the UPC 2 MNMT U resulted in a small
decrease compared to the analogous constrained
submission UPC 2 MNMT C.

5 Discussion

Although the Multimodal Machine Translation
and Crosslingual Description tasks are based on
the same collection of images, there are a number
of important differences in the textual data, out-
lined below, which lead to different patterns of re-
sults for both tasks.

The nature of the sentences The sentences in
Task 1 are professional translations, whereas the
sentences in Task 2 are independent descriptions.
The differences between translations and descrip-
tions may affect the performance of image de-
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System ID Meteor ↑ BLEU ↑ TER ↓
English-German

•LIUM 1 MosesNMTRnnLMSent2Vec C 53.2 34.2 48.7
•LIUM 1 MosesNMTRnnLMSent2VecVGGFC7 C 53.2 34.1 48.7

•*SHEF 1 en-de-Moses-rerank C 52.6 32.8 49.8
1 en-de-Moses C 52.5 32.5 50.2

*CMU 1 MNMT+RERANK U 51.9 33.6 52.4
HUCL 1 RROLAPMBen2de C 51.5 32.2 51.1

CMU 1 MNMT C 50.8 35.1 49.2
DCU 1 min-risk-baseline C 49.7 31.8 52.6

LIUM 1 TextNMT C 49.2 32.5 51.6
DCU 1 min-risk-multimodal C 48.4 32.5 49.8

CUNI 1 MMS2S-1 C 46.5 29.7 53.5
DCU-UVA 1 doubleattn C 46.4 27.4 59.7

LIUMCVC 1 MultimodalNMT C 45.0 27.8 57.3
DCU-UVA 1 imgattninit C 44.1 26.5 60.1

IBM-IITM-Montreal-NYU 1 NeuralTranslation U 39.1 21.8 61.9
UPC 1 SIMPLE-BIRNN-DEMB C 37.7 22.1 60.4

IBM-IITM-Montreal-NYU 1 NeuralTranslation C 31.1 16.0 69.4
1 GroundedTranslation C 24.7 9.4 77.2

German-English
•*SHEF 1 de-en-Moses-rerank C 36.5 39.8 41.0

•1 de-en-Moses C 36.2 38.1 40.8
HUCL 1 RROLAPMBde2en C 35.1 37.0 42.4

Table 3: Official results for the WMT16 Multimodal Machine Translation task. The baseline results
are underlined. Systems with grey background indicate use of resources that fall outside the constraints
provided for the shared task. The winning submissions are indicated by a •. These are the top-scoring
submission and those that are not significantly different (based on Meteor scores) according the approx-
imate randomisation test (with p-value <= 0.05) provided by MultEval. Submissions marked with a
* indicate those that are not significantly different from the main baseline (1 Moses C) according to the
same test.

scription models relative to the translation mod-
els. This can be seen by comparing the re-
sults of teams that submitted the same systems
(but separately trained) to both tasks: LIUM,
IBM-IITM-Montreal-NYU, and the Grounded-
Translation baseline. The LIUM and IBM-IITM-
Montreal-NYU submissions seem to benefit from
training over translation data instead of the de-
scription data, as suggested by the higher Me-
teor scores achieved in Task 1 (1 reference) vs.
Task 2 (5 references); the GroundedTranslation
submissions exhibit the opposite effect (this may
be explained by the fact that this submission is
an image description model and not a translation
model). We hypothesize that the differences in
performance may originate from the possibility
that (a) the description data is merely a compara-
ble corpus instead of a parallel corpus leading to

noisier pairing of source-target pairs, and/or (b) in
the description task the training data is less com-
patible with the test data than in the translation
task. This demands further exploration.

The number of training examples Submis-
sions for Task 1 are trained over 29,000 parallel
instances (one sentence pair per image), whereas
submissions for Task 2 are trained over 145,000
(five independent sentences per language per im-
age). The number of training examples for each
task further complicates the analysis of the differ-
ence in performance between the two tasks, as the
larger-data scenario in Task 2 does not lead to a
straightforward improvement in performance. The
type and the quality of the parallel translation data
– despite its small size – makes it relatively easy
to train high-performing translation models, as we
can see by comparing the absolute Meteor scores
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System ID Meteor ↑ BLEU ↑ TER ↓ Visual
Features?

English-German
• LIUM 2 TextNMT C 35.1 23.8 62.1 —

LIUM 2 MultimodalNMT C 32.3 19.2 70.0 ResNet
2 GroundedTranslation C 31.2 15.8 76.4 FC7

IBM-IITM-Montreal-NYU 2 NeuralTranslation U 29.5 9.7 89.0 FC7

IBM-IITM-Montreal-NYU 2 NeuralTranslation C 29.1 17.8 60.0 FC7

CUNI 2 MMS2S-2 C 13.1 1.2 73.3 FC7

UPCb 2 MNMT C 12.1 1.5 63.1 FC7

UPCb 2 MNMT U 11.7 1.0 82.2 FC7

Table 4: Official results for the WMT16 Crosslingual Image Description task. The baseline results are
underlined. Systems with grey background indicate use of resources that fall outside the constraints
provided for the shared task. The winning submission, indicated by a •, is significantly different from all
other submissions based on Meteor scores. Submissions marked with a * are not significantly different
compared to the baseline (2 GroundedTranslation C).

in Tables 3 and 4. In fact, it is quite remarkable
that both statistical and neural MT approaches per-
formed so well with only 29,000 sentence pairs for
training, particularly for English→German trans-
lation. In different text domains (e.g. Europarl,
News), this language pair and direction is well
known as a challenging case. The two languages
are structurally distant and the target language –
German – is morphologically richer than English,
which poses a problem in machine translation par-
ticularly when not enough training instances are
available with examples of the various morpho-
logical variants of target words. The fact that the
performance for Task 1 was so high seems to indi-
cate that the data for this task is much simpler and
probably significantly more repetitive than data
used in other shared tasks, for example, the News
translation task at WMT (Bojar et al., 2015).

The amount of evaluation data Task 1 submis-
sions are evaluated against one reference transla-
tion and Task 2 submissions are evaluated against
five independent sentences. The larger number of
references for Task 2 should make it easier for sub-
missions to achieve high Meteor scores but this
is not borne out in the results. One reason for
this could be that each independently collected de-
scription had a free choice in what to describe and
how to describe it (Elliott and Keller, 2014). This
has led to collected descriptions that are not trans-
lations of their English counterparts. We could
collect five professionally translated references for
each image to study this issue. We would expect
the absolute Meteor scores for Task 1 to increase

with more references (Dreyer and Marcu, 2012);
however, we should also bear in mind that the im-
age descriptions are quite simple and there is likely
to be very high similarity among translations.

Further research is needed to determine whether
having more parallel translation data or more ref-
erences for evaluation will lead to better perfor-
mance for both tasks. However, this data would
be very expensive to collect. Collecting more
independent descriptions would be significantly
cheaper.

Use of visual information The use of visual in-
formation had very different effects in the two
tasks. While for Task 1 this information only
proved marginally useful in indirect ways (i.e.
rescoring k-best translations), visual information
featured prominently in submissions for Task 2:
six submissions used the FC7 features, one sub-
mission used features extracted from the ResNet-
50 network, and one submission used no visual
features. The submission with ResNet-50 features
outperformed all submissions with FC7 features,
which is not surprising given the difference in ob-
ject categorisation performance between the mod-
els (4.49% top-5 error on the ILSVRC validation
data (Russakovsky et al., 2014) compared to 7.1%
error). However, the submission without visual
features achieved the best performance for Task 2.

In light of our aim of furthering multimodal re-
search with multilingual multimodal data, this is
a somewhat disappointing result. However, we
believe that it only reinforces the call to develop
more robust models that can integrate visual and
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linguistic features into a single model. Building
more realistic and challenging datasets is also an
interesting direction for future research.
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Ondřej Bojar, and Pavel Pecina. 2016. Cuni system
for wmt16 automatic post-editing and multimodal
translation tasks. In Proceedings of the First Con-
ference on Machine Translation, Berlin, Germany.

Kishore Papineni, Salim Roukos, Todd Ard, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic eval-
uation of machine translation. In Proceedings of the
40th Annual Meeting of the Association for Com-
putational Linguistics, pages 311–318, Philadelphia,
Pennsylvania.

Arnau Ramisa, Fei Yan, Francesc Moreno-Noguer, and
Krystian Mikolajczyk. 2016. Breakingnews: Arti-
cle annotation by image and text processing. CoRR,
abs/1603.07141.

Sergio Rodrı́guez Guasch and Marta R. Costa-jussà.
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Abstract

This paper presents the results of the
WMT16 Bilingual Document Alignment
Shared Task. Given crawls of web sites,
we asked participants to align documents
that are translations of each other. 11 re-
search groups submitted 19 systems, with
a top performance of 95.0%.

1 Introduction

Parallel corpora are especially important for train-
ing statistical machine translation systems, but so
far the collection of such data within the academic
research community has been ad hoc and limited
in scale. To promote this research problem we or-
ganized a shared task on one of the core process-
ing steps in acquiring parallel corpora from the
web: aligning bilingual documents from crawled
web sites.

The task is to identify pairs of English and
French documents from a given collection of doc-
uments such that one document is the translation
of the other. As possible pairs we consider all pairs
of documents from the same webdomain for which
the source side has been identified as (mostly) En-
glish and the target side as (mostly) French.

Lack of data in some cases has held back re-
search. To give an example, there are significant
research efforts on various Indic languages (Post
et al., 2012; Joshi et al., 2013; Singh, 2013), but
this work has been severely hampered, since it
uses very small amounts of data. But even for
the language pairs tackled in high profile evalua-
tion campaigns, such as the ones organized around
WMT, IWSLT, and even NIST, we use magnitudes
of data less than what has been reported to be used
in the large-scale efforts of Google or Microsoft.
This diminishes the value of research findings: re-
ported improvements for methods may not hold up

once more data is used. Work in reduced data set-
tings may also distract from efforts to tackle prob-
lems that do not go away with more data, but are
inherent limitations of current models.

2 Related Work

Although the idea of crawling the web indiscrimi-
nately for parallel data goes back to the 20th cen-
tury (Resnik, 1999), work in the academic com-
munity on extraction of parallel corpora from the
web has so far mostly focused on large stashes
of multilingual content in homogeneous form,
such as the Canadian Hansards, Europarl (Koehn,
2005), the United Nations (Rafalovitch and Dale,
2009; Ziemski et al., 2015), or European Patents
(Täger, 2011). A nice collection of the products of
these efforts is the OPUS web site1 (Skadiņš et al.,
2014).

These efforts focused on individual web sites
allow for writing specific rules for aligning doc-
uments as well as extracting and aligning content.
Scaling these manual efforts to thousands or mil-
lions of web sites is not practical.

A typical processing pipeline breaks up parallel
corpus extraction into five steps:

• Identifying web sites with bilingual content
• Crawling web sites
• Document alignment
• Sentence alignment
• Sentence pair filtering

For each of these steps, there has been varying
amount of prior work and for some tools are read-
ily available. Since there has been comparatively
little work on document alignment, we picked this
problem as the subject for the shared task this
year, but other steps are valid candidates for future
tasks.
1http://opus.lingfil.uu.se/
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2.1 Web Crawling

Web crawling is a topic that has not received much
attention from a specific natural language process-
ing perspective. There are a number of challenges,
such as identification of web sites with multilin-
gual content, avoiding to crawl web pages with
identical textual content, learning how often to re-
crawl web sites based on frequency of newly ap-
pearing content, avoiding crawling of large sites
that have content in different languages that is not
parallel, and so on.

We used for the preparation of this shared task
the tool Httrack2 which is a general web crawler
that can be configured in various ways. Papavas-
siliou et al. (2013) present the focused crawler
ILSP-FC3 that integrates crawling more closely
with subsequent processing steps like text normal-
ization and deduplication.

2.2 Document Alignment

Document alignment can be defined as a matching
task that takes a pair of documents and computes
a score that reflects the likelihood that they are
translations of each others. Common choices in-
clude edit-distance between linearized documents
(Resnik and Smith, 2003), cosine distance of idf-
weighted bigram vectors (Uszkoreit et al., 2010),
and probability of a probabilistic DOM-tree align-
ment model (Shi et al., 2006).

2.3 Sentence Alignment

The topic of sentence alignment has received a lot
of attention, dating back to the early 1990s with
the influential Church and Gale algorithm that is
language-independent and easy to implement. It
relies on relative sentence lengths for alignment
decisions and hence is not tolerant to noisy input.

Popular tools are Hunalign4 (Varga et al., 2005),
Gargantua5 (Braune and Fraser, 2010), Bilingual
Sentence Aligner (Moore, 2002) Bleualign6 (Sen-
nrich and Volk, 2010), and Champollion7 (Ma,
2006). Shi and Zhou (2008) make use of the
HTML structure to guide alignment. All of these
use bilingual lexicons which may have to be pro-
vided upfront or are learned unsupervised.

2https://www.httrack.com/
3http://nlp.ilsp.gr/redmine/projects/ilsp-fc
4http://mokk.bme.hu/en/resources/hunalign/
5https://sourceforge.net/projects/gargantua/
6https://github.com/rsennrich/Bleualign
7https://sourceforge.net/projects/champollion/

It is not clear, which of these tools fares best
with noisy parallel text that we can expect from
web crawls, which may have spurious content and
misleading boilerplate.

2.4 Filtering

A final stage of the processing pipeline filters out
bad sentence pairs. These exist either because the
original web site did not have any actual parallel
data (garbage in, garbage out), or due to failures
of earlier processing steps.

As Rarrick et al. (2011) point out, a key prob-
lem for parallel corpora extracted from the web
is filtering out translations that have been created
by machine translation. Venugopal et al. (2011)
propose a method to watermark the output of ma-
chine translation systems to aid this distinction.
Antonova and Misyurev (2011) report that rule-
based machine translation output can be detected
due to certain word choices, and machine transla-
tion output due to lack of reordering.

This year, a shared task on sentence pair filter-
ing8 was organized, albeit in the context of clean-
ing translation memories which tend to be cleaner
that the data at the end of a pipeline that starts with
web crawls.

2.5 Comprehensive Tools

For a few language pairs, there have been indi-
vidual efforts to cast a wider net, such as the
billion word French–English corpus collected by
Callison-Burch et al. (2009), or a 200 million word
Czech–English corpus collected by Bojar et al.
(2010). Smith et al. (2013) present a set of fairly
basic tools to extract parallel data from the pub-
licly available web crawl CommonCrawl9.

In all these cases, the corpus collection effort re-
invented the wheel and wrote dedicated scripts to
download web pages, extract text, and align sen-
tences, with hardly any description of the methods
used.

Our data preparation for the shared task builds
partly on Bitextor10, which is a comprehensive
pipeline from corpus crawling to sentence pair
cleaning (Esplà-Gomis, 2009).

8NLP4TM 2016: Shared task
http://rgcl.wlv.ac.uk/nlp4tm2016/shared-task/

9http://commoncrawl.org/
10https://sourceforge.net/p/bitextor/wiki/Home/
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3 Training and Test Data

We made available crawls of web sites (defined as
pages under the same webdomain) that have trans-
lated content. We also annotated some document
pairs to provide supervised training data to the par-
ticipants of the shared task.

3.1 Terminology
A quick note on terminology: Unfortunately, the
notion of domain is ambiguous in NLP applica-
tions, and we use an unusual meaning of the word
in this report. To avoid confusion we will in-
stead use the term webdomain to refer to content
from a specific website, e.g,“This page is from
the statmt.org webdomain.” We distinguish be-
tween webdomains using their Fully Qualified Do-
main Name (FQDN). Thus, www.example.com
and example.com are considered to be different
webdomains.

We will use source to denote English pages and
target for French ones. This does not imply that
translation was performed in that direction. In fact
we cannot know if translation from one side to the
other was performed at all, both sides could possi-
bly be translations of a third language document.

The task was organized as part of the First Con-
ference on Machine Translation (WMT), and all
data can be downloaded from its web page11.

3.2 Data Preparation
We crawled full web sites with the web site copyer
HTTrack, from the homepage down, restricted to
HTML content. Web sites differed significantly
in their size, from a few hundred pages to almost
100,000.

In the test data we removed all duplicates from
the crawl12. Duplicates are defined as web pages,
whose text content is identical. Duplicates may
differ in markup and URL. To extract the text
we used a Python implementation of the HTML5
parser to extract text as a browser would see it. As
the text is free of formatting, determining whites-
pace is important. While generally following the
standard, e.g. inserting line breaks after block level
elements13, we found that inserting spaces around
<span> tags helps tokenization as these are often
visually separated using CSS.
11http://www.statmt.org/wmt16/bilingual-task.html
12Because we provide the extracted texts of the training pages

participants were able to do the same
13https://developer.mozilla.org/en-US/docs/
Web/HTML/Block-level_elements

We restricted the task to the alignment of French
and English documents, so we filtered out all web
pages that are not in these two languages. How-
ever, we did not expect that participants would
develop language-specific approaches. To detect
the language of a document we feed the extracted
text into an automatic language detector 14. We
note that language detection is a noisy process and
many pages contain mixed language context, for
example English boilerplate but French content.
We take the overall majority language per page as
the document language.

We decided to have a large collection of web
sites, to encourage methods that can cope with
various types of web sites, such as differing in
size, balance in the number of French and English
pages, and so on.

Given the large number of correct document
pairs, we did not even attempt to annotate all
of them, but instead randomly selected a subset
of pages and identified their corresponding trans-
lated page. We augmented this effort with aligned
document pairs that are indicated at the web site
Linguee16, a searchable collection of parallel cor-
pora, in which each retrieved sentence is annotated
with its source web page.

The task then is to find these document pairs.
Since this is essentially a recall measure, which
can be gamed by returning all possible document
pairs, we enforce a 1-1 rule, so that participants
may align each web page only once.

3.3 Training Data

As training data we provide a set of 1,624 EN-FR
pairs from 49 webdomains. The number of an-
notated document pairs per webdomain varies be-
tween 4 and over 200. All pairs are from within
a single webdomain, possible matches between
two different webdomains, e.g. siemens.de and
siemens.com, are not considered in this task.

The full list of webdomains in the training
data is listed in Table 1. Webdomains range in
size from 33×29 pages (schackportalen.nu) to
24,325×43,045 pages (www.nauticnews.com).

3.4 Test Data

For testing, we provide 203 additional crawls of
new webdomains, distinct from the ones in the
training data in the same format. No aligned pairs

14Compact Language Detector 2 (CLD2)15

16http://www.linguee.com/
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Website Source Target Possible Train
Documents Documents Pairs Pairs

cineuropa.mobi 23 050 15 972 368 154 600 73
forcesavenir.qc.ca 3 592 3 982 14 303 344 8
galacticchannelings.com 4 231 1 283 5 428 373 9
golftrotter.com 377 361 136 097 8
ironmaidencommentary.com 6 028 635 3 827 780 41
kicktionary.de 2 752 888 2 443 776 29
kustu.com 1 544 1 511 2 332 984 13
manchesterproducts.com 15 621 9 651 150 758 271 10
minelinks.com 736 212 156 032 66
pawpeds.com 983 135 132 705 19
rehazenter.lu 201 317 63 717 16
tsb.gc.ca 5 885 5 828 34 297 780 236
virtualhospice.ca 43 500 22 327 971 224 500 46
www.acted.org 3 333 2 431 8 102 523 21
www.artsvivants.ca 5 487 1 368 7 506 216 12
www.bonnke.net 414 129 53 406 27
www.cyberspaceministry.org 1 534 958 1 469 572 29
www.dfo-mpo.gc.ca 25 277 19 087 482 462 099 97
www.ec.gc.ca 12 266 15 404 188 945 464 26
www.eu2005.lu 5 649 5 704 32 221 896 34
www.inst.at 3 203 543 1 739 229 62
www.krn.org 115 115 13 225 67
www.lameca.org 692 1 567 1 084 364 6
www.pawpeds.com 1 011 136 137 496 43
bugadacargnel.com 919 779 715 901 19
cbsc.ca 1 595 904 1 441 880 20
creationwiki.org 8 417 203 1 708 651 22
eu2007.de 3 201 2 488 7 964 088 11
eu.blizzard.com 10 493 6 640 69 673 520 10
iiz-dvv.de 1 160 894 1 037 040 67
santabarbara-online.com 1 151 1 099 1 264 949 11
schackportalen.nu 33 29 957 14
www.antennas.biz 812 327 265 524 30
www.bugadacargnel.com 919 779 715 901 7
www.cgfmanet.org 9 241 6 260 57 848 660 25
www.dakar.com 17 420 14 582 254 018 440 45
www.eohu.ca 2 277 2 136 4 863 672 4
www.eu2007.de 3 249 2 535 8 236 215 11
www.fao.org 11 931 5 004 59 702 724 6
www.luontoportti.com 3 645 1 796 6 546 420 30
www.nato.int 40 063 8 773 351 472 699 36
www.nauticnews.com 24 325 43 045 1 047 069 625 21
www.prohelvetia.ch 5 209 4 421 23 028 989 7
www.socialwatch.org 13 803 2 419 33 389 457 21
www.summerlea.ca 434 338 146 692 58
www.the-great-adventure.fr 2 038 2 460 5 013 480 18
www.ushmm.org 10 472 967 10 126 424 26
www.usw.ca 5 006 2 247 11 248 482 83
www.vinci.com 3 564 3 374 12 024 936 24

Total 348 858 225 043 4 246 520 775 1 624

Table 1: Training data statistics.
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are provided for the any of these domains. We re-
moved exact duplicates of pages, keeping only one
instance. Otherwise, we processed the data in the
same way as the training data.

3.5 Data Format

The training document pairs are specified as one
pair per line:
Source URL<TAB>Target URL

For the crawled data we provide one file per
webdomain in .lett format adapted from Bitex-
tor. This is a plain text format with one line per
page. Each line consists of 6 tab-separated values:

• Language ID (e.g. en)
• Mime type (always text/html)
• Encoding (always charset=utf-8)
• URL
• HTML in Base64 encoding
• Text in Base64 encoding

To facilitate use of the .lett files we provide a
simple reader class in Python. We make sure that
the language id is reliable, at least for the docu-
ments in the train and test pairs.

Text extraction was performed using an
HTML5 parser. As the original HTML pages are
available, participants are welcome to implement
their own text extraction, for example to remove
boilerplate.

Additionally, we have identified spans of
French text in French documents for which we
produced English translations using MT. We use
a basic Moses statistical machine translation en-
gine (Koehn et al., 2007) trained on Europarl and
News Commentary with decoding settings geared
towards speed (no lexicalized reordering model,
no additional language model, cube pruning with
pop limit 500).

These translations are not part of the lett files
but provided separately. The format for the source
segments and target segments is
URL<TAB>Text

where the same URL might occur multiple
times if several lines/spans of French text were
found. The URLs can be used to identify the cor-
responding documents in the .lett files.

3.6 Baseline Method

We provide a baseline systems that relies on the
URL matching heuristic used by Smith et al.
(2013). Here two URLs are considered a pair

if both can be transformed into the same string
through stripping of language identifiers. Strings
indicating languages are found by splitting a large
number of randomly sampled URLs into compo-
nents and manually picking substrings that corre-
late with the detected language.

We further improve the approach by allow-
ing matches where only one URL contains a
strip-able language identifier, e.g. we match
x.com/index.htm and x.com/fr index.htm.
If a URL has several matching candidates we pick
the one that requires the fewest rewrites, i.e. we
prefer the pair above over x.com/en/index.htm
x.com/fr index.htm.

The baseline achieves roughly 60% recall, com-
pared to 95.0% of the best submission.

4 Evaluation

Our main evaluation metric is recall of the known
pairs, i.e. what percentage of the aligned pages in
the test set are found. We strictly enforce the rule
that every page may only be aligned once, so that
participants cannot just align everything. After a
URL has been seen as part of a submitted pair, all
later occurrences are ignored.

After we released the gold standard alignments,
a number of participants pointed out that some
predicted document pairs were unfairly counted as
wrong, even if their content differed only insignif-
icantly from the gold standard.

To give an example, the web pages
www.taize.fr/fr article10921.html?chooselang=1

and
www.taize.fr/fr article10921.html

are almost identical, but the first offers a check-
box to select a language, while the second does
not. Since the text on the pages differs slightly,
these were not detected as (exact) duplicates.

To address this problem, we also included a soft
scoring metric which counts such near-matches
as correct. We chose that to be a close duplicate,
the edit distance between the text of two pages,
normalized by the maximum of their lengths (in
characters) must not exceed 5%.

If we observe a predicted pair (s, t) that is not
in the gold set, but (s, t′) is and dist(t, t′) ≤ 5%,
then this pair is still counted as correct. The same
applies for a close duplicate s′ of s but not both as
we still follow the 1-1 rule.
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Acronym Participant
ADAPT ADAPT Research Center, Ireland (Lohar et al., 2016)
BADLUC University of Montréal, Canada (Jakubina and Langlais, 2016)
DOCAL Vicomtech (Azpeitia and Etchegoyhen, 2016)
ILSP/ARC Athena Research and Innovation Center, Greece (Papavassiliou et al., 2016)
JIS JIS College of Engineering, Kalyani, India (Mahata et al., 2016)
MEVED Lexical Computing / Masaryk University, Slovakia (Medved et al., 2016)
NOVALINCS Universidade Nova de Lisboa, Portugal (Gomes and Pereira Lopes, 2016)
UA PROMPSIT University of Alicante / Prompsit: Bitextor, Spain (Esplà-Gomis et al., 2016)
UEDIN COSINE University of Edinburgh, Scotland — Buck (Buck and Koehn, 2016)
UEDIN LSI University of Edinburgh, Scotland — German (Germann, 2016)
UFAL Charles University in Prague, Czech Republic (Le et al., 2016)
YSDA Yandex School of Data Analysis, Russia (Shchukin et al., 2016)
YODA Carnegie Mellon University (Dara and Lin, 2016)

Table 2: List of participants

5 Results

11 research groups participated in the shared task,
some with multiple submissions. The list of par-
ticipants is shown in Table 2, with a citation of
their system descriptions, which are included in
these conference proceedings.

Each participant submitted one or more collec-
tions of document pairs. We enforced the 1-1 rule
on the collections, and scored them against the
gold standard. Results are summarized in Table 3.
Almost all systems outperformed the baseline by
a wide margin. The best system is NOVALINCS-
URL-COVERAGE with 2,281 correct pairs, 95.0%
of the total.

Note that the submissions varied in the num-
ber of document pairs, but after enforcing the 1-1
rule, most submissions comprise about 200,000-
300,000 document pairs.

Table 4 displays the results with soft scoring.
Essentially, every system improved, mostly by
around 3%. The top two performers swapped
places, with YODA now having the best showing
with 96.0%. We also experimented with a tighter
threshold of 1% which gave almost identical re-
sults.

6 System Descriptions

NOVALINCS (Gomes and Pereira Lopes, 2016)
submitted 3 systems that use a phrase table from
a phrase-based statistical machine translation sys-
tem to compute coverage scores, based on the ra-
tio of phrase pairs covered by a document pair.
In addition to the purely coverage-based system,

NOVALINCS-COVERAGE (88.6%), they also sub-
mit a system that uses coverage-based matching
as a preference over URL matching NOVALINCS-
COVERAGE-URL (85.8%) and the converse system
that prefers URL matching over coverage-based
matching NOVALINCS-URL-COVERAGE (95.0%).

YODA (Dara and Lin, 2016) submitted one
system (93.9%) that uses the machine translation
of the French document, and finds the English cor-
responding document based on bigram and 5-gram
matches, assisted by a heuristics based on docu-
ment length ratio.

UEDIN1 (Buck and Koehn, 2016) submitted
one system (89.1%) that uses cosine similarity be-
tween tf/idf weighted vectors, extracted by collect-
ing n-grams from the English and machine trans-
lated French text. They compare many hyper-
parameters such as weighting schemes and two
pair selection algorithms.

DOCAL (Azpeitia and Etchegoyhen, 2016)
submitted one system (88.6%) that used word
translation lexicons to compute document similar-
ity scores based on bag-of-word representations.
They expand a basic translation lexicon by adding
all capitalized tokens, numbers, and longest com-
mon prefixes of known vocabulary items.

UEDIN2 (Germann, 2016) submitted 2 sys-
tems based on word vector space representations
of documents using latent semantic indexing and
URL matching, UEDIN LSI (85.8%) and UEDIN

LSI (87.6%). In addition to a global cosine sim-
ilarity score, a local similarity score is computed
by re-centering the vector around the mean vector
for a webdomain.
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Predicted Pairs after Found Recall
Name pairs 1-1 rule pairs %

ADAPT 61 094 61 094 644 26.8
ADAPT-V2 69 518 69 518 651 27.1
BADLUC 681 610 263 133 1 905 79.3
DOCAL 191 993 191 993 2 128 88.6
ILSP-ARC-PV42 291 749 287 860 2 040 84.9
JIS 323 929 28 903 48 2.0
MEDVED 155 891 155 891 1 907 79.4
NOVALINCS-COVERAGE-URL 207 022 207 022 2 060 85.8
NOVALINCS-COVERAGE 235 763 235 763 2 129 88.6
NOVALINCS-URL-COVERAGE 235 812 235 812 2 281 95.0
UA PROMPSIT BITEXTOR 4.1 95 760 95 760 748 31.1
UA PROMPSIT BITEXTOR 5.0 157 682 157 682 2 001 83.3
UEDIN1 COSINE 368 260 368 260 2 140 89.1
UEDIN2 LSI 681 744 271 626 2 062 85.8
UEDIN2 LSI-V2 367 948 367 948 2 105 87.6
UFAL-1 592 337 248 344 1 953 81.3
UFAL-2 574 433 178 038 1 901 79.1
UFAL-3 574 434 207 358 1 938 80.7
UFAL-4 1 080 962 268 105 2 023 84.2
YSDA 277 896 277 896 2 021 84.1
YODA 318 568 318 568 2 256 93.9

Baseline 148 537 148 537 1 436 59.8

Table 3: Official Results of the WMT16 Bilingual Document Alignment Shared Task.

Name Pairs found ∆ Recall ∆ Rank ∆

ADAPT 726 +82 30.2 +3.4 20 0
ADAPT-V2 733 +82 30.5 +3.4 19 0
BADLUC 2 062 +157 85.9 +6.5 13 +3
DOCAL 2 235 +107 93.1 +4.5 4 +1
ILSP-ARC-PV42 2 185 +145 91.0 +6.0 7 +2
JIS 48 0 2.0 0.0 21 0
MEDVED 1 986 +79 82.7 +3.3 15 0
NOVALINCS-COVERAGE-URL 2 130 +70 88.7 +2.9 9 −1
NOVALINCS-COVERAGE 2 192 +63 91.3 +2.6 6 −2
NOVALINCS-URL-COVERAGE 2 303 +22 95.9 +0.9 2 −1
UA PROMPSIT BITEXTOR 4.1 775 +27 32.3 +1.1 18 0
UA PROMPSIT BITEXTOR 5.0 2 117 +116 88.1 +4.8 10 +2
UEDIN1 COSINE 2 227 +87 92.7 +3.6 5 −2
UEDIN2 LSI 2 146 +84 89.3 +3.5 8 −1
UEDIN2 LSI-V2 2 281 +176 95.0 +7.3 3 +3
UFAL-1 2 060 +107 85.8 +4.5 14 −1
UFAL-2 1 954 +53 81.4 +2.2 17 0
UFAL-3 1 980 +42 82.4 +1.8 16 −2
UFAL-4 2 078 +55 86.5 +2.3 12 −2
YSDA 2 102 +81 87.5 +3.4 11 0
YODA 2 307 +51 96.0 +2.1 1 +1

Table 4: Soft Scoring Results of the WMT16 Bilingual Document Alignment Shared Task, allowing 5%
edits between predicted and expected pairing.
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ILSP/ARC (Papavassiliou et al., 2016) sub-
mitted one system (84.9%), which uses boiler-
plate removal, and carries out document alignment
based on features such as links to documents in the
same webdomain, URLs, digits, image filenames
and HTML structure. Their paper also describes
in detail the open source ILSP Focused Crawler.

YSDA (Shchukin et al., 2016) submitted one
system (84.1%) that uses n-gram matches between
the machine translation of the French document
and the English document. They cluster French
and English words into bilingual clusters of up
to 90 words, starting with word pairs with high
translation probability in both directions, and then
adding words that translated well into existing
words in a cluster.

UA PROMPSIT (Esplà-Gomis et al., 2016)
submitted 2 systems based on Bitextor and de-
scribe improvements to the Bitextor toolkit. Their
submissions contrast the old version of the tool,
UA PROMPSIT BITEXTOR 4.1 (31.1%), with
the recent release, UA PROMPSIT BITEXTOR

5.0 (83.3%). Improved document alignment qual-
ity is based on various new features: ratio of
shared links, similarity of link URLs, ratio of
shared images, binary feature indicating if the doc-
uments are linked, and similarity of URLs, in ad-
dition to the old features bag of words similarity
using a translation dictionary and DOM structure
similarity.

UFAL (Le et al., 2016) submitted 4 systems,
each using a different method. UFAL-1 (81.3%)
uses identical word matches by also consider-
ing their position in the text. UFAL-2 (79.1%)
matches translations of French documents with
English documents based on word occurrence
probabilities. UFAL-3 (80.7%) adds Levenshtein
distance on URLs to this method. UFAL-4
(84.2%) combines UFAL-1 and UFAL-3.

MEDVED (Medved et al., 2016) submitted one
system (79.4%), which determines the top 100
keywords based on tf/idf scores for each document
and uses word translation dictionaries to match
them.

BADLUC (Jakubina and Langlais, 2016) sub-
mitted one system (79.3%) that uses the informa-
tion retrieval tool Apache Lucene to create two in-
dexes, on URLs and text content, and retrieves the
most similar documents based on variants of td/idf
scores. Both monolingual queries and bilingual
queries based on a word translation dictionary are

performed.
ADAPT (Lohar et al., 2016) submitted one sys-

tem (and a revision) that combines similarity met-
rics computed on ratio of number of sentences in
documents, ratio of number of words in the docu-
ments, and matched named entities.

JIS (Mahata et al., 2016) submitted one system
(2.0%), which uses text matching based on sen-
tence alignment and word dictionaries. Their pa-
per also described improvements over the original
submission.
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Abstract

We present the LIMSI’s cross-lingual pro-
noun prediction system for the WMT 2016
shared task. We use high-level linguistic
features with explicit coreference resolu-
tion and expletive detection and rely on
dependency annotations and a morpholog-
ical lexicon. We show that our few, care-
fully chosen features perform significantly
better than several language model base-
lines and competitively compared to the
other systems submitted.

1 Introduction

This paper describes the LIMSI’s submission to
the cross-lingual pronoun prediction shared task
at WMT 2016 (Guillou et al., 2016) for the lan-
guage direction English to French. The task in-
volves classifying the subject pronouns it and they
into the French pronoun classes il, ils, elle, elles,
ce, cela, on and OTHER (which also includes the
null pronoun). Target sentences are human trans-
lations, in which pronouns to be predicted are re-
placed by placeholders. An automatic word align-
ment is given between English and French sen-
tences. Unlike the same version of the task for
DiscoMT 2015 (Hardmeier et al., 2015), target
sentences are supplied in lemmatised and part-of-
speech (PoS) tagged format, without the original
tokens.1 The official metric for the task is the
macro-averaged recall, which has the effect of giv-
ing more weight to rarer pronouns. Training data
is news and speech-based and the development
and test sets are speech transcriptions (Ted Talks).

Our system is based on a statistical feature-
based classification approach. It is linguisti-

1In many cases the morphology of the surrounding local
context could supply the correct pronoun. Not a single sub-
mission scored higher than the language model baseline ac-
cording to the official metric, the macro-averaged F-score.

cally motivated with carefully chosen, high-level
features designed to tackle particular difficulties
of the classification problem, including explicit
anaphora resolution using coreference chains and
the detection of expletive pronouns.

On top of a set of language model-based fea-
tures, which form our baseline, we design a set
of features to exploit linguistic annotations and re-
sources for: (i) coreference resolution and exple-
tive detection to guide the prediction of the pro-
noun classes il, ils, elle and elles, (ii) local context
features based on syntactic dependencies, and (iii)
the use of highly discriminative corpus-extracted
contexts, in particular for the OTHER class.

2 Linguistic challenges of the task

There are a number of difficulties in the translation
of the subject pronouns it and they into French.
A major issue is that, in French, pronouns and
nouns are marked for grammatical gender (mascu-
line and feminine) and number (singular and plu-
ral), whilst in English, it and they are only marked
for number. When French pronouns are anaphoric,
(i.e. they refer to an entity that is present in the
text or context), their gender and number is almost
always determined by their referent.2 Knowing
which pronoun to use therefore relies on know-
ing to which noun the pronoun refers as well as
the gender and number of the noun. Automatic
tools exist for anaphora resolution, often also con-
structing coreference chains to link all mentions
that refer to the same entity. PoS tags and morpho-
logical lexica can provide information about gen-
der and number. This is of course a simplification,

2There are some exceptions, such as the singular, gender-
neutral they. Another example is when the referential expres-
sion refers to a group of people, such as équipe ‘team’. The
anaphoric pronoun can be a plural ils ‘they’ rather than sin-
gular. Common in English, and although less accepted in
French, there exist several examples of this in the task data.
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and the situation is in reality much more complex,
for example when the referent is two coordinated
nouns or when the English pronoun is the singu-
lar, gender-neutral pronoun they. There is also the
case of the indefinite pronoun on, which is used as
a translation of the indefinite English pronoun one,
you, and sometimes they.

An added difficulty is the fact that it is some-
times translated as the expletive (or impersonal)
il, as in il pleut ‘it is raining’. These should not be
confused with the anaphoric pronouns, and not all
automatic coreference tools explicitly detect them.
Dependency parsing can be particularly useful for
detecting them via individual local features, such
as looking at the verb on which the pronoun de-
pends. There are also other possible translations
of it, namely ce and the demonstrative pronoun
cela/ça, which can sometimes be predicted from
the context, but are often difficult to translate.

In the task data, the English pronoun is fre-
quently aligned with a word that does not belong
to the 7 main pronoun classes described above,
or is simply not translated at all. In these cases,
the target pronoun is said to belong to the class
OTHER, a class that is frequent, heterogeneous
and therefore likely to pose problems for predic-
tion.

3 System overview

To resolve these difficulties, we choose to priv-
ilege the use of linguistic tools and resources to
exploit a small number of linguistically motivated
features rather than approach the problem by using
a great number of weakly motivated features.

3.1 Tools and resources
We used various annotations for both English
source sentences and French target sentences: PoS
tagging and dependency parsing for both lan-
guages, coreference resolution for English and
morphological analysis for French. English anno-
tations were all produced using the Stanford Core-
NLP toolkit (Manning et al., 2014). Standard, pre-
trained parsing models could not be used on the
lemma-based French sentences, and we therefore
re-trained a parsing model solely based on lem-
mas and PoS-tags, using the Mate Graph-based
transition parser (Bohnet and Nivre, 2012) and the
French training data for the 2014 SPMRL shared
task (Seddah et al., 2014). Some pre-processing
was necessary to create a compatible tagset be-

tween the SPMRL data and the task training data.3

We enriched the French annotations using a mor-
phological and syntactic lexicon, the Lefff (Sagot,
2010), to include noun gender by mapping lem-
mas to their genders (allowing for ambiguity). We
also used the lexicon to provide information about
impersonal verbs and adjectives (Sec. 3.2.2).

3.2 Linguistic features
We use as our main baseline a set of language
model features (Sec. 3.2.1), which also form the
starting point of our system. We add to this three
types of features: coreference resolution and ex-
pletive detection (Sec. 3.2.2), local, syntax-based
features (Sec. 3.2.3) and a syntactic context tem-
plate feature (Sec. 3.2.4).

3.2.1 Language model features
Using a language model provides a way of mod-
elling local context using the words immediately
surrounding the pronoun. In our case, it pro-
vides no information concerning number, since the
French target sentences are lemmatised, and the
feminine gender is also unlikely to be well pre-
dicted by the model in the case of anaphoric pro-
nouns unless the referent is in a very local context.

We base our language model features on the
pronoun class probabilities provided by the task
organisers as part of the official language model
baseline. These features are based on the proba-
bility of the most probable pronoun class as per
the language model: (i) the most probable class,
(ii-iv) the most probable class if its probability is
superior to 90%, 80%, 50%, and (v) the concate-
nation of the two most probable classes.

3.2.2 Coreference features
We use two features to represent anaphora reso-
lution, namely the gender (masculine, feminine or
impersonal) and number (singular, plural or im-
personal) of the pronoun’s referent.

Standard anaphora resolution: To identify the
referent of an anaphoric pronoun, we applied the
Stanford coreference resolver (de Marneffe et al.,
2015) to the English sentences, separated by doc-
ument, and used the automatic alignments to iden-
tify the corresponding referent in French (see Fig-
ure 1). Gender is determined by that of the French
referent (as provided by the Lefff ). Since French

3We analysed the quality of the syntactic annotations, us-
ing the SPMRL test set and scorer, to give an unlabelled at-
tachment score of 89.83%.
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Figure 1: Use of coreference chains to determine
gender and number of anaphoric pronouns.

sentences are lemmatised, number must be sought
in the English sentence. We test two variants, in
which number is determined by (i) the number of
the English referent (which is integrated in the PoS
tagset), as shown in Figure 1, and (ii) the number
of the aligned English pronoun: singular for it and
plural for they. Coreference chains can cross sen-
tence boundaries, and mentions can span several
words, in which case we took information associ-
ated with the mention’s head.

The accuracy of our coreference features de-
pends on the ability of the coreference tool to de-
tect accurate and complete chains, the quality of
the automatic alignments, the accuracy of the PoS
tags to predict number and the coverage of the lex-
icon for French noun gender.

We evaluate the quality of the coreference tool
on the development set by manually annotating
the French pronouns and comparing the predicted
and gold referents. Of 237 pronouns of the form
il, elle, ils or elles, 194 were anaphoric with a
textual referent. The correct coreferent was pro-
vided in only 52.6% of cases, the majority being
for the masculine plural class ils. Moreover, 32%
of these pronouns were linked only to other pro-
nouns, therefore with no explicit referent (in par-
ticular for the feminine plural elles). The tool also
often fails to predict impersonal pronouns, erro-
neously supplying coreference chains for 18 im-
personal pronouns out of 25.

Back-off anaphora resolution: Given these in-
sufficiencies of the coreference tool, we developed
a back-off coreference method, in cases where
it provides no gender and number. It consists
of providing additional values for the two coref-
erences features by taking the nearest preceding

noun phrase in the previous sentence as the pro-
noun’s referent. Although likely to add a certain
amount of noise, especially in cases where the pro-
noun is non-anaphoric, this method provides more
data values.

Expletive pronoun detection: One case of non-
anaphoric pronoun detection that can be dealt with
directly is the case of the French impersonal pro-
noun il. We apply heuristic rules4 to detect such
impersonals on the French side, modifying the
coreference feature values to impersonal when one
is detected. We consider a pronoun to be an imper-
sonal il when it is in an impersonal construction
(containing an impersonal verb or adjective), in-
formation provided by a look-up in the Lefff. Cer-
tain cases of non-ambiguous impersonals such as
il faut le faire ‘it must be done’ are easily dealt
with. Ambiguous cases, where the adjective or
verb can be used both personally and imperson-
ally, can be disambiguated by the context, for ex-
ample by the presence of a following de ‘to’ for
verbs and adjectives or que ‘that’ for verbs.5

3.2.3 Local features
For the other pronouns, ce, cela, on and OTHER,
the local context plays a crucial role. We include
a number of local, syntax-guided context features,
based on the syntactic governor, as provided by the
dependency parse. The features include the form
of the English aligned token (raw and lowercased),
the form, PoS tag and lemma of the syntactic gov-
ernor of the English aligned token and the PoS tag
and lemma of the syntactic governor of the French
pronoun. Finally, we include a boolean feature in-
dicating whether or not the pronoun is found at the
beginning of the sentence.

3.2.4 Context template feature
We also look at the target pronoun’s wider and
richer context, using relative and syntactic posi-
tions, to produce a single, strong feature, whose
value is the class (if any) to which the pronoun’s
context indicates that it is particularly likely to be
associated. In a preliminary step, we extracted all
context templates from the training and develop-
ment sets defined by storing the lemmas and PoS
tags of the words at the following positions: (i) 2
following, (ii) 1 preceding and 2 following, (iii) 1

4Tools do exist for impersonal detection, however they are
designed to process tokens and not lemmas.

5For example, il est intéressant. ‘it/he is interesting’ vs. il
est intéressant de. . . ‘it is interesting to. . . ’
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Position Relative to the pronoun
-1 +1 +2 +3 gov. class Num. %

un NOM OTHER 1503 99
VER NOMdet OTHER 1003 97
la/le VERsubj on 478 96

, être ADJ que il 4131 98
PUN être ADJ de il 5239 95

Table 1: Examples of context templates with their
associated class. We also give the percentage of
occurrences of the template with the associated
class and their frequency of co-occurrence.

preceding and 3 following, (iv) the governor, (v)
the governor and the function, (vi) the governor
and its governor, and (vii) the preceding token and
the governor and its function.

See Table 1 for some examples of context tem-
plate values, linked with a certain class, for which
they are particularly well associated. This is indi-
cated by the high frequency of occurrence of the
<template, class> pair and the high percentage of
occurrences of the template with the class, as ob-
served in the training and development sets.

Relevance score used: Our aim was to select the
pairs that were the most discriminative for the cor-
responding class and which were most frequent, in
order to create an aggregated, reliable feature. We
therefore ranked the pairs according to the follow-
ing heuristic relevance score based on frequency
counts in the corpora (Equation 1).

score(<c,y>) =
occ(<c,y>)∑

y′∈Y

occ(<c,y’>)

√
occ(<c,y>) (1)

where c is a given context, y a given class and Y is
the set of possible classes.

The score is designed to be a reasonable com-
promise between the probability of the context be-
ing associated with the given class and their fre-
quency of co-occurrence.6 We select the 10,000
top-ranked pairs and further filter to only keep
pairs where the context is associated with the class
more than 95% of the time.7 When the pronoun to
be predicted is found within the context of one of

6Although not normalised, the score, which is greater for
a more relevant pair, has the advantage of being constant for
a given probability and frequency count, and is therefore not
dependent on the rarity of either the class or the context, un-
like similar measures such as the log-likelihood ratio.

7We tested several values in preliminary experiments on
the development set and found these values to be a good com-
promise between score optimisation and training time.

these templates, the feature value is the class asso-
ciated with the context. A total of 5,003 templates
were retained: 2,658 for OTHER, 1,987 for il, 347
for ce, 9 for on and 2 for cela.

The templates are particularly useful for detect-
ing the OTHER class, which include empty in-
stances (where the English pronoun is untrans-
lated) and words other than the 7 target pronoun
classes. For example, if followed by the deter-
miner un and a noun, there is a strong association
with the OTHER class (first example in Table 1).
They can be especially useful in cases of align-
ment problems or anomalous predictions, and also
for detecting certain collocations.

3.3 Classification setup
We use a random forest classifier, as implemented
in Scikit-learn (Pedregosa et al., 2011). Our
choice of machine learning algorithm is partly
based on the ability of random forests to account
for class imbalance and outliers, a necessary trait
in the case of this task.8 They also have the advan-
tage of not being linear, and therefore of being able
to find patterns in the data using a relatively small
number of features, as is our aim here.9 We split
the task into separate classifiers for it and they; a
preliminary comparative study suggested that this
produces slightly better results than training a sin-
gle classifier for all source pronouns.

4 Results

We provide the results of several variants of our
system, in order to analyse the different compo-
nents. We report scores for the two official base-
lines baselineWMT-1 and baselineWMT-2. We also
provide two extra baselines: baselinemostFreqPro,
which predicts the most frequent class for each
English pronoun (masc. sg. il for it and masc. pl.
ils for they) and a second, baselineLM, which uses
as features the form of the English pronoun (it or
they) and the language model features described in
Sec. 3.2.1. All scores are produced using the offi-
cial evaluation script and are reported “as is” using
two significant decimal figures.

A minor implementation issue was found con-
cerning the use of the context templates for the two
submissions. We nevertheless include the results

8Please refer to the Shared Task overview paper for the
class distributions.

9We use Gini as the optimising criterion, 250 estimators, a
maximum depth of 500 and a minimum number of leaf sam-
ples of 1. All other parameters are those provided by default.
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Macro-avg. Recall (%) Acc. (%)
System Dev Test Test

baselineWMT-1 40.63 46.98 52.01
baselineWMT-2 - 50.85 53.35
baselinemostFreqPro 24.03 24.39 34.58
baselineLM 48.63 55.21 65.95

*LIMSI1 56.14 59.32 68.36
*LIMSI2 55.08 59.34 68.36
LIMSI1 55.65 60.94 69.44
LIMSI2 54.82 59.37 68.36

LIMSI1,NoLM 51.66 54.35 62.73
LIMSI2,NoLM 50.87 54.94 63.54
LIMSI1,SimpleCR 55.45 61.26 71.05
LIMSI2,SimpleCR 56.16 60.58 70.51

Table 2: Comparative results of baseline systems,
the LIMSI submissions and several variants.

of these two systems (marked with an asterisk),
whose results do not however differ wildly from
those of the corrected versions. The two different
versions (labelled 1 and 2) correspond to the two
different methods of providing the number value
of the coreference features (see Sec. 3.2.2): the
first method taking the number of the last referent
identified by the coreference tool, and the second
from the form of the aligned English pronoun.

We provide two additional variants for each ver-
sion. NoLM variants do not use language model
features, whereas SimpleCR variants only rely on
the Stanford tool for coreference resolution, ex-
cluding our back-off method (see Sec. 3.2.2).

5 Discussion

The evaluation metric for the task (macro-
averaged recall) is such that very sparse classes
hold a huge weight in the final evaluation.10 There
are also vast differences in classification quality
between the datasets, as illustrated by the system-
atic percentage point increase in score (up to 6
points) between the development and the test set.
This highlights the fact that the heterogeneity of
data should be taken into account when design-
ing a system, and supports the idea of features
based on external (and therefore static) linguis-
tic resources rather than relying too much on the
data itself. The result is that our best perform-
ing system during development is not always our
best performing on the test set (see the results of
LIMSI1,SimpleCR vs. LIMSI2,SimpleCR).

10Correctly predicting a single extra on improves the over-
all score by more than 1%.

There is no significant difference between the
two variants of the LIMSI system. However the
first variant performs better on both development
and test sets more often than the second.

Compared to the four baselines, the linguisti-
cally rich systems perform systematically better.
The much lower scores of baselineLM compared to
LIMSI1 and LIMSI2 show that adding our linguis-
tic features provides extra and different informa-
tion from the language model features. A slightly
disconcerting observation is that if we remove
the language model features (LIMSI1,NoLM and
LIMSI2,NoLM), the score compared to baselineLM

is up to 3 percentage points higher on the develop-
ment set, but lower on the test set, suggesting that
the information needed to predict the pronouns in
the test set was probably mostly local, requiring
less linguistic knowledge, another effect of the dif-
ferent natures of the sets and their small sizes.

The experiments with simple coreference give
comparable scores on the development set and
higher scores on the test set (up to 61.26% macro-
averaged recall for LIMSI1,SimpleCR). It is difficult
to draw any conclusions about which method of
gender and number induction is best, although our
back-off method appears to be too noisy.

5.1 Finer analysis
The classification matrix for the results on the test
set for LIMSI2,SimpleCR (the best performing model
on the development set) is shown in Table 3. Un-
surprisingly, the most problematic classes are elle
and elles, for which the only means of correctly
predicting the gender is to have access to the pro-
noun’s textual referent and its gender. Although a
majority of the feminine pronouns were classified
as having the correct number, only 3 out of 25 oc-
currences of elles were assigned the correct class.
The other two classes for which the system per-
formed less well were cela (often confused with
il) and on (confused with ils and OTHER). These
were all the least frequent pronoun classes, which
therefore have a large impact on the overall score
because of the macro-averaged metric. The classes
which were best predicted were ce, with a high
precision of 91.53%, OTHER with a high recall of
88.24% and ils with a recall of 78.87%.

5.2 Oracle coreference resolver
One of the weaknesses of the system is, as ex-
pected, the prediction of the gender of the French
pronoun, which is dependent on the quality of an
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Classified as
ce elle elles il ils cela on other SUM P (%) R (%) F (%)

ce 54 1 0 11 0 0 0 2 68 91.53 79.41 85.04
elle 0 13 1 6 0 2 0 1 23 41.94 56.52 48.15
elles 1 2 3 1 13 1 0 4 25 23.08 12.00 15.79
il 2 7 0 44 1 2 1 4 61 61.97 72.13 66.67
ils 0 1 9 0 56 0 0 5 71 75.68 78.87 77.24
cela 0 5 0 7 0 13 1 5 31 72.22 41.94 53.06
on 0 0 0 0 2 0 5 2 9 55.56 55.56 55.56
OTHER 2 2 0 2 2 0 2 75 85 76.53 88.24 81.97

SUM 59 31 13 71 74 18 9 98
Micro-averaged 70.51 70.51 70.51
Macro-averaged 62.31 60.58 60.43

Table 3: A decomposition of results for the system LIMSI2,SimpleCR on the test set.

external coreference tool. In order to assess the
performance of our system independently of this
specific tool, we imagine a scenario in which we
have access to perfect impersonal detection and
coreference resolution and can therefore correctly
predict all instances of il, ils, elle and elles. This
gives perfect recall for these four pronouns and en-
ables us to assess the capacity of the system’s other
features to distinguish between the remaining pro-
nouns, had coreference resolution been perfect.

We first automatically detect the impersonal
pronoun il using the dedicated tool ilimp (Dan-
los, 2005). Since the tokenised French sentences
were available for the French-to-English version
of the same task, we directly applied the tool to
raw training and development sentences. For the
remaining personal pronouns, we take gender and
number directly from the gold label, as if a coref-
erence system had correctly predicted them.

The results (for the development set) when us-
ing oracle coreference resolution, with a macro-
averaged recall of 85.31%, show that if the
anaphoric pronouns are predicted with 100% pre-
cision and recall, there are still lacunas in the sys-
tem, notably for the label on, for which the preci-
sion is 57.14% and the recall only 40%, due to 6
out of 10 occurrences being classified as OTHER.
The other class with a low recall (although a high
precision of 97.14%) is cela, for which 25 out
of 63 occurrences were incorrectly classified as
OTHER. This suggest that there is a positive bias
towards the OTHER class, which is the third most
frequent. We speculate that the overprediction of
this class could be due to the context template
feature, which was geared to predict the OTHER
class. Having such a statistically strong feature,
with contexts highly related to a certain class does
not allow for exceptions to the rule.

This shows that there is room for improvement
for the other pronouns, even with perfect coref-
erence resolution. To improve the use of con-
text templates, there are two options. Firstly, the
thresholds for the inclusion of templates could be
revised; they could either be increased to rein-
force the feature’s strength, or decreased to allow
for more noise, enabling other features to coun-
terbalance it in some cases. Secondly, more well-
designed features that allow for a greater decom-
position of decisions could be used, rather than re-
lying on a single feature that does not allow any
deviation from the rule.

6 Conclusion

We have presented a linguistic, feature-based pro-
noun prediction system, using explicit anaphora
resolution and expletive detection. We have ex-
plored the use of dependencies for local context
features and discriminative context templates to
target particular difficulties of the task. Our re-
sults are well above the baseline, and our system
was ranked sixth out of nine submissions. We see
two possible improvements for the system, either
relying on a more sophisticated, better performing
language model (such as LSTMs), or, more inter-
estingly, improving our linguistic features and the
resources and tools that they are based on.

The approach is generalisable to other language
pairs, provided that similar tools and resources are
available for those languages. The features would
have to be adjusted to take into account the dif-
ferent pronoun mappings of the two languages.
For example, for the reverse direction, French to
English, named entities and animacy features are
crucial for mapping the French pronouns il/elle to
s/he for gender-specific beings such as people and
to it for objects.
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Abstract

In this paper we describe our system we
designed and implemented for the cross-
lingual pronoun prediction task as a part
of WMT 2016. The majority of the pa-
per will be dedicated to the system whose
outputs we submitted wherein we describe
the simplified mathematical model, the de-
tails of the components and the working by
means of an architecture diagram which
also serves as a flowchart. We then discuss
the results of the official scores and our ob-
servations on the same.

1 Introduction

The cross-lingual pronoun prediction task in
WMT 2016 is a lot more challenging than its 2015
counterpart (Hardmeier et al., 2015) since one can-
not rely on solely the target side sentence due to
loss of grammatical gender, number and person
which is a consequence of lemmatization. As such
looking at the source side sentence is quite essen-
tial. Since Deep Neural Networks (NN) are beco-
ming increasingly popular and being shown to be
extremely effective when it comes to many NLP
tasks we decided to go for a full NN approach to
see how far it can go. We refer to the shared task
overview paper (Guillou et al., 2016) for details of
the task and the various other submitted systems.

2 Our System

Here we describe in detail our system and give
brief overviews of its variants.

2.1 Motivation
As mentioned earlier, we chose a purely neu-

ral network approach since many recent works
have shown that NNs are extremely effective when
it comes to NLP tasks and can produce results

that are able to beat the state of art systems by
a reasonable margin. (Mikolov et al., 2010) sho-
wed that the word embeddings obtained using
a simple feed-forward neural network give bet-
ter results for word similarity tasks compared to
those given by the embeddings obtained using
GLOVE(Pennington et al., 2014). Furthermore,
(Devlin et al., 2014) have shown that using a
Neural Network based Lexical Translation Mo-
del can help boost the quality of Statistical Ma-
chine Translation. (Bahdanau et al., 2014) sho-
wed that it is possible to perform end to end MT
whose quality surpasses that of Moses(Koehn et
al., 2007) by using a combination of Recurrent
Neural Networks (RNNs) and dictionary based
unknown word substitution.
In particular we wanted to test the capabilities of
Recurrent Neural Networks augmented with an
Attention Based Mechanism for this task. They are
easy to design, implement and test due to the avai-
lability of NN frameworks like Chainer 1, Torch 2,
Tensorflow 3 etc. Since Chainer provides a lot of
useful functionality and enables rapid prototyping
we decided to use it to implement our system.

2.2 System Description

Refer to Figure-1 for a simple overview of our
pronoun translation system which we describe in
detail below.
Consider that the input sentence (IN) is : Cabin
restaurants , as they ’re known in the trade , are
venues for forced prostitution ., the lemmatized
output sentence (OUT) is : le " restaurant cabane
" , comme REPLACE_PRON la appeler dans ce
commerce , être du lieu de prostitution forcé .
and the pronoun to be predicted in place of RE-
PLACE_PRON is on. The following must be no-

1. http ://docs.chainer.org
2. https ://github.com/torch/distro
3. http ://tensorflow.org
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FIGURE 1 – The RNN Pronoun Translation System

ted :

— In the target sentence, le " restaurant cabane
" , comme and la appeler dans ce commerce
, être du lieu de prostitution forcé . represent
the context before (left) and after (right) the
pronoun respectively.

— In case the contexts contain other pro-
nouns to be predicted then they are
simply represented by a token called
"PRON_PLACEHOLDER".

— If either of the contexts are empty (the pro-
noun is the first word of the sentence) we
use a padding like "UNK" or "#".

— The memory cells used in the RNN encoders
are GRUs and we do not consider stacked
RNNs.

— The prefixes F and B represent forward (left
to right) and backward (right to left) respec-
tively and indicate the direction of the RNN
encoding of the sentence. The encoders used
for the source and target languages are sepa-
rate.

— The size of the output of the Softmax layer is
equal to the number of the pronoun classes
in the target language.

— Unless mentioned otherwise, all the Neural
network layers like Attention, Softmax, Li-

near and Deep Maxout are the same as the
ones mentioned in (Bahdanau et al., 2014).

To predict the pronoun given the input sentence
(IN) and the target side contexts (OUT-Left and
OUT-Right) we perform the following steps :

1. FWD_ENC_SRC=F-Encoder(IN) and
BWD_ENC_SRC=B-Encoder(IN). These
are 2 sequences of RNN states with a
forward and backward representation for
each word.

2. FWD_ENC_TGT=Last(F-
Encoder(OUT-Left)) and
BWD_ENC_TGT=Last(B-Encoder(OUT-
Right)). TGT_CONTEXT=Concatenate(
FWD_ENC_TGT, BWD_ENC_TGT). We
select the last states which represent left
and right context. As mentioned before, the
encoders for the source and target languages
are separate and do not share parameters.

3. SRC_ATTENTION=Attention(
FWD_ENC_SRC, BWD_ENC_SRC).
This gives an attention vector which is
a weighted average of the forward and
backward RNN state sequences.

4. LOGITS=Linear(Maxout(
SRC_ATTENTION, TGT_CONTEXT)).

572



These give the logits which represent the
weights for each pronoun class.

5. LOSS=Softmax-Cross-Entropy(LOGITS)
and PREDICTION=Argmax(LOGITS).
The criterion for the prediction loss (on
which backpropagation is done) is the
Softmax Cross Entropy. The pronoun class
which receives the maximum weight is
output as the predicted class.

Apart from this, we do not do any post-editing of
any sort. Thus the NN model tries to learn the fol-
lowing probability distribution :

Pθ(REPLACE_PRON |IN,OUT )

The optimization objective is simply to maximize
the following likelihood function :

Lθ =
∏

∀(PR,IN,OUT )∈T
Pθ(PR|IN,OUT )

Where PR is the same as REPLACE_PRON, the
pronoun to be predicted and T is the training set
collecting all input, output and the label to be pre-
dicted. Note that OUT is decomposed as (OUT-
Left,OUT-right).

2.3 Training and Testing

We only used the IWSLT corpus for each lan-
guage pair for training and the corresponding
TEDdev corpus as the development set. We refer
to the shared task overview paper for the corpora
details. We simply process the corpora to convert
it into the format (as in figure-1) which our system
accepts. No other kind of preprocessing or annota-
tion in terms of anaphora resolution is performed.
No external/extra corpus was used. Our objective
was to see how far a pure Neural Network system
could go. We use the following neural network pa-
rameters/vector dimensions.

— Vocabulary size : 600000 (which is enough
to cover all words in the training data and
more than 99.5% of the words in the deve-
lopment and test set )

— Source and target words embedding size :
100

— Source and target GRU cell output size : 200
— Attention Module Hidden layer size : 200
— Maxout output size : 150
— Minibatch size : 80 (80 pronouns predicted

per batch)
— Weight decay : 0.000001 (for regularization)

— Optimization algorithm : ADAM (Kingma
and Ba, 2014)

Additionally we tried with embedding and other
layer sizes 5 times the above but they had very lit-
tle effect. Moreover, the reduced dimensionality
gave smaller models and allowed for faster trai-
ning. As an early stopping criterion we evaluate
our model every 50 iterations (4000 predictions)
on the development set and save it only if its per-
formance on the development set improves over
the previous evaluation. We give the results of the
evaluation of the test set pronoun translations for
the various languages in the following section.

2.4 Results and Discussion

Refer to Table-1 for the official scores for all
language pairs. The official score is the Macro
Averaged R score. In general our system secured
2nd rank in 3 out of 4 language pairs with res-
pect to R-score and 1st rank in 2/4 language pairs
with respect to the Accuracy. Based on our preli-
minary evaluations our system performs well on
the non-rare classes. Based on the confusion ma-
trices obtained on the results, we noted that pro-
noun classes that rarely occurred in the training
corpus (and equivalently in the development and
text corpus) had very low classification accuracy
and hence contributed to reduced R-scores. Ano-
ther interesting observation is that although our ac-
curacies were high, the R-score was not which is
a further indicator that our system simply does not
learn to classify the rare pronouns accurately.

If one takes a look at the language pairs then it is
interesting to note that when German is the target
language our system has the worst performance
but is almost on par with the best system when it is
the source language. We believe that since we use
both the input and output sentences for the pro-
noun prediction and that German is a morphologi-
cally rich language our system is able to leverage
the morphological richness through the attention
mechanism. It is also evident that only using the
target side sentence to predict the pronoun (like
the baseline system does) will not be very helpful
since the pronoun depends on information such as
gender, number and person information (which is
removed as a result of lemmatization) of the word
that it refers to.

As a side note we would like to point out that we
evaluated our system every 50 iterations and recor-
ded the scores at each stage. In case of German-
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Language Pair R-score Accuracy Rank Difference wrt Best System
German-English 73.17% 80.33% 2/6 -0.74%
English-German 52.50% 71.28% 2/9 -11.91%
French-English 65.63% 82.93% 2/5 -7.4%
English-French 62.44% 70.51% 3/9 -3.26%

TABLE 1 – The R-Scores and Accuracies on the test sets for all language pairs

English we observed that we had overfitted on
the development set and during a previous itera-
tion the R-score on the test set was 58.37%. This
clearly indicates that if the development set is dif-
ferent from the test set then overfitting can have
undesirable consequences. One way of avoiding
overfitting is reducing the size of the NN (in terms
of the sizes of layers and embeddings) which can-
not be really verified in our case since it needs a
grid search on all possible NN sizes which in turn
needs a lot of time and/or a large number of GPUs
which we lacked. However, as we have mentioned
before, a five-fold reduction in parameter space
did not hurt the performance and hence it would
be interesting to find out the smallest model (in
terms of number of parameters) that can still have
high performance.

3 Conclusion

We have reported our Recurrent Neural Net-
work based pronoun classification (or translation)
system in sufficient detail along with the official
scores. Overall we have secured second place in
the competition inspite of a simple RNN system
which uses a very small amount of data (IWSLT
only) for training without any additional pre/post
processing involving coreference resolution. In the
future, we would like to work on leveraging lar-
ger corpora and coreference resolution so as to
address the rare pronoun classes. We would also
like to conduct a proper grid search so as to de-
termine the best embedding and layer sizes. Fi-
nally we would like to investigate into ensemble
systems where we train a bunch of RNN systems
for the same language pair and then use a simple
scheme like max-voting to overcome the problem
of models that have overfitted on the development
set and those that may have inferior performance
possibly due to reasons such as model initializa-
tion.
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Abstract

This paper describes the UU-Hardmeier
submissions to the WMT 2016 shared task
on cross-lingual pronoun prediction. Our
model is a system combination of two dif-
ferent approaches, one based on a neural
network with latent anaphora resolution
and the other one on an n-gram model with
an additional dependency on the source pro-
noun. The combination of the two models
results in an improvement over each indi-
vidual system, but it appears that the contri-
bution of the neural network is more likely
due to its context modelling capacities than
to the anaphora resolution subnetwork.

1 Introduction

The primary submission of the UU-Hardmeier
system to the pronoun prediction shared task at
WMT 2016 (Guillou et al., 2016) consists of two
components. The first is a reimplementation of
the pronoun prediction neural network proposed by
Hardmeier et al. (2013). The other system compo-
nent is based on a standard n-gram language model
over the lemmas of the target side. Apart from im-
plementation details, the main difference between
this model and the official baseline provided by the
shared task organisers is the integration of informa-
tion about the pronoun found on the source side,
which allows the model to recognise whether a
given pronoun was singular or plural in the source.

2 Neural Network Component

The first component of our model is a modified
reimplementation of the pronoun prediction net-
work introduced by Hardmeier et al. (2013). The
main differences between the model used in this
work and the previous implementation are the fol-
lowing:

• A complete reimplementation of the neural
network code based on Theano (The Theano
Development Team, 2016) and Keras (Chollet,
2016).

• Substitution of the coreference preprocessing
component by CORT (Martschat and Strube,
2015).

• Inclusion of target-language context lemma
and part-of-speech features.

• (Accidental) omission of a hidden layer in the
submitted systems.

• Substitution of the internal softmax layer (V)
by a sigmoid layer.

The overall structure of the network is shown
in figure 1. To create input data for the network,
we first generate a set of antecedent candidates
for a given pronoun by running the preprocess-
ing pipeline of the coreference resolution system
CORT (Martschat and Strube, 2015). Each training
example for our network can have an arbitrary num-
ber of antecedent candidates. Next, we prepare four
types of features. Anaphor source context features
describe the source language (SL) pronoun (P) and
its immediate context consisting of three words to
its left (L1 to L3) and three words to its right (R1
to R3), encoded as one-hot vectors. Anaphor tar-
get context features cover a window of three TL
lemmas and part-of-speech tags to the left and to
the right of the pronoun, each encoded as a one-hot
vector.

Antecedent features (A) describe an antecedent
candidate. Candidates are represented by the TL
words aligned to the syntactic head of the source
language markable noun phrase, again represented
as one-hot vectors. These vectors cannot be fed into
the network directly because their number depends
on the number of antecedent candidates and on the
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Figure 1: Neural network with latent anaphora resolution

number of TL words aligned to the head word of
each antecedent. Instead, they are averaged to yield
a single vector per antecedent candidate.

Finally, anaphoric link vectors (T) describe the
relationship between an anaphor and a particular
antecedent candidate. These vectors are generated
by the feature extraction machinery in CORT and
include a standard set of features for coreference
resolution borrowed wholesale from the default
configuration of the coreference resolution system,
including a number of lexicalised feature templates
that generate a large number of individual features.
To increase the efficiency of the training process,
all input feature sets are limited to a vocabulary
consisting of the 1000 most frequent words per
feature type.

In the forward propagation pass, the input word
representations are mapped to a low-dimensional
representation in an embedding layer (E). In this
layer, the embedding weights for all the SL vec-
tors (the pronoun and its 6 context words) are tied,
so if two words are the same, they are mapped to
the same lower-dimensional embedding regardless
of their position relative to the pronoun. To pro-
cess the information contained in the antecedents,
the network first computes the link probability for
each antecedent candidate. The anaphoric link fea-
tures (T) are mapped to a hidden layer with lo-
gistic sigmoid units (U). The activations of the
hidden units are then mapped to a single value,
which functions as an element in an internal soft-

max layer over all antecedent candidates (V). This
softmax layer assigns a probability p1 . . . pn to
each antecedent candidate. The antecedent feature
vectors A are projected to lower-dimensional em-
beddings, weighted with their corresponding link
probabilities and summed. The weighted sum is
then concatenated with the source language embed-
dings in the E layer. To improve the training of
the antecedent-related network parts, whenever a
training example is presented to the network, with
a probability of 20 % all source and target context
features are set to zero. The E layer is connected
to a softmax output layer predicting the pronoun
class as defined by the shared task specification.

In our setup, the dimensionality of the word em-
beddings is 30 for the source context words, target
lemmas and antecedent features and 15 for the tar-
get POS features, resulting in a total embedding
layer size of 482 (two source pronoun features,
six 30-dimensional source context embeddings, six
30-dimensional target lemma embeddings, six 15-
dimensional target POS embeddings and one 30-
dimensional antecedent feature vector). The net-
work is regularised with an `2 penalty that was set
to 10−6 using grid search over a held-out develop-
ment set. It is trained with the ADAGRAD algorithm
with minibatches of size 16 and with cross-entropy
as the training objective. The gradients are com-
puted using backpropagation. Note that the number
of weights in the network is the same for all training
examples even though the number of antecedent
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Source: It ’s got these fishing lures on the bottom .
Target lemmas: REPLACE 0 avoir ce leurre de pêche au-dessous .
Solution: ils

LM training data: It REPLACE ils avoir ce leurre de pêche au-dessous .
LM test data: It REPLACE avoir ce leurre de pêche au-dessous .

Figure 2: Data for the source-aware language model

candidates varies because all weights related to an-
tecedent word features and anaphoric link features
are shared between all antecedent candidates. The
model is trained for 60 epochs on the training data
in the IWSLT set; the other training data sets are
not used.

3 Source-Aware Language Model

In the pronoun prediction task at DiscoMT 2015
(Hardmeier et al., 2015), it turned out that a sim-
ple n-gram model considering only the target-side
local context of the word to be predicted outper-
formed all submissions to the shared task. These
results suggest that it is important to include strong
n-gram modelling capacities into any system. The
neural network system described in the previous
section does not necessarily have this, so we de-
cided to address this problem with a system combi-
nation approach.

The official baseline of the current shared task is
identical to that of the previous year, but the task
is different in that the target language words are
provided in lemmatised form only. Lemmatisation
deprives the language model of important morpho-
logical information about the context words, in par-
ticular about their number. As a result, we observe
much lower scores with the official baseline than in
the 2015 shared task. Frequently, however, a look
at the source pronoun would be entirely sufficient
to supply the required information for the source
language at least, and while the correspondence of
number marking across languages is not perfect,
the number of the pronoun in the source language
is a strong hint.

Our source-aware language model is an n-gram
model trained on an artificial corpus generated from
the target lemmas of the parallel training (Figure 2).
Before every REPLACE tag occurring in the data,
we insert the source pronoun aligned to the tag
(without lowercasing or any other processing). The
alignment information attached to the REPLACE

tag in the shared task data files is stripped off.

In the training data, we instead add the pronoun
class to be predicted. The n-gram model used for
this component is a 6-gram model with modified
Kneser-Ney smoothing (Chen and Goodman, 1998)
trained with the KenLM toolkit (Heafield, 2011)
on the complete set of training data provided for
the shared task.

To predict classes for an unseen test set, we
first convert it to a format matching that of the
training data, but with a uniform, unannotated RE-
PLACE tag used for all classes. We then recover
the tag annotated with the correct solution using
the disambig tool of the SRILM language mod-
elling toolkit (Stolcke et al., 2011). This tool runs
the Viterbi algorithm to select the most probable
mapping of each token from among a set of possi-
ble alternatives. The map used for this task trivially
maps all tokens to themselves with the exception
of the REPLACE tags, which are mapped to the set
of annotated REPLACE tags found in the training
data.

The source-aware language model described
here is identical to the base model of the UUPP-
SALA system (Loáiciga et al., 2016). Its output
was submitted to the shared task as the UUPP-
SALA primary submission for English–German,
German–English and French–English and as the
UUPPSALA contrastive submission for English–
French.

4 System Combination

To combine the neural predictor with the source-
aware language model, we linearly interpolated the
probabilities assigned to each class by each model.
The class finally predicted was the one that scored
highest according to the interpolated probability
distribution.

The neural network prediction probabilities are
obtained trivially as the posterior distribution of
the final softmax layer S. For the source-aware lan-
guage model, we run SRILM’s disambig tool
with the -posteriors option, which causes it
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English–French

Class NN LM NN+LM

ce 0.865 0.825 0.855
elle – 0.483 0.325
elles – 0.167 0.143

il 0.624 0.667 0.677
ils 0.787 0.747 0.810

cela 0.603 0.542 0.679
on – 0.400 0.444

OTHER 0.873 0.889 0.905

Macro-F 0.469 0.590 0.605
Macro-R 0.508 0.598 0.606

English–German

Class NN LM NN+LM

er – 0.091 –
sie 0.793 0.716 0.788
es 0.684 0.688 0.718

man – 0.182 0.222
OTHER 0.756 0.729 0.800

Macro-F 0.447 0.481 0.506
Macro-R 0.466 0.474 0.504

NN: neural network (Section 2; contrastive submission)
LM: source-aware language model (Section 3)

NN+LM: interpolated model (Section 4; primary submission)

Table 1: F-scores per class and macro-averaged F-score and recall for component and combined systems

to output an approximate posterior distribution de-
rived from information collected during the Viterbi
decoding pass. For all classes i, the probability
pNN(i) predicted by the neural network and the
probability pLM(i) predicted by the source-aware
language model were combined as follows:

p(i) = λ pNN(i) + (1− λ) pLM(i) (1)

The single weight λ (0 ≤ λ ≤ 1) was determined
by grid search on a linearly spaced grid of step size
0.1 to maximise the macro-averaged recall score for
the DiscoMT2015.test corpus (for English–French)
and the TEDdev corpus (for English–German). The
weights used by the submitted systems are λ = 0.5
for English–French and λ = 0.6 for English–
German. The fact that the optimal weight setting
assigns close to equal weight to the two systems for
both language pairs demonstrates that both systems
have complementary information to contribute and
both of them are useful to improve the overall re-
sult.

5 Results and Discussion

Table 1 shows the F-scores per class for each of the
two component systems and for the system com-
bination that we submitted as our primary system.
The most important observation that we can make
is the complete failure of the neural network model
to predict the infrequent classes: elle, elles and on
for English–French and er and man for English–
German. This is highly disappointing since we
hoped that the neural network, with its ability to
see potential antecedents, would be in a better posi-
tion to make accurate predictions for these classes.

Good performance for the French feminine plu-
ral class elles was a key motivating factor in our
initial development of the pronoun prediction net-
work (Hardmeier et al., 2013), but unfortunately
we have repeatedly struggled to produce similarly
good results with different data sets and tasks. In
this shared task, we are forced to conclude that the
effect of the neural network classifier is detrimental
for the French feminine singular and plural classes
and for the German masculine singular when com-
bined with the source-aware language model.

In the system combination, we do observe im-
provements over the source-aware language model
for all other classes, including the infrequent
generic classes on and man. For the latter two
classes, the neural network brings about an im-
provement in the combination even though it com-
pletely fails to predict the classes on its own.

In sum, the score patterns of our two component
systems suggest that the value added in this task
by the neural network stems from its better ability
to distinguish between the various impersonal pro-
noun classes rather than, as we had hoped, from
improved performance on anaphoric pronouns.
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Abstract

We present our systems for the WMT 2016
shared task on cross-lingual pronoun pre-
diction. The main contribution is a clas-
sifier used to determine whether an in-
stance of the ambiguous English pronoun
“it” functions as an anaphoric, pleonas-
tic or event reference pronoun. For the
English-to-French task the classifier is in-
corporated in an extended baseline, which
takes the form of a source-aware language
model. An implementation of the source-
aware language model is also provided for
each of the remaining language pairs.

1 Introduction

The WMT 2016 shared task on cross-lingual pro-
noun prediction focuses on the translation of the
subject position pronouns “it” and “they” for sev-
eral language pairs (Guillou et al., 2016). Both of
these pronouns perform multiple functions in text,
and disambiguation is required if they are to be
translated correctly into other languages (Guillou,
2016). The pronoun “they” is typically used as an
anaphoric pronoun, but may also be used generi-
cally, for example in “They say it always rains in
Scotland”. The pronoun “it” may be used as an
anaphoric, pleonastic or event reference pronoun.
Examples of these pronoun functions are provided
in Figure 1.

anaphoric I have a bicycle. It is red.
pleonastic It is raining.
event He lost his job. It came as a total

surprise.

Figure 1: Examples of different pronoun functions

Anaphoric pronouns corefer with a noun phrase
(i.e. the antecedent). Pleonastic pronouns, in con-

trast, do not refer to anything but are required to
fill the subject position in many languages, includ-
ing English, French and German. Event reference
pronouns may refer to a verb, verb phrase, clause
or even an entire sentence.

Different French pronouns are required when
translating an instance of “it” depending on its
function. For example, anaphoric “it” may be
translated with the third-person singular pronouns
“il” [masc.] and “elle” [fem.], or with an non-
gendered demonstrative such as “cela”. The
French pronoun “ce” may function as both an
event reference and a pleonastic pronoun, but “il”
is used only as a pleonastic pronoun.

As revealed in an analysis of the systems sub-
mitted to the DiscoMT 2015 shared task on pro-
noun translation (Hardmeier et al., 2015a), the
translation of pleonastic and event reference pro-
nouns poses a particular problem for MT systems
(Guillou and Hardmeier, 2016). Poor performance
may be attributed to the inability of the systems to
disambiguate the various possible functions of the
pronoun “it”. In the case of systems that incorpo-
rate coreference resolution and methods for iden-
tifying instances of pleonastic “it”, inaccurate out-
put may harm translation performance. No suit-
able tools exist for the detection of event reference
pronouns in English.

To address the problem of disambiguating the
function of “it”, we propose a classifier that uses
information from the current and previous sen-
tences, as well as external tools, and indicates for
each instance of “it” whether the pronoun func-
tion is anaphoric, pleonastic or event reference.
The classifier was trained using data from the Par-
Cor corpus (Guillou et al., 2014) and the Dis-
coMT2015.test dataset (Hardmeier et al., 2016).
In both corpora, pronouns are labelled accord-
ing to their function, following the ParCor an-
notation scheme. The classifier is incorporated
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in an extended baseline system for the English-
to-French task. The extended baseline takes the
form of a n-gram language model that operates
over target-language lemmas, but also has access
to the identity of the source-language pronouns.
Source-aware language models are also provided
for the other tasks: English-to-German, German-
to-English and French-to-English.

2 Previous Work

Work on pronoun translation, in which a com-
plete machine translation pipeline is provided, has
also considered different functions of the pronoun
“it”. Le Nagard and Koehn (2010) identify and ex-
clude instances of pleonastic “it” in their English-
to-French system. Guillou (2015) distinguishes
between anaphoric vs. non-anaphoric pronouns in
an English-to-French automatic post-editing sys-
tem. Novák et al. (2013) consider the transla-
tion of three different uses of “it” in English-
to-Czech translation: referential it, referring to
a noun phrase, anaphoric it, referring to a verb
phrase, and pleonastic it. These three categories
correspond to those that we refer to as anaphoric,
event reference and pleonastic, respectively.

Work by Navarretta (2004) and Dipper et al.
(2011) has focused on resolving abstract anaphora
in Danish and on the manual annotation of ab-
stract anaphora in English and German. Abstract
anaphora, in which pronouns refer to abstract en-
tities such as facts or events, is referred to as event
reference in this paper. The automatic detection of
instances of pleonastic “it” has been addressed by
NADA (Bergsma and Yarowsky, 2011), and also
by the Stanford sieve-based coreference resolution
system (Lee et al., 2011).

The cross-lingual pronoun prediction task for-
malised by Hardmeier (2014) was first introduced
as a shared task at DiscoMT 2015 (Hardmeier et
al., 2015a). The participants used a range of fea-
tures in their classifiers, but this paper marks the
first attempt to incorporate a component to disam-
biguate the various uses of “it”.

3 Disambiguating “it”

3.1 Data
The ParCor corpus (Guillou et al., 2014) and Dis-
coMT2015.test dataset (Hardmeier et al., 2016)
were used to train the classifier. Under the Par-
Cor annotation scheme, which was used to anno-
tate both corpora, pronouns are labelled accord-

ing to their function. For all instances of “it” la-
belled as anaphoric, pleonastic or event reference,
the sentence-internal position of the pronoun and
the sentence itself are extracted1. The pronouns
“this” and “that”, when used as event reference
pronouns, may in many cases be used interchange-
ably with the pronoun “it” (Guillou, 2016). Con-
sider Ex. 1, in which the pronouns “this” and “it”
may be used to express the same meaning.

(1) John arrived late. [This/it] annoyed Mary.

To increase the number of training examples,
instances of event reference “this” and “that” are
replaced with “it” and added to the training data.

The data was divided into 1504 instances for
training, and 501 each for the development and
test sets. All sentences were shuffled before the
corpus was divided, promoting a balanced distri-
bution of the classes (Table 1).

Data it-
Set Event Anaphoric Pleonastic Total
Training 504 779 221 1504
Dev 157 252 92 501
Test 169 270 62 501
Total 830 1301 375 2506

Table 1: Distribution of classes in the training data

All classifiers were trained using the Stanford
Maximum Entropy package (Manning and Klein,
2003).

3.2 Features
To parse the corpus, we used the joint part-of-
speech tagger and dependency parser of Bohnet
et al. (2013) from the Mate toolkit. We used the
pre-trained models for English that are available
online2. In addition, the corpus was lemmatised
using the TreeTagger lemmatiser (Schmid, 1994).
Although other tools were used, we relied on the
output of these two parsers to extract most of our
features.

For each training example, we extract the fol-
lowing information:

1. Previous three tokens. This includes words
and punctuation. It also includes the tokens
in the previous sentence when the it- occupies
the first position of the current sentence.

1A small number of instances of “it” are labelled as cat-
aphoric or extra-textual in the corpora. These are excluded
from the classifier training data.

2
https://code.google.com/p/mate-tools/downloads/list
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2. Next two tokens

3. Lemmas of the next two tokens

4. Head word. As the task is limited to subject
it and they, most of the time the head word is
a verb.

5. Whether the head word takes a ‘that’ comple-
ment (verbs only)

6. Tense of head word (verbs only). This
is computed using the rules described in
Loáiciga et al. (2014).

7. Presence of ‘that’ complement in previous
sentence. A binary feature which follows
Navarretta (2004)’s conclusion (for Dan-
ish) that a particular demonstrative pronoun
(dette) is often used to refer to the last men-
tioned situation in the previous sentence, of-
ten expressed in a subordinated clause.

8. Predications head. This refers to the pred-
icative complements of the verbs be, appear,
seem, look, sound, smell, taste, feel, become
and get.

9. Closest noun phrase (head) to the left

10. Closest noun phrase (head) to the right

11. Presence of a cleft construction. A binary
feature which refers to constructions con-
taining adjectives which trigger extraposed
sentential subjects as in ‘So it’s difficult
to attack malaria from inside malarious soci-
eties, [...].

12. Closest adjective to the right

13. VerbNet selectional restrictions of the verb.
VerbNet (Kipper et al., 2008) specifies 36
types of argument that verbs can take. We
limited ourselves to the values of ‘abstract’,
‘concrete’ and ‘unknown’.

14. Lemma of the head word

15. Likelihood of head word taking an event sub-
ject (verbs only). An estimate of the like-
lihood of a verb taking a event subject was
computed over the Annotated English Giga-
word v.5 corpus (Napoles et al., 2012). We
considered two cases where an event subject

appears often and may be identified by ex-
ploiting the parse annotation of the Gigaword
corpus. The first case is when the subject is
a gerund and the second case is composed of
“this” pronoun subjects.

16. NADA probability. The probability that
the non-referential “it” detector, NADA
(Bergsma and Yarowsky, 2011), assigns to
the instance of “it”.

We also experimented with other features and
options. For features 2 and 3, a window of three
tokens showed a degradation in performance. For
features 9 and 10, we experimented with adding
their WordNet type (WordNet (Princeton Univer-
sity, 2010) contains 26 types of nouns), but this
had no effect. The feature combination of noun
and adjectives to the left or right also had no ef-
fect.

3.3 Results
For development and comparison we built two dif-
ferent baselines. One is a 3-gram language model
built using KenLM (Heafield, 2011) and trained
over a modified version of the annotated corpus in
which every it is concatenated with its type (e.g.
it event). For testing, the it position is filled with
each of the three it label and the language model is
queried. This baseline functions in a very similar
way to the share-task own baseline.

Table 2 presents the results of this baseline us-
ing 14-fold cross-validation and a single held-out
test set (all test-set mentions refer to the same test
set). The motivation for the choice of the num-
ber of folds is threefold. First, we wanted to re-
spect document boundaries; second, we aimed for
a fair proportion of the three classes in all folds;
and, lastly, we tried to lessen the variance given
the relatively small size of the corpus. The second
baseline is a setting in which all instances of the
test set are set to the majority class it-anaphoric.

A quick scan of Tables 2 and 3 anticipates one
of the conclusions of this paper: predicting event
reference pronouns is a complex problem. The
3-gram baseline appears to be biased towards the
pleonastic class, as suggested by its high precision
and very low recall for the event and anaphoric
classes and the opposite situation for the pleonas-
tic class. While our own classifier is more bal-
anced, it achieves only moderate results with the
event class. Compared to both of the baselines, it
shows only a very small improvement.
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14-fold cross-validation
Precision Recall F1

it- anaphoric 0.5985 0.2475 0.3502
it- pleonastic 0.1521 0.6213 0.2444
it- event 0.5275 0.2772 0.3633

Test-set
Precision Recall F1

it- anaphoric 0.7320 0.2629 0.3869
it- pleonastic 0.1387 0.6935 0.2312
it- event 0.5213 0.2899 0.3726

Test-set majority class
Precision Recall F1

it- anaphoric 0.5389 1 0.7004

Table 2: Baselines for the classification of the
three types of it.

A manual inspection of the results shows that
discriminating between anaphoric and event refer-
ence instances of it is indeed a very subtle process.
Determining the presence or the lack of a specific
(np-like) antecedent requires the understanding of
the complete coreference chain. Take for instance
the following example taken from a dialogue in the
corpus:

1You’re part of a generation that grew up
with the Internet, and it seems as if you
become offended at almost a visceral
level when you see something done that
you think will harm the Internet. 2Is
there some truth to it? 3It is. 4I think
it’s very true. 5This is not a left or right
issue. 6Our basic freedoms, and when I
say our, I don’t just mean Americans, I
mean people around the world, it’s not a
partisan issue .

In the example above the first italicised it is
an event reference pronoun while the second is
an anaphoric pronoun. With access to the whole
coreference chain, one can see that the it in sen-
tence 3 refers to the event expressed in the first
sentence, therefore it is annotated as an event. This
same entity is then referred to with the word is-
sue in sentence 5, which in turn becomes the an-
tecedent to the it in sentence 6. The classifier,
however, labelled these two instances as anaphoric
and event respectively.

It is worth noting that from the 2031 segments
composing the annotated corpus, 349 (17%) con-
tain co-occurrences of between 2 and 7 it pronouns
within the same segment. We experimented in-
cluding the previous it-label, when there are sev-
eral within the same sentence, as an additional fea-
ture and obtained important gains in performance.
It can be seen in the w/ oracle feature section of
Table 3 that performance improves in almost all
cases when this feature is used. The only excep-
tion is for the it-pleonastic class of the test set.
We then tried to approximate this feature by us-
ing the relative position of the it-label to other it-
labels within the same sentence (e.g., first, second,
etc.). Contrary to the oracle feature, the approx-
imated feature did not lead to any improvement.
Modelling co-occurrences of pronouns seems like
a promising step in future work.

Binary classification (event vs. non-event) con-
sistently underperformed when compared to the
three class set-up.

4 Source-Aware Language Model

The pronoun prediction part of our models is
based on an n-gram model over target lemmas
similar to the official shared task baseline. In ad-
dition to the pure target lemma context, our model
also has access to the identity of the source lan-
guage pronoun, which, in the absence of number
inflection on the target words, provides valuable
information about the number marking of the pro-
nouns in the source and opens a way to inject the
output of the pronoun type classifier into the sys-
tem.

Our source-aware language model is an n-gram
model trained on an artificial corpus generated
from the target lemmas of the parallel training data
(Figure 2). Before every REPLACE tag occurring
in the data, we insert the source pronoun aligned
to the tag (without lowercasing or any other pro-
cessing). The alignment information attached to
the REPLACE tag in the shared task data files is
stripped off. In the training data, we instead add
the pronoun class to be predicted. Note that all RE-
PLACE tags are placeholders for one word trans-
lations guaranteed to correspond to a source pro-
noun it or they according to the shared-task data
preparation (Hardmeier et al., 2015b; Guillou et
al., 2016). The n-gram model used for this compo-
nent is a 6-gram model with modified Kneser-Ney
smoothing (Chen and Goodman, 1998) trained
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Dev Test
w/o oracle feature Accuracy Precision Recall F1 Accuracy Precision Recall F1
it- anaphoric 0.703 0.685 0.758 0.719 0.707 0.716 0.756 0.735
it- pleonastic 0.884 0.758 0.543 0.633 0.936 0.750 0.726 0.738
it- event 0.715 0.545 0.541 0.543 0.703 0.564 0.521 0.542
w/ oracle feature Accuracy Precision Recall F1 Accuracy Precision Recall F1
it- anaphoric 0.725 0.705 0.778 0.740 0.727 0.729 0.785 0.756
it- pleonastic 0.886 0.746 0.576 0.650 0.926 0.705 0.694 0.699
it- event 0.739 0.586 0.567 0.576 0.729 0.611 0.538 0.572

Table 3: Classification results of the three types of it on the development and test sets.

Source: It ’s got these fishing lures on the bottom .
Target lemmas: REPLACE 0 avoir ce leurre de pêche au-dessous .
Solution: ils

LM training data: It REPLACE ils avoir ce leurre de pêche au-dessous .
LM test data: It REPLACE avoir ce leurre de pêche au-dessous .

Figure 2: Data for the source-aware language model

with the KenLM toolkit (Heafield, 2011).
To predict classes for an unseen test set, we

first convert it to a format matching that of the
training data, but with a uniform, unannotated RE-
PLACE tag used for all classes. We then recover
the tag annotated with the correct solution using
the disambig tool of the SRILM language mod-
elling toolkit (Stolcke et al., 2011). This tool runs
the Viterbi algorithm to select the most probable
mapping of each token from among a set of pos-
sible alternatives. The map used for this task triv-
ially maps all tokens to themselves with the ex-
ception of the REPLACE tags, which are mapped
to the set of annotated REPLACE tags found in the
training data.

The source-aware language model described
here is identical to the language model component
included in the UU-Hardmeier submission (Hard-
meier, 2016).

5 English-French “it” Disambiguation
System

We used the classifier described in Section 3 to an-
notate all instances of it from the source side of
the data which were mapped to a REPLACE item
according to the alignment provided. Afterwards,
a new source-aware language model is trained in
the manner described in Section 4. In this way, in-
stead of the sentence ‘It ’s got these fishing lures
on the bottom .’ presented in Figure 2, the sys-
tem receives the labelled input ‘It anaphoric ’s got

these fishing lures on the bottom .’ All the data pro-
vided for the shared-task was used in training this
system.

6 Results and Analysis

Unfortunately, following the submission of our
system we identified an error related to the fea-
ture extraction process. We relied on contextual
information of the previous sentence for some of
our features. However, due to the 1 : N align-
ments, the context information was sometimes in-
accurate. The correction of this problem produced
the results reported in the section titled Submitted
corrected in Table 4. The macro-averaged recall
obtained is 57.03%, which is considerably better
than the result of the submitted system (48.92%),
but still slightly lower than the score of 59.84%
which was obtained by the unmodified system.

However, some pronouns present better scores
using the submitted corrected system than the un-
modified system. Precision, in particular, is higher
(bolded scores in Table 4). This outcome is ex-
pected for the pronoun cela, which is the French
neuter demonstrative pronoun frequently used for
event reference. However, there are also gains in
precision for on, elles and ils. In our opinion,
this suggests that while not directly treating any of
the other source-language pronouns (in the context
of this shared-task, other source pronouns refers
only to they), the disambiguation of it positively
affects the translation of the other target-language
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Submitted - w/o labels R: 59.84%
Pronoun Precision Recall F1
ce 89.66 76.47 82.54
elle 40.00 60.87 48.28
elles 27.27 12.00 16.67
il 63.24 70.49 66.67
ils 67.82 83.10 74.68
cela 76.47 41.94 54.17
on 36.36 44.44 40.00
OTHER 88.37 89.41 88.89
Submitted - w/ labels R: 48.92%
Pronoun Precision Recall F1
ce 70.11 89.71 78.71
elle 0.00 0.00 0.00
elles 20.00 16.00 17.78
il 70.97 36.07 47.83
ils 50.96 74.65 60.57
cela 48.65 58.06 52.94
on 42.86 33.33 37.50
OTHER 86.59 83.53 85.03
Submitted corrected - w/ labels R: 57.03%
Pronoun Precision Recall F1
ce 89.09 72.06 79.67
elle 31.25 43.48 36.36
elles 30.77 16.00 21.05
il 54.43 70.49 61.43
ils 69.41 83.10 75.64
cela 86.67 41.94 56.52
on 40.00 44.44 42.11
OTHER 85.71 84.71 85.21

Table 4: Final system

pronouns. The pronoun it, after all, is used three
times more frequently than they in the training data
(Loáiciga and Wehrli, 2015).

Looking at the predictions, we confirmed that
both source-aware language models produced
identical results almost all of the time, with the
system without the labels producing more correct
predictions in total. However, there are some few
examples where the system with the labels outper-
forms both the baseline and the un-labelled one. A
contrastive example can be seen in Figure 3.

7 Conclusions and Future Work

Distinguishing between anaphoric and event refer-
ence realisations of “it” is a very complex task. In

Source: it anaphoric just takes a pic-
ture of objective reality as
it anaphoric is .

LM w/o labels: il OTHER
LM w/labels: elle OTHER
Baseline: cela OTHER
Gold elle prendre juste un image

objectif de la réalité .

Figure 3: Examples of predictions of the final sys-
tems. The Gold translation is lemmatized.

particular, it can be difficult to determine the an-
tecedent of an event reference pronoun. The iden-
tification of pleonastic realisations, on the other
hand, is almost impossible in an n-gram context
such as that provided by a language model. How-
ever, it is feasible in the three class setting, and
at the same time helpful for the disambiguation of
the event and anaphoric realisations.

While our results are modest, they point towards
an improvement in the general quality of pronoun
translation. Accurate disambiguation of the pro-
noun “it” has the potential to help NLP applica-
tions such as Machine Translation and Corefer-
ence Resolution.

In the near future, we will experiment with other
classification algorithms suitable for small training
sets. We also intend to experiment with features
that incorporate semantic knowledge in the form
of statistics computed over external resources, in-
cluding the Gigaword corpus. Last, with the gen-
erated data from this shared-task, we plan to do
bootstrap and experiment with self-training.
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Sharid Loáiciga, Thomas Meyer, and Andrei Popescu-
Belis. 2014. English-french verb phrase align-
ment in europarl for tense translation modeling.
In Proceedings of the 9th International Conference
on Language Resources and Evaluation, LREC’14,
pages 674–681, Reykjavik, Iceland. European Lan-
guage Resources Association (ELRA).

Christopher Manning and Dan Klein. 2003. Opti-
mization, MaxEnt models, and conditional estima-
tion without magic. In Tutorial at HLT-NAACL and
41st ACL conferences, Edmonton, Canada and Sap-
poro, Japan.

Courtney Napoles, Matthew Gormley, and Benjamin
Van Durme. 2012. Annotated gigaword. In Pro-
ceedings of the Joint Workshop on Automatic Knowl-
edge Base Construction and Web-scale Knowledge
Extraction, AKBC-WEKEX, pages 95–100, Mon-
treal, Canada. Association for Computational Lin-
guistics.

Costanza Navarretta. 2004. Resolving individ-
ual and abstract anaphora in texts and dialogues.
In Proceedings of the 20th International Confer-
ence on Computational Linguistics, COLING’04,
pages 233–239, Geneva, Switzerland. Association
for Computational Linguistics.

Michal Novák, Anna Nedoluzhko, and Zdeněek
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Abstract

The cross-lingual pronoun prediction task
at WMT 2016 requires to restore the miss-
ing target pronouns from source text and
target lemmatized and POS-tagged trans-
lations. We study the benefits for this task
of a specific Pronoun Language Model
(PLM), which captures the likelihood of
a pronoun given the gender and number
of the nouns or pronouns preceding it, on
the target-side only. Experimenting with
the English-to-French subtask, we select
the best candidate pronoun by applying
the PLM and additional heuristics based
on French grammar rules to the target-side
texts provided in the subtask. Although
the PLM helps to outperform a random
baseline, it still scores far lower than sys-
tem using both source and target texts.

1 Introduction

The translation of pronouns has been recognized
as a challenge since the early years of machine
translation (MT), as pronoun systems do not map
1:1 across languages. Recently, specific strategies
for translating pronouns have been proposed and
evaluated, as reviewed by Hardmeier (2014, Sec-
tion 2.3.1) and by Guillou (Guillou, 2016).

Following the DiscoMT 2015 shared task on
pronoun-focused translation (Hardmeier et al.,
2015), the goal of the 2016 WMT pronoun shared
task (Guillou et al., 2016) is to compare systems
that are able to predict the translation of a source
pronoun among a small, closed set of target can-
didates. The task was proposed for four lan-
guage pairs: English/German and English/French,
in both directions. Besides the original source
documents (transcripts of TED talks), participants
were given the formatted target documents, where

all words were lemmatized and POS-tagged, and
all pronouns were hidden. Participants were re-
quired to restore (or predict) each translated pro-
noun, in a fully inflected form.

We participate in the subtask of English-to-
French pronoun prediction, with the main goal of
testing the merits of a simple target-only approach.
In previous work, we found that this approach
improved the translation of neuter English pro-
nouns it and they into French, and outperformed
the DiscoMT 2015 baseline by about 5% relative
improvement on an automatic metric (Luong and
Popescu-Belis, 2016). Our method uses only the
fact that the antecedent of a pronoun is likely to
be one of the noun phrases preceding it closely.
Therefore, if a majority of these nouns exhibit the
same gender and number, it is more likely that
the correct French pronoun agrees in gender and
number with them. We model this majority gen-
der and number as a Pronoun Language Model
(PLM, see Luong and Popescu-Belis (2016)). This
knowledge-lean approach does not make any hy-
pothesis on which of the nouns is the antecedent,
though it is augmented, for the 2016 shared task,
with language-dependent grammar heuristics to
determine the right candidate for neuter French
pronouns, which are less constrained in gender
and number.

In what follows, after introducing briefly the
method (Section 3), we explain how to represent
these intuitions in a formal probabilistic model –
the PLM – that is learned from French data (Sec-
tion 4) and we describe the grammar heuristics
to deal with neuter pronouns as well (Section 5).
Then, we show how these two resources are used
to determine the target pronoun as required by the
2016 shared task (Section 6) and we analyze our
results for both development and test sets (Sec-
tion 7), showing that the benefits of our system
remain inferior to those of systems using both the
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source and the target sides. But first, we present a
brief state of the art in pronoun translation in order
to compare our proposal with related work.

2 Related Work

Several previous studies have attempted to im-
prove pronoun translation by integrating anaphora
resolution with statistical MT. Le Nagard and
Koehn (2010) trained an English-French transla-
tion model on an annotated corpus in which each
occurrence of English pronouns it and they was an-
notated with the gender of its antecedent in the tar-
get side, but this could not outperform a baseline
that was not aware of coreference links. Hard-
meier and Federico (2010) integrated a word de-
pendency model into an SMT decoder as an ad-
ditional feature function, to keep track of source
antecedent-anaphor pairs, which improved the
performance of their English-German SMT sys-
tem.

Following a similar strategy, in our previous
work (Luong et al., 2015), we linearly combined
the score obtained from a coreference resolu-
tion system with the score from the search graph
of the Moses decoder, to determine whether an
English-French SMT pronoun translation should
be post-edited into the opposite gender (e.g. il →
elle). Their system performed best among six par-
ticipants on the pronoun-focused shared task at
the 2015 DiscoMT workshop (Hardmeier et al.,
2015), but still remained below the SMT baseline.

A considerable set of coreference features, used
in a deep neural network architecture, was pre-
sented by Hardmeier (2014, Chapters 7–9), who
observed significant improvements on TED talks
and News Commentaries. Alternatively, to avoid
extracting features from an anaphora resolution
system, Callin et al. (2015) developed a classifier
based on a feed-forward neural network, which
considered mainly the preceding nouns, determin-
ers and their part-of-speech as features. Their pre-
dictor worked particularly well on ce and ils pro-
nouns, and had a macro F-score of 55.3% on the
DiscoMT 2015 pronoun prediction task. Tiede-
mann (2015) built a cross-sentence n-gram lan-
guage model over determiners and pronouns to
bias the SMT model towards selecting correct pro-
nouns. The goal of our paper, in the framework of
pronoun-focused translation, is to test whether a
target-side language model of nouns and pronouns
can improve over a purely n-gram-based one.

3 Overview of the Method

The proposed method to predict target pronouns at
the WMT 2016 task, for English-to-French, con-
sists of two principal stages:

• We first apply several heuristics to determine
if the predicted pronoun belongs to the ad-
hoc cases (e.g. ‘on’, ‘other’) (see Section 5)
and then predict its translation, as the PLM is
not able to address them.

• If the anaphor is detected as not one of these
above-mentioned cases, then we employ the
PLM to score all possible candidates and se-
lect the one with the highest score (see Sec-
tion 4).

In the next two sections, we discuss first in
detail the construction of our pronoun language
model, which has the strongest theoretical founda-
tions, and then present the grammatical heuristics.

4 Pronoun Language Model

4.1 Overview of the PLM

The key intuition behind the idea of a Pronoun
Language Model is that additional, probabilistic
constrains on target pronouns can be obtained by
examining the gender and number of the nouns
preceding them, without any attempt to perform
anaphora resolution, which is error-prone. For in-
stance, considering the EN/FR translation diver-
gency “it → il/elle/. . .”, the higher the number of
French masculine nouns preceding the pronoun,
the higher the probability that the correct transla-
tion is il (masculine).

To this end, we first estimate from parallel data
the probabilistic connection between the target-
side distribution of gender and number features
among the nouns preceding a pronoun and the ac-
tual translation of this pronoun into French (fo-
cusing on translations of it and they which ex-
hibit strong EN/FR divergencies). Then, we use
the above information to score all possible target
candidates of each source pronoun it and they and
select the one with highest score.

The above method is implemented as a
pronoun-aware language model (PLM), which is
trained as explained in the next subsection, and is
then used for selecting pronoun candidate as ex-
plained in Section 6.
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4.2 Learning the PLM

The data used for training the PLM is the target
side (French) of the WIT3 parallel corpus (Cettolo
et al., 2012) distributed by the IWSLT workshops.
This corpus is made of transcripts of TED talks,
i.e. lectures that typically last 18 minutes, on var-
ious topics from science and the humanities with
high relevance to society. The TED talks are given
in English, then transcribed and translated by vol-
unteers and TED editors. The French side con-
tains 179,404 sentences, with a total of 3,880,369
words.

We process the data sequentially, word by word,
from the beginning to the end. We keep track
of the gender and number of the N most recent
nouns and pronouns in a list, which is initialized
as empty and is then updated when a new noun
or pronoun is encountered. In these experiments,
we set N = 5, i.e. we will examine up to four
nouns or pronouns before a pronoun. This value is
based on the intuition that the antecedent seldom
occurs too far before the anaphor. To obtain the
morphological tag of each word, specifically the
gender and number of every noun and pronoun,
we employ a French part-of-speech (POS) tagger,
Morfette (Chrupala et al., 2008).

When a French pronoun is encountered, the se-
quence formed by the gender/number features of
the N previous nouns or pronouns, acquired from
the above list, and the pronoun itself is appended
to a data file which will be used to train the PLM.
If the lexical item can have multiple lexical func-
tions, including pronoun – e.g. le or la can be ob-
ject pronouns or determiners – then their POS as-
signed by Morfette is used to filter out the non-
pronoun occurrences. We only process the French
pronouns that are potential translations of the En-
glish it and they, namely the following list: il, ils,
elle, elles, le, la, lui, l’, on, ce, ça, c’, ç, ceci,
celà, celui, celui-ci, celui-là, celle, celle-ci, celle-
là, ceux, ceux-ci, ceux-là, celles, celles-ci, celles-
là.

In the next step, we apply the SRILM language
modeling toolkit (Stolcke, 2002), with modified
Kneser-Ney smoothing, to build a 5-gram lan-
guage model over the training dataset collected
above, which includes 179,058 of the aforemen-
tioned sequences. The sequences are given to
SRILM as separate “sentences”, i.e. two consec-
utive sequences are never joined and are consid-
ered independently of each other. The pronouns

are always ending a sequence in the training data,
but not necessarily in the n-grams generated by
SRILM, as exemplified in Figure 1: the exam-
ples include n-grams that do not end with a pro-
noun, e.g. the fifth and the sixth ones. These will
be needed for back-off search and are kept in the
model used below.

-2.324736 masc.sing. masc.plur. elle
-1.543632 fem.sing. fem.plur. fem.sing. elle
-0.890777 masc.sing. masc.sing. masc.sing. masc.sing. il
-1.001423 masc.sing. masc.plur. masc.plur. masc.plur. ils
-1.459787 masc.plur. masc.plur. masc.plur.
-1.398654 masc.sing. masc.plur. masc.sing. masc.sing.

Figure 1: Examples of PLM n-grams, starting with
their log-probabilities, learned by SRILM.

4.3 Empirical Validation of the PLM

To test the intuition that a larger number of nouns
and pronouns of a given gender and number in-
creases the probability of a translation of it with
the same gender and number, we examine in this
section some parameters of the learned PLM. For
instance, in Figure 2(a), first four bars, we rep-
resent how the log-probability of French mascu-
line singular il varies with the number of mascu-
line singular nouns or pronouns preceding it. We
compute the average log-probability over all PLM
n-grams containing exactly n time(s) (n from 1 to
4 for the bars from left to right) a masculine singu-
lar noun and finishing with il. The same operation
can be done for other pronouns, such as ce, ils, elle
or elles, as represented in the subsequent groups
of bars in Figure 2(a), which all show the evo-
lution of the probability to observe the respective
pronoun after 1 or 2 or 3 or 4 masculine singular
nouns (bars from left to right for each pronoun).
The log-probability increases for il with the num-
ber of masculine singular (pro)nouns preceding it,
and decreases for all the other pronouns, except
for the neutral ce, for which it remains constant. A
similar result in Figure 2(b) shows that the proba-
bility to observe elle after 1 or 2 or 3 or 4 feminine
singular nouns increases with this number. Such
results bring support to the idea of the PLM.

Similar observations can be made for the log-
probability to observe one of the five pronouns
listed above after 1 or 2 or 3 or 4 feminine sin-
gular nouns, as shown in Figure 2(b). Again, our
proposal is supported by the fact that this proba-
bility increases for elle and decreases for all other
pronouns.
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(a) masculine singular nouns (b) feminine singular nouns

Figure 2: Log-probabilities to observe a given pronoun depending on the number of (pro)nouns of a
given gender/number preceding it, either masculine singular in (a) or feminine singular in (b). In (a),
the probability of il increases with the number of masculine singular (pro)nouns preceding it (four bars
under il, 1 to 4 (pro)nouns from left to right), while the probabilities of all other pronouns decrease with
this number. A similar result for elle with respect to the other pronouns is observed in (b), depending on
the number of feminine singular (pro)nouns preceding elle.

Moreover, the log-probabilities for four com-
binations of features ({masculine, feminine} ×
{singular, plural}) and the twelve most frequent
French pronouns which are translations of it and
they are given in (Luong and Popescu-Belis,
2016). These results suggest that, for most third-
person pronouns (il, elle, ils, elles, le, la) the av-
erage log-probability of the pronoun gradually in-
creases when more and more nouns (or pronouns)
of the same gender and number are found before
it. By contrast, the log-probability decreases with
the presence of more words of a different gender
and number. However, such tendencies are not
observed for the neuter indefinite pronoun on, the
vowel-preceding object pronoun l’, or the indirect
object pronoun lui.

Another important observation, which holds for
all four possible combinations of gender and num-
ber values, is that the log-probability of the n-
gram containing four nouns of the same gender
and number as the pronoun (e.g. four masculine
singular nouns followed by il) is always higher
than those containing a different pronoun. More-
over, among the remaining pronouns, the PLM pri-
oritizes the neuter ones (e.g. ce, c’ , or ca) over
those of the opposite gender or number, which is
beneficial for pronoun selection by re-ranking hy-
potheses from an SMT decoder.

5 Grammar-Based Heuristics

Among the eight classes to predict (il, elle, ils,
elles, ce, cela, on, other), the two classes on and

other exhibit strong independence from the gender
and number of the previous nouns and pronouns,
hence they are unable to benefit from the PLM as
much as the remaining ones. To detect their pres-
ence in the target sentence, we apply specific rules,
based on their grammar constraints with the neigh-
boring words.

5.1 Rule for Predicting on

In French, the pronoun on can be used in both per-
sonal and impersonal modes. The latter usage of-
ten occurs when translating an English sentence in
passive voice, like in the following examples:

• They were told to . . .→ On leur a dit de . . .

• They are asked to . . .→ On leur demande de
. . .

Nevertheless, in such cases, the French passive
voice can just as well be used, respectively as: “Il
leur a été dit de . . .” and “Il leur est demandé
de . . .”, depending on the writing style, the lat-
ter variant being more formal. Our way to predict
the presence of on in the target text is to exam-
ine the target word which follows the pronoun and
which should not be the verb être (in English to
be) in its lemmatized form. In fact, the pronoun
on, if predicted, is not actually the translation of
the source pronoun they, but has an impersonal
function. However, in many cases of the task’s
training data, the placeholder appears before the
actual translation, e.g. “PLACE HOLDER leur a
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dit...”, therefore on is an appropriate candidate to
consider. Algorithmically, the rule is formulated
as follows:

if source = They + {are, were, ’re, have been, ’ve been} +
V erb (Past Participle) then

if target = Pronoun + V erb (not être) then
Pronoun == “on”

end if
end if

In cases where the pronoun is not on, then it will
be handled by the PLM.

5.2 Predicting Untranslated Pronouns
In English-French translation, the source pronoun
might remain untranslated for instance to simplify
the sentence or to avoid repeating a pronoun which
was previously mentioned. For instance:

• Source: But it takes time , it takes money .

• Target: Mais ça prend du temps et de l’ ar-
gent.

Although the PLM cannot address these usages,
we attempt to predict the placeholder using the
word following it. Specifically, if we encounter
a noun, an adjective, a punctuation, a conjunction,
a preposition or an adverb as the subsequent word
of the placeholder, then it is very likely that the
pronoun was skipped and the placeholder should
be filled with an untranslated word, i.e. the other
class.

6 Experimental Setting

We employ the TEDdev dataset from the 2015
shared task (Hardmeier et al., 2015), containing
1,664 sentences with reference translations, 563 it
and they instances, as the development set to in-
vestigate the usefulness of the proposed PLM and
rules. Firstly, the PLM is used independently for
the prediction, and then it is incorporated with the
grammar rules for detecting on and other classes.

Unlike the development set, the test set of the
2016 task (with 1,213 sentence pairs and 373 in-
stances of it and they) comes in a lemmatized rep-
resentation, which prevents participants from ex-
tracting explicitly the number of the target nouns
and pronouns, though their gender is available.
Hence, we only make use of the gender of the
target word and the number of the source word
aligned to it, using the alignment information pro-
vided.

7 Results and Analysis

The per-class micro-averaged Precision, Recall
and F-score of two systems – the PLM alone and
PLM+rules – are displayed in Table1: on the left-
hand side for the development set and on the right-
hand side for the test set.

The results on the development set demonstrate
that while the PLM performs quite poorly when
used alone, it is clearly improved by adding gram-
mar rules, especially for ils (F = 81.37%), ce (F
= 82.46%), and other (F = 55.17%). Hence, we
selected PLM+rules as our primary submission,
and kept PLM as the contrastive one.

The performance of our primary (PLM+rules)
and contrastive (PLM) submissions, as well as the
Baseline system for this sub-task on the test data
are shown on the right side of Table 1. For the sake
of completeness, we also report the official score
used to rank systems, the macro-averaged Recall,
on these systems in Table 2. Again, both systems
perform best for ils and ce, in comparison to the
remaining ones. In addition, making use of the
rule for other class allows to boost significantly
the prediction capability for this class, from zero
to 57.60 F-score. Likewise, the rule for detecting
on plays a positive role on the test data, although it
brings a smaller improvement than that on the de-
velopment data. Conversely, none of the two sys-
tems can output feminine plural subject pronoun
elles, which is due to the fact that the score for
elles is lower than that of ils on almost all gender-
number combinations in our PLM.

Despite promising scores over certain classes,
the macro-averaged recall scores (considered as
the official criterion for performance assessment
in the 2016 shared task) of our primary and con-
trastive submissions do not outperform the two
baselines (36.36% and 30.44% respectively for
our systems, vs. 50.85% and 46.98% for the
two baselines). Furthermore, these results are
markedly poorer than that of the first-ranked sys-
tem (65.70%), suggesting that the target-side PLM
and grammar rules, although useful, are shallow
and inadequate when being used as the sole knowl-
edge base for pronoun prediction. These results
emphasize the necessity of using the source text,
which is likely to contain essential features for
predicting the translations of pronouns, and avoid
relying on the target-side only, following a post-
editing approach.
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System Pronoun Development set Test set
P (%) R (%) F (%) P (%) R (%) F (%)

il 24.47 40.35 30.46 30.88 34.43 32.65
elle 16.67 4.00 6.45 25.00 4.35 7.41
ils 71.98 93.57 81.37 55.74 95.77 70.47

PLM+rules elles 0.00 0.00 0.00 0.00 0.00 0.00
(Primary) ce 73.82 93.38 82.46 51.75 86.76 64.84

cela 41.38 19.05 26.09 26.32 16.13 20.00
on 36.36 40.00 38.10 100.00 11.11 20.00
other 93.02 39.22 55.17 90.00 42.35 57.60
il 14.05 59.65 22.74 25.93 34.43 29.58
elle 13.04 12.00 12.50 14.29 4.35 6.67
ils 59.52 17.86 27.47 51.49 97.18 67.32

PLM elles 0.00 0.00 0.00 0.00 0.00 0.00
(Contrastive) ce 38.71 15.89 22.54 49.18 88.24 63.16

cela 17.39 6.35 9.30 26.09 19.35 22.22
on 3.66 60.00 6.90 0.00 0.00 0.00
other 0.00 0.00 0.00 0.00 0.00 0.00
il 27.54 66.67 38.97 38.74 70.49 50.00
elle 22.22 24.00 23.08 38.71 52.17 44.44
ils 0.00 0.00 0.00 0.00 0.00 0.00

Baseline elles 0.00 0.00 0.00 0.00 0.00 0.00
ce 70.88 85.43 77.48 66.67 82.35 73.68
cela 70.00 44.44 54.37 53.85 45.16 49.12
on 8.11 30.00 12.77 21.88 77.78 34.15
other 54.68 74.51 63.07 75.28 78.82 77.01

Table 1: The per-class micro-averaged Precision, Recall and F-score of PLM+rules (primary system),
PLM (contrastive system) and Baseline on the development set and on the test set.

System Dev. Set Test set
PLM+Rules 41.20% 36.36%
PLM 38.66% 30.44%
Baseline 40.63% 50.85%

Table 2: The macro-averaged Recall of
PLM+rules, PLM and Baseline on the de-
velopment set and test set.

8 Conclusion and Perspectives

This paper addressed the English-French pronoun
prediction task by using a Pronoun Language
Model (PLM) complemented with some grammar
heuristics. The PLM encodes the likelihood of
each target pronoun given the sequence of gen-
der/number values of preceding nouns and pro-
nouns. Here, the PLM was employed to rank
all possible candidate French pronouns. In two
specific cases, namely for the passive or imper-
sonal on and the elliptic target pronouns, the deci-
sions were made by several specific heuristics. Al-

though our system outperforms the baseline sys-
tem on the development data, it shows a rather
poor performance compared with other submis-
sions on the test data. The presence of numerous
cases where the preceding (pro)nouns are strongly
divergent, and the complex usages of on and other
classes in the test set, are likely the main rea-
sons that make our approach unable to discrimi-
nate them, when used independently from decoder
and source-side co-reference features.

In future work, we will integrate the PLM in
the log-linear model of the decoder as a fea-
ture function. Besides, we will take into con-
sideration the positional factor by putting more
weight on the nouns and pronouns that are closer
to the examined one, in comparison to more dis-
tant ones, when they share the same gender-
number. Furthermore, we will also attempt to
study and exploit linguistic characteristics to dis-
tinguish among neuter French pronouns.
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Abstract

In this paper we present our winning sys-
tem in the WMT16 Shared Task on Cross-
Lingual Pronoun Prediction, where the ob-
jective is to predict a missing target lan-
guage pronoun based on the target and
source sentences. Our system is a deep re-
current neural network, which reads both
the source language and target language
context with a softmax layer making the
final prediction. Our system achieves the
best macro recall on all four language
pairs. The margin to the next best system
ranges between less than 1pp and almost
12pp depending on the language pair.

1 Introduction

Automatic translation of pronouns across lan-
guages can be seen as an subtask of the full ma-
chine translation. In the pronoun translation task
the special challenge is posed by anaphora res-
olution as well as differing gender marking in
different languages. The WMT16 Shared Task
on Cross-Language Pronoun Prediction strives to
seek for methods to address this particular prob-
lem (Guillou et al., 2016).

This shared task includes two language pairs,
English-French and English-German, and both
translation directions, so in total four different
source-target pairs must be considered. In the
target language side selected set of pronouns are
substituted with replace, and the task is then
to predict the missing pronoun. Furthermore, the
target side language is not given as running text,
but instead in lemma plus part-of-speech tag for-
mat. This is to mimic the representation which
many standard machine translation systems pro-
duce and to complicate the matter of standard

? Both authors contributed equally to this work.

Source: That ’s how they like to live .
Target: ce|PRON être|VER comme|ADV
cela|PRON que|PRON REPLACE 3 aimer|VER
vivre|VER .|.

Figure 1: An example sentence from the English
to French training data, where the REPLACE 3 is
a placeholder for the word to be predicted.

language modeling. An example of an English-
French sentence pair is given in Figure 1. Further-
more, the training data as provided by the organiz-
ers of the the task includes automatically produced
word-level alignments between the source and the
target language.

In this paper we describe the pronoun prediction
system of the Turku NLP Group. Our system is
a deep recurrent neural network with word-level
embeddings, two layers of Gated Recurrent Units
(GRUs) and a softmax layer on top of it to make
the final prediction. The network uses both source
and target contexts to make the prediction, and no
additional data or tools are used beside the data
provided by the organizers. The system has the
best macro recall score in the official evaluation
on all four language pairs.

2 Related work

This shared task is a spiritual successor to an
earlier cross-lingual pronoun prediction shared
task (Hardmeier et al., 2015). The systems sub-
mitted to the earlier task provide us with a good
view of the recent related work on the problem.
The earlier task received altogether six system
description papers. The organizers identify two
main approaches used by the participants. Teams
UEDIN (Wetzel et al., 2015) and MALTA (Pham
and van der Plas, 2015) explicitly tried to resolve
anaphoras in the text and using the information to
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Figure 2: The architecture of our recurrent neural network system.

help predict the pronoun.
Other teams relied more on the context, for ex-

ample UU-Tiedemann (Tiedemann, 2015) used a
linear SVM with features from the context of the
pronoun. IDIAP (Luong et al., 2015) went on
to use a naive-bayes classifier with features from
contextual noun-phrases. WHATELLES (Callin
et al., 2015) used a neural network approach with
features from preceding noun-phrases.

It is to be noted that the last year’s task was won
by a language model baseline, provided by the or-
ganizers. Our system fits the second category of
systems, those relying on the context to predict
the pronoun. None of the systems participating in
the shared task seem to be using explicit sequence
classification approaches.

3 Network

3.1 Architecture

Our system is a deep recurrent neural network
model with learned token-level embeddings, two
layers of Gated Recurrent Units (GRUs), a dense
network layer with rectified linear unit (ReLU) ac-
tivation, and a softmax layer. Our network archi-
tecture is described in Figure 2.

The first layer on the bottom of the Figure 2 il-
lustrates how source and target contexts are read.

On the target side the context is read in the left
and right direction starting from the replace to-
ken, and the replace token itself is not included
in the context window. As the training data in-
cludes word-level alignments between the source
and target language, we are able to identify the
source language counterpart for the missing pro-
noun. This pronoun is used as a starting point for
source context reading to both left and right di-
rection the same way as in the target side. How-
ever, in the source side the aligned pronoun is al-
ways included in both context windows. If the
replace token is aligned to multiple source side
words (the pronoun to be translated can be con-
sidered as a multi-word expression), reading the
right-side context always starts from the left-most
alignment, and vice versa.

Starting from the input of the network, our
system has five sets of 90-dimensional embed-
ding matrices; embeddings for source language
words, separate embeddings for the target lan-
guage lemmas, part-of-speech tags and combina-
tion of lemmas and part-of-speech tags. In addi-
tion we have separate embeddings for source lan-
guage pronouns aligned with the unknown target
pronoun. Context windows are then sequences
of indices for these different token-level embed-
dings, except the aligned source language pro-
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noun, which is always just one index as the tokens
are concatenated if the alignments refers to multi-
ple source language words. Thus, the network has
a total of nine inputs, two different directions for
each set of context embeddings, and the aligned
source language pronoun. As we do not use exter-
nal data sources, these embeddings are randomly
initialized.

Once the sequence of context words are turned
into embeddings, they are given to the first layer
of GRUs, which output is given as a sequence to
the second layer of GRUs. The second GRU layer
then reads the input sequence and outputs the last
vector produced, i.e. a fixed-length representation
of the input sequence. In all GRUs we use 90-
dimensional internal representation.

All these eight products of the recurrent lay-
ers, are concatenated together with the embedding
for the aligned source language pronoun and given
to a 256-dimensional dense neural network layer,
with ReLU activation function1. This vector is
then fed to a layer with softmax activation and an
output for each possible output pronoun to make
the final prediction.

While our model relies on learned embeddings
instead of predefined set of features, a process
similar to feature engineering takes place while
designing the system architecture. The design
choices were made in a greedy manner and mostly
the system was built additively, testing new fea-
tures and adding the promising ones to the final
system. Since not all design choice combinations
were properly tested during the system develop-
ment, we include a short evaluation of different
settings in Section 4.1.

3.2 Training the system
Only the training data provided by the shared task
organizers is used to train our system. The data
is based on three different datasets, the Europarl
dataset (Koehn, 2005), news commentary corpora
(IWSLT15, NCv9), and the TED corpus2. We
used the whole TED corpus only as development
data, and thus our submitted systems are trained on
the union of Europarl and news commentary texts,
which are randomly shuffled on document level.
The total size of training data for each source–
target pair is approximately 2.4M sentences, hav-
ing 590K–760K training examples depending on

1Dense layer with tanh activation was also tested, but
ReLU turned out to give better results.

2http://www.ted.com

the pair. The vocabulary sizes, when training
with the full training data are listed in Table 1.
The large number of aligned pronouns for French-
English and English-French language pairs is be-
cause of the alignments for the pronoun were often
multiple token in length.

In previous studies using only in-domain data
has provided competitive performance (Tiede-
mann, 2015; Callin et al., 2015), and as Europarl
can be seen as out-of-the-domain data, in Section 4
we compare the performance of our system when
trained using only in-domain data.

Since the main metric in the official evaluation
is macro recall, our primary submission is trained
to optimize that. This is done by weighting the
loss of the training examples relative to the fre-
quencies of the classes, so that misclassifying a
rare class is seen by the network as more serious
mistake than misclassifying a common class. This
scheme produces outputs with more emphasis on
rare classes, rather than going after the most com-
mon ones. The contrastive submission is trained
in the standard way, where each example is seen
as equal.

In both our submissions exactly the same sys-
tem architecture is used for all four language pairs,
and no language-dependent optimization was car-
ried out. However, the number of epochs used in
training differs, and the prediction performance on
the development set was used to decide the opti-
mal number of epochs for each language pair.

The system was implemented in Keras (Chollet,
2015), and trained and developed on the CSC clus-
ter3 of NVidia Tesla 40KT GPUs. Only one GPU
was used to train a single network. Depending on
the settings of the network and training data size a
single training epoch took 25 minutes to an hour,
and all networks were trained in 9 hours. Usu-
ally the performance of the network peaked within
the first 5 training epochs when evaluated on the
development set, and most often reached perfor-
mance very close to the maximum within three
training epochs. All networks were evaluated on
the development set after each training epoch, and
the model with the highest macro recall was se-
lected for evaluation.

The practical, time-wise, predictive perfor-
mance of our system is reasonable and doesn’t re-
quire the use of a GPU. Predicting a test set for
an individual language pair takes on a 6-core Intel

3www.csc.fi
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Target POS Target Word Target Word-POS Source Word Aligned Pronouns Pronouns
de-en 15 170,484 181,531 539,980 9 9
en-de 15 446,645 454,175 198,244 6 5
fr-en 34 171,633 182,763 220,204 18,960 8
en-fr 39 158,755 179,299 199,774 7174 8

Table 1: The vocabulary sizes of the models

De-En En-De Fr-En En-Fr
Architecture Macro R Micro F Macro R Micro F Macro R Micro F Macro R Micro F
primary 73.91 75.36 64.41 71.54 72.03 80.79 65.70 70.51
no stacking 65.63 75.98 61.84 73.37 68.84 77.74 70.00 74.26
only in-domain 59.18 75.36 50.72 66.06 57.80 74.09 58.09 65.15
short context 61.29 73.50 65.66 71.80 65.84 79.59 69.27 70.51
cross-sentence 60.76 70.81 46.91 49.61 60.46 78.05 61.33 69.17
contrastive 72.60 80.54 58.39 72.85 66.54 85.06 61.46 72.39
no stacking 65.35 79.30 59.71 76.76 61.23 81.71 70.88 77.75

Table 2: Macro recall and micro F-score for all our system combinations evaluated on the test set. In
the primary section, the systems are trained to optimize macro recall, and in the contrastive section,
the systems are optimized without preference towards rare classes. In no stacking, only one layer of
GRUs is used. Only in-domain refers to a version where the Europarl data was not used in training, and
short-context refers to a version in which the context window was set to 5. Cross-sentence refers to a
version where the context was expanded also beyond the current sentence.

Xeon CPU 1m 55s, of which 9 seconds is used for
prediction and the rest for loading model weights
and building the network.

4 Results

In the official test evaluation results our primary
system has the best score across all language pairs
(see Table 3). In two language pairs, German–
English and English–French, we have a modest
improvement over the second best system. How-
ever, in the other two language pairs, the margin
is substantial, 11.9pp for the English–German pair
and 6.4pp for the French–English pair. When we
look closer into class frequencies and system pre-
dictions, it can be seen that in these two pairs our
system benefits especially much from predicting
small classes relatively well.

In our primary submission, the system was op-
timized towards macro-averaged recall whereas in
our contrastive submission standard training met-
rics were used. Therefore the prediction accu-
racy is better in our contrastive submission than
it is in the primary submission by 1.3pp–5.2pp
depending on the language pair, but at the same
time macro recall decreases by 1.3pp–6.0pp. Yet,
in the two language pairs with a wide margin to
other teams, our contrastive system still achieves

better macro recall than any other system. For
per-language scores for both our submissions, see
rows TurkuNLP for primary and TurkuNLP cont
for contrastive in Table 3.

4.1 Feature evaluation

We ran a small study of different system settings
to evaluate our design choices. Results are shown
in Table 2, where the performance is evaluated on
the official test set. In the test set evaluation our
primary system gives the highest score on two lan-
guage pairs, but loses to another system setting
in other two language pairs. Overall, the primary
system still performs best on average when mea-
sured on macro recall.

As stated in Section 3.1, both our submissions
are based on a version of the network with stacked
GRU units. In preliminary studies, the stacked ap-
proach increased the prediction performance and
this holds on the test set for all language pairs
except English-French. While on average the
stacked system performs 2.4pp better on macro re-
call, on the English-French pair the non-stacked
model performs 4.3pp better.

Another important feature is the size of the con-
text window. In previous work a rather small con-
text was noted to work relatively well (Tiedemann,
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System Macro Recall
De–En En–De Fr–En En-Fr

TurkuNLP 73.91 64.41 72.03 65.70
TurkuNLP cont 72.60 58.39 66.54 61.46
UKYOTO 73.17* 52.50* 65.63* 62.44
limsi 59.32
UHELSINKI 69.76 44.69 62.98 57.50
UU-Hardmeier 50.36 60.63
uedin 48.72 61.62
UUPSALA 59.56 47.43 62.65 48.92
UU-Stymne 59.28 52.12 36.44 65.35*
baseline–x 44.52 47.86 42.96 50.85
CUNI 60.42 28.26
UU-Cap 41.61
baseline–0 42.15 38.53 38.38 46.98
Idiap 36.36

Table 3: Scores for all primary systems and our contrastive system on the official test set evaluation
sorted by the average score across language pairs. For each language pair the best score is bolded and
the second best is marked with a star (our contrastive submission is not taken into account).

2015; Callin et al., 2015). However, in our sub-
mission systems the maximum size of the context
was set to 50, and in our development experiments
radically shorter context sizes hurt the prediction
performance of our system. However, in test set
evaluation both language pairs with English as the
source language seem to benefit from shorter con-
text, especially English-French pair which scores
3.6pp higher in macro recall than our primary sys-
tem, but also loses to the version with longer con-
text without stacking by 0.73pp in macro recall.
Other language pairs benefit from larger context
(see short context in Table 2).

In addition, we evaluate allowing the context
window to extend beyond the current sentence
boundary. The maximum context size is always
50, although when restricted to within one sen-
tence, it naturally rarely reaches it. In our primary
and contrastive submissions, the context was lim-
ited to include only the current sentence, and the
results using the context beyond the sentence are
in the row cross-sentence in Table 2. We can ob-
serve that no language pair seems to benefit from
a larger context on the test set.

As mentioned earlier, the Europarl dataset can
be considered as out-of-the-domain data. The in-
domain row in Table 2 refers to an experiment
where Europarl was discarded from the training
data and thus the system was trained only on in-
domain data. Naturally, the amount of training

data is then much smaller, the data size drops from
2.4M sentences to approx. 400K sentences. This
hurts the performance on all language pairs, indi-
cating that our method benefits from a lot of train-
ing data and might be indicative of its ability to
generalize to other domains.

5 Conclusion

In this paper we presented our system for the
cross-lingual pronoun prediction shared task. Our
system is based on recurrent neural networks and
token-level embeddings of the source and target
languages, and is trained without any external
data. Our system fared well in the shared task,
having the highest macro recall in all language
pairs. Our results suggest sequence classification
and recurrent neural networks to be an approach
worthy of consideration when tackling the prob-
lem. It is also worth noting that our system is
wholly language-agnostic and demonstrates that
an approach with very little custom-built features
can have a good performance on the task.

As the system is trained only using the official
training data without any external tools, it would
be interesting to test whether pre-trained token-
level embeddings would increase its performance.
Additionally, pre-training the network with mono-
lingual data could be considered.

Our system is openly available at https://
github.com/TurkuNLP/smt-pronouns.
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Abstract

We present a system submitted to the
WMT16 shared task in cross-lingual
pronoun prediction, in particular, to
the English-to-German and German-to-
English sub-tasks. The system is based
on a linear classifier making use of fea-
tures both from the target language model
and from linguistically analyzed source
and target texts. Furthermore, we apply
example weighing in classifier learning,
which proved to be beneficial for recall
in less frequent pronoun classes. Com-
pared to other shared task participants, our
best English-to-German system is able to
rank just below the top performing sub-
missions.

1 Introduction

Previous works concerning translation of pro-
nouns1 have shown that unlike other words, pro-
nouns require a special treatment. Context and tar-
get language grammar influence pronoun transla-
tion much more profoundly than the translation of
parts-of-speech carrying lexical information.

This paper presents a system for the WMT16
shared task of cross-lingual pronoun prediction
(Guillou et al., 2016),2 the task that looks at the
problem of pronoun translation in a more sim-
plified way. Here, the objective is to predict
a target language pronoun from a set of pos-
sible candidates, given source text, lemmatized
and part-of-speech-tagged target text, and auto-
matic word alignment. We address specifically the
sub-tasks of English-to-German and German-to-
English pronoun prediction.

1Summarized by Hardmeier (2014).
2http://www.statmt.org/wmt16/pronoun-task.

html

We take a machine learning approach to the
problem and apply a linear classifier. Our ap-
proach combines features coming from the target
language model with features extracted from the
linguistically analyzed source and target texts. We
also introduce training example weighing, which
aims at improving the prediction accuracy of less
populated target pronouns. All the source codes
used to build the system are publicly available.3

According to the WMT16 pronoun translation
shared task results (Guillou et al., 2016), our best
German-to-English system ranks in the middle of
the pack while our English-to-German systems
seem to be the poorest. However, after the shared
task submission deadline, we discovered an error
in post-processing of the classifier predictions on
the evaluation set for the English-to-German di-
rection. After correcting this error, our system
reaches the 2nd best result for this language di-
rection.

The paper is structured as follows. After intro-
ducing the related work in Section 7, we describe
three preprocessing components of our system that
enrich the input data with additional information
in Section 2. Section 3 then presents features ex-
tracted from the data whereas Section 4 gives more
details about the method used to train the model.
In Section 5, all our system configurations submit-
ted to the shared tasks are evaluated. Finally, we
examine the effect of individual features and ex-
ample weighing in Section 6 before we conclude
in Section 8.

2 Preprocessing components

The preprocessing stage combines three compo-
nents, each of them enriching the input data with
additional information: a target language model,
an automatic linguistic analysis of the source sen-

3https://github.com/ufal/wmt16-pronouns
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tences, and a basic automatic analysis of the target
sentences.

2.1 Target language model

For language modeling, we employed the KenLM
Language Model Toolkit (Heafield et al., 2013), an
efficient implementation of large language models
with modified Kneser-Ney smoothing (Kneser and
Ney, 1995).

Lemmatized 5-gram models for English and
German have been supplied as a baseline system
by the organizers of the shared task. An integral
part of the baseline system is a wrapper script4

performing necessary preprocessing before the ac-
tual probability estimation. For instance, it selects
words which may possibly belong to the OTHER

class5 and it enables setting a penalty for pre-
ferring an empty word.6 We only adjusted the
wrapper script so that it fits into our processing
pipeline, making no modifications to the estima-
tion machinery.

2.2 Source language analysis

In the input data supplied by the task organiz-
ers, source text is represented as plain tokenized
sentences. We have processed the source texts
with tools obtaining additional linguistic analy-
sis. However, due to different availability of
these tools for English and German, the depth of
the analysis differs. We describe both analysis
pipelines separately in the following:

English. English source texts have been ana-
lyzed up to the level of deep syntax using the Treex
framework (Popel and Žabokrtský, 2010) incor-
porating several external tools. The processing
pipeline consists of part-of-speech tagging with
the Morče tool (Spoustová et al., 2007) depen-
dency parsing conducted by the MST parser (Mc-
Donald et al., 2005), semantic role labeling (Bo-
jar et al., 2016), and coreference resolution ob-
tained as a combination of Treex coreference mod-
ules and the Bart 2 toolkit (Versley et al., 2008;
Uryupina et al., 2012). Prior to the last step, all in-
stances of the pronoun it are assigned a probability

4https://bitbucket.org/yannick/discomt_
baseline/src

5The OTHER class comprise words, not necessarily pro-
nouns, that appear often enough in the context typical for pro-
nouns to be resolved but not enough to form their own class.
Furthermore, it can be an empty word if the source pronoun
has no target language counterpart.

6In all experiments, we used zero penalty.

of being anaphoric by the NADA tool (Bergsma
and Yarowsky, 2011).

German. We utilized the MATE tools7

(Björkelund et al., 2010) to perform part-
of-speech tagging, morphological analysis
(necessary to obtain grammatical categories
such as gender or number), and transition-based
dependency parsing (Bohnet and Nivre, 2012;
Seeker and Kuhn, 2012).

2.3 Target language analysis

In the data supplied by the task organizers, the for-
mat of the target language sentences differs from
the source language format. Not only are the target
words to be predicted replaced by a placeholder,
but all other tokens are also substituted with cor-
responding lemmas and coarse-grained part-of-
speech tags.

For this reason, we needed to simplify the anal-
ysis of target texts. The parsers used for source
texts do not accept the tagset used by the organiz-
ers. There are two possible solutions to fix this
disagreement: either running a part-of-speech tag-
ger producing tags that agree with the tagset re-
quired by the parser, or obtaining suitable part-
of-speech tags by a transformation of the origi-
nal tagset. However, both options are prone to er-
rors. In the former option, the tags produced in
this way would definitely be of low quality as only
a lemmatized text is available. This would cause
problems especially for German. The latter option
brings another problem. The original tagsets (12
tags in both English and German) are more coarse-
grained than the tagsets required by the parsers (44
and 53 tags in English and German, respectively),
which makes the transformation in this direction
difficult.

Due to these obstacles, we decided to abandon
any additional linguistic processing except for the
identification of noun genders. We consider gen-
der and number information one of the most valu-
able inputs for correct pronoun translation. While
the number information is hard to reconstruct from
a lemmatized text with part-of-speech tags having
no indication of grammatical number, gender can
be reconstructed from a noun lemma itself quite
satisfactorily. In each of the languages, we ap-
proached the task of obtaining gender for a given
noun in a different way.

7https://code.google.com/archive/p/
mate-tools/
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English. The gender information was obtained
using the data collected by Bergsma and Lin
(2006).8 They used paths in dependency trees to
learn the likelihood of coreference between a pro-
noun and a noun candidate and then applied them
in a bootstrapping fashion on larger data to obtain
a noun gender and number distribution in different
contexts.

For the sake of simplicity, we filtered their list
only to single-word items. If we encounter a token
with a noun tag assigned in the target sentence, its
lemma is looked up in the list and assigned the
most probable gender, if any is found. Otherwise,
the neuter gender is assumed.

German. We run the MATE morphological
analysis separately for every lemma labeled as a
noun. If no gender information is obtained, the
noun is assigned the neuter gender.

3 Feature extraction

Having both the source and the target texts en-
riched with additional linguistic information, we
extract a set of instances that are later fed into into
our classifier. An instance is extracted for every
target-language pronoun (placeholder) to be clas-
sified represented by features that can be divided
into several categories:

Target language model features. Using the
KenLM with the wrapper supplied by the orga-
nizers, we obtain an estimated probability value
for every candidate pronoun. From this, we pro-
duce features describing the actual probability val-
ues for each candidate word, quantized into 9 bins.
Furthermore, features ranking the candidate words
by their probabilities, quantized in three different
ways, are extracted.

Source language features. The data supplied by
the organizers also contain automatic word align-
ment between the source and the target sentences.
Therefore, when extracting features for a given
placeholder in the target language, we are able to
do the same for its counterparts in the source lan-
guage. Deeper linguistic analysis performed for
the source language (see Section 2.2) allows us to
extract richer features than for the target language.

For every source counterpart of a target pronoun
placeholder, we extract its lemma, syntactic de-
pendency function, the lemma of its parent in the

8http://www.clsp.jhu.edu/~sbergsma/Gender/
Data/

dependency tree, and combinations of the previous
features. As the analysis of English goes deeper
than the surface syntax, we include the semantic
function of the source counterpart. If the counter-
part is an instance of the pronoun it, we add the
anaphoricity probability estimated by the NADA
detector, quantized in the same way as the proba-
bilities coming from the KenLM model.

Target language features. The lemma of a par-
ent verb of the target pronoun placeholder might
also be a valuable feature. Even though we have
not performed a syntactic analysis on the target
text (see Section 2.3), we are still able to approx-
imate it in several ways. The easiest option is
to list all verb lemmas that appear in a relatively
small context surrounding the placeholder (1, 3, or
5 words). Another approach is to project the par-
ent dependency relation from the source sentence
via word alignment. We also extract the part-of-
speech tags of the parents collected in this way,
since they might not be verbs due to possible er-
rors.

Antecedent features. The gender of an
anaphoric pronoun is often determined by the
gender of its antecedent. Same as with syntactic
trees, we have no information on coreference in
the target text. Again, we approximate it in two
ways. We project the coreference link via word
alignment and use the gender of the projected
antecedent. Note that this approach can be used
only in the English-to-German direction due to
missing coreference resolution for German. To
extract similar information also for the opposite
direction, we take advantage of the fact that the
task is defined for subject pronouns only. A
tendency of consecutive subjects to refer to the
same entity inspired us to include the gender of
the previous target language subject as a feature.
The indicator whether a word is a subject is again
projected via alignment from the source text.

4 Model

Pronoun prediction as specified by the organizers
is a classification task. We address it by machine
learning, building a linear model using the multi-
class variant of the logistic loss and stochastic gra-
dient descent optimization as implemented in the
Vowpal Wabbit toolkit.9 To train the model, we

9Available at https://github.com/JohnLangford/
vowpal_wabbit/wiki. Vowpal Wabbit has been chosen due
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Dev Eval
Name Setting MACRO-R ACC MACRO-R ACC

EN-to-DE
baseline — 34.35 42.81 38.53 50.13
CUNI-primary weighted, passes: 5, L1: 3× 10−7 45.63 57.72 *54.37 *64.23
CUNI-contrastive unweighted, passes: 1, L1: 5× 10−6 42.54 63.51 *51.74 *71.80

DE-to-EN
baseline — 36.08 50.47 42.15 53.42
CUNI-primary weighted, passes: 1, L1: 0 56.47 68.35 60.42 64.18
CUNI-contrastive unweighted, passes: 5, L1: 0 51.62 70.59 56.83 65.22

Table 1: Our Systems submitted to the shared task and their performance compared to the baseline
system. The official measure of performance is macro-averaged recall (MACRO-R), while accuracy
(ACC) serves as a contrastive measure. Scores labeled by the * symbol differ from the official results of
the shared task (Guillou et al., 2016) as an error has been discovered after the task submission deadline.

run the learner over the training data with features
described in Section 3, possibly in multiple passes
and with various rates of L1 or L2 regularization.

Optimization with respect to the logistic loss
function is a widely used approximation of the
the accuracy measure. However, the official scor-
ing metric set by the task organizers is the macro-
averaged recall. Macro-averaging causes that im-
provements in recall for less frequent target pro-
nouns have a stronger effect than improvements
for more frequent pronouns. We address this is-
sue by weighing the training data instances based
on the target class. We weigh the classes in an in-
verse proportion to how frequently they appear in
the training data. The less frequent a pronoun is,
the heavier penalty is incurred if it is misclassified.

5 Submitted systems

We submitted four systems to the shared task – two
systems to each of the two sub-tasks: English-to-
German and German-to-English prediction. The
systems trained on the weighted examples are con-
sidered as primary while the unweighted systems
were submitted as contrastive.

Training examples have been extracted from all
the data supplied for training by the organizers.10

The same holds for the data designated for devel-
opment and evaluation testing.

The best combination of learning parameters
has been selected by a grid search with various

to its fastest throughput among all machine learning tools
known to us as well as due to the remarkable variety of op-
tions for learning, e.g. example weighing used in our exper-
iments. However, there are still options that are worth to be
examined in future experiments, for instance using other loss
functions, e.g. a hinge loss which is equivalent to the SVM
algorithm.

10http://data.statmt.org/wmt16/pronoun-task/

parameter settings on the development data. Ta-
ble 1 specifies the learning parameters used for all
systems submitted. It also shows macro-averaged
recall and accuracy measured on both the devel-
opment and the evaluation set Moreover, it and
compares the performance with the baseline sys-
tem based on the KenLM target language model
as supplied by the organizers (see Section 2.1).

Note that the scores of our English-to-German
systems achieved on the evaluation set are much
better than the scores presented in the official
results of the shared task Guillou et al. (2016).
An error that concerned merging of the classi-
fier output into the test data file for submission,
which was, however, discovered after the dead-
line for task submissions. According to the offi-
cial results, our German-to-English primary sys-
tem is ranked fourth among six participating pri-
mary systems. Our English-to-German primary
system, ranked last among nine systems in the of-
ficial results, would place as second if we took the
correct scores.

6 Feature ablation and weighing analysis

In order to assess the effect of individual feature
types, we carried out an additional experiment.
For both translation directions we trained models
on various subsets of the complete feature set. All
the models have been trained in both weighted and
unweighted scenarios.

The experiments were conducted with the fol-
lowing feature sets:

• all: the complete feature set as described in
Section 3

• -src: the complete feature set, excluding
source language features
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Figure 1: The impact of feature ablation on per-class recall (see Section 6 for details), macro-averaged
recall (MACRO-R), and accuracy (ACC) in the four systems submitted to the shared task.

• -kenlm: the complete feature set, excluding
KenLM features

• -trg ante: the complete feature set, exclud-
ing features approximating the gender of the
antecedent of the target pronoun

• -trg par: the complete feature set, exclud-
ing features approximating the parent of the
target pronoun

Figure 1 shows the performance of weighted
and unweighted models for both translation direc-
tions if trained in all of the feature settings listed
above. The performance is measured by recall on
each of the target classes (solid color lines, whose
widths illustrate the frequency of the class in the
training data), as well as by micro-averaged recall,
which equals to overall accuracy for this task (dot-
ted line), and macro-averaged recall, which is the
official measure in the shared task (dashed line).

The graphs show that the impact of individual
feature categories on the macro-averaged recall is
generally higher in the German-English direction

and for weighted models. For instance, leaving
out the most valuable category of source language
features decreases the performance level by just
1 percentage point for the English-German un-
weighted model while degrading the performance
of the German-English model by 15 percentage
points. The graphs also show that the KenLM fea-
tures have the strongest effect on the final recall
values for the individual pronoun classes. A posi-
tive effect of English coreference resolution to de-
termining the correct gender of a German pronoun
can be also observed. Adding antecedent features
to English-to-German weighted system causes a
small recall increase of the pronoun sie with al-
most no degradation to other classes.

The impact of instance weighing turns out to
be more interesting. Focusing on scores for indi-
vidual classes, one can observe that the pronouns
that benefit from weighing the most are the less
frequent ones, i.e., man and er in German, there,
he, and she in English. On the other hand, the ef-
fect of weighing reduces performance in frequent
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classes, such as OTHER, German sie, and En-
glish you. The only exception is the German pro-
noun es, whose recall rises for weighted models
even though it is one of the most frequent pronoun
classes. Overall, instance weighting fulfills our ex-
pectations: although it causes a decrease in recall
for frequent pronoun classes, it improves the offi-
cial macro-averaged recall score.

7 Related work

A similar problem was addressed in the Dis-
coMT 2015 shared task on pronoun translation
(Hardmeier et al., 2015) as a cross-lingual pro-
noun prediction subtask. It differed from the cur-
rent task in one main aspect: the manually trans-
lated target text was available in its surface form as
an input, i.e., it was neither machine-translated nor
lemmatized and part-of-speech-tagged at least as it
is in the WMT16 shared task. This aspect, far from
a real-world machine translation scenario, proba-
bly caused that none of the participants was able
to beat the baseline, the target language model.

Out of the DiscoMT 2015 shared task submis-
sions, the system by Wetzel et al. (2015) is most
similar to ours. On the source side (English in their
case), they extract morphological information as
well as coreference relations (they use Stanford
CoreNLP (Lee et al., 2013) whereas we apply
Bart 2 toolkit (Uryupina et al., 2012) for this task),
and they detect the anaphoricity of the it pronoun
using the NADA tool (Bergsma and Yarowsky,
2011). Another common feature is that both sys-
tems take advantage of the target language model.
Wetzel et al. (2015)’s maximum entropy classifier
Mallet (McCallum, 2002) uses the same logistic
loss function as we do with the Vowpal Wabbit
tool but the training data handling is different in
these two tools. Mallet is a batch learner, opti-
mizing over the whole data in a single step while
Vowpal Wabbit optimizes incrementally after ev-
ery example.

On the other hand, unlike us, Wetzel et al.
(2015) do not use any syntactic information. The
only syntax-based system in the DiscoMT 2015
shared task is the system of Loáiciga (2015). They
make use of the Fips rule-based phrase-structure
parser (Wehrli, 2007) whereas we acquire depen-
dencies and syntactic functions using the MST
parser (McDonald et al., 2005) and the MATE
tools (Seeker and Kuhn, 2012) on the source side
for English and German, respectively.

8 Conclusion

We presented our system submitted to the WMT16
shared task on cross-lingual pronoun prediction.
It is based on Vowpal Wabbit and uses features
from three sources: first, target language model
(which served as the baseline in the shared task),
second, the automatic linguistic analysis of the
source text up to the levels of syntax and corefer-
ence, and third, a basic morphological analysis of
the target text. Our systems were able to improve
on the baseline in both language directions, with
source language and target language model fea-
tures having the largest impact on the results. Fi-
nally, we employ instance weighing, which proved
to be a successful way to compensate for the dif-
ferences between learning loss function and the of-
ficial evaluation measure and to improve recall in
infrequent pronoun classes.
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Abstract

We explore a large number of features
for cross-lingual pronoun prediction for
translation between English and Ger-
man/French. We find that features related
to German/French are more informative
than features related to English, regardless
of the translation direction. Our most use-
ful features are local context, dependency
head features, and source pronouns. We
also find that it is sometimes more suc-
cessful to employ a 2-step procedure that
first makes a binary choice between pro-
nouns and other, then classifies pronouns.
For the pronoun/other distinction POS n-
grams were very useful.

1 Introduction

This paper reports results for the UU-Stymne sys-
tem on the WMT 2016 pronoun prediction shared
task. The task entails classifying which among
a set of target pronouns, or other is the correct
translation of a given source pronoun. There are
tasks for two language pairs, English and Ger-
man/French, in both directions.

An example is shown in (1), where we need
to predict which German pronoun should be the
translation of It, which in this case should be er
since it refers to the masculine word Saal (room)
in the previous sentence. Had the antecedent in-
stead been the neuter Zimmer, the correct pronoun
would have been es. The target words are lem-
matized with coarse POS-tags, to better mimic the
SMT task, in contrast to previous versions of this
task where full forms were used. For full details
of the task and training data, see the task overview
paper (Guillou et al., 2016).

(1) It ’s smaller than this . REPLACE 0 sein|VERB
klein|ADJ als|CONJ dies|PRON hier|ADV .|.

We set out to establish the usefulness of a large
number of features for this task in all translation
directions, without any explicit use of anaphora
resolution. We also investigate a 2-step classifi-
cation procedure.

2 System

We followed Tiedemann (2015) by using linear
SVMs implemented in LIBLINEAR (Fan et al.,
2008). In all experiments we use L2-loss support
vector classification with dual solvers and the 1-
vs-rest strategy for multi-class classification. The
regularization parameter C was optimized using
grid search and cross-validation as implemented
in LIBLINEAR. The results were quite stable for
reasonable values of C, however, and in all cases
we used values between 2−2 and 2−5.

In most of our experiments we only used
IWSLT training data, with 66K–92K pronoun ex-
amples, to train our classifier, since it contains
TED talks like the dev and test sets. We perform
final experiments where we investigate the useful-
ness of adding out-of-domain News data of similar
size and much larger Europarl data. Due to space
restrictions we will mainly give Macro-averaged
Recall (Macro-R) scores, the official workshop
metric, on the TED dev set. Macro-R gives the av-
erage recall for all classes and thus gives the same
weight to rare classes as to common classes.

For some of our features we needed dependency
trees and POS-tags for the source. We used Mate
Tools to jointly tag and dependency parse (Bohnet
and Nivre, 2012) the source text for sentences that
contained pronoun examples. For all languages
the output is a dependency parse tree and POS-
tags, and for German and French it also gives mor-
phological descriptions. For the target side we
used the given POS-tags.
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3 2-step classification

We had two approaches to classification, a stan-
dard classifier, which we will call 1-step, and a
2-step classifier. We noted that the other class of-
ten were quite different from the pronoun classes,
since it is very diverse, and sometimes an artifact
of alignment errors. This observation led us to de-
sign the 2-step system where we first trained a bi-
nary classifier to distinguish between other and all
the pronoun classes grouped into one class. We
then had a second classifier that only had to distin-
guish between the pronoun classes. For the train-
ing data we collected instances for the second clas-
sifier based on gold tags. At test time we used the
results from the first classifier to feed the examples
classified as pronouns to the second classifier.

4 Features

We explored a high number of features of differ-
ent types, which will be described in this section.
We did not explicitly attempt to model anaphora
in any way, but tried to identify other types of fea-
tures that could give indications of which pronoun
translation to use. The main reasons why we de-
cided not to use any anaphora software is that it is
not readily available for all source languages, it is
error prone, and it gave no clear improvements in
the 2015 shared task. All our features are largely
language independent; we did not design any spe-
cific features for a specific language pair.

The WMT 2016 shared task is a follow-up to
the DiscoMT 2015 shared task on en-fr pronoun
prediction. An important difference between these
two tasks is that target full forms were given in
2015 and only lemma+POS in 2016. However,
many of our features were inspired by the sub-
missions to the 2015 shared task. For all feature
groups below, we used special beginning and end
of sentence markers when needed.

Source pronoun (SP) The source pronoun to be
translated was added as a feature. We believe that
this is an important feature since it restricts the
possible translations. Source pronouns has been
used before for cross-lingual pronoun prediction
(Hardmeier et al., 2013; Wetzel et al., 2015).

Local context (LCS, LCT) For these features
we considered the source words surrounding the
source pronoun and the lemmas+POS-tags sur-
rounding the target pronouns. We included up to 3
words before and 3 words after the pronouns. We

tried both to use bag-of-words models for words
before and after the pronoun, and to encode the
position of each word. Local context features were
the core of the best submitted system for the 2015
shared task (Tiedemann, 2015) and were also used
in many other submissions.

Preceding nouns (NN) The nouns preceding a
pronoun are potential antecedents to the pronoun,
and are therefore included. The target side of the
shared task data included POS-tags, so there we
used the four preceding nouns, including proper
names, possibly going across sentence boundaries,
but not crossing document boundaries. For the
source side we had only parsed the sentences that
contains pronouns. Because of this, we did not
include cross sentence instances of source nouns,
so we only included up to four previous nouns
within the sentence, which meant that we often
had 0 or just a few nouns on the source side.
Since the source contains full forms, we also in-
cluded some morphological information for these
nouns, we added a feature for each POS-tag ex-
tended with morphology for number, and gender
for proper names. Finally we added a feature indi-
cating how many previous nouns there were in the
sentence.

Preceding nouns or NPs have previously been
used for this task with differing results. Callin et
al. (2015) used up to four preceding nouns and de-
terminers. Wetzel et al. (2015) also used preced-
ing noun tokens, however they were identified by
co-reference resolution. A difference from 2015
is that this year there are no determiners or other
words on the target side that carries information
such as gender, since it is lemmatized.

Target POS n-grams (POS) To generalize from
lemmas, we included target POS-tags. We used n-
grams of POS-tags for words surrounding the pro-
noun position in the target language. Using the
abbreviation b for words before the pronoun and a
for words after, we included the following n-gram
windows: 3b, 1b, 2b+2a, 1b+1a, 1a, 3a.

POS-tags were used in several 2015 systems
(Callin et al., 2015; Loáiciga, 2015; Wetzel et al.,
2015), with either positive results or no separate
results shown in the paper. They all used single
tags, though, not POS n-grams.

Target extended POS n-grams (EPOS) The
tag sets in the data are coarse-grained, with the 12
universal POS-tags (Petrov et al., 2012) for En-
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glish and German, and a set of 15 POS-tags for
French. To compensate somewhat for this, we also
included n-grams using an extended tag set where
we use the identity of the 100 most common lem-
mas in the training data in addition to the POS
tags. As an example, be-VERB-all and can-make-
the are two EPOS options for VERB-VERB-DET.
We use the same n-gram windows as for standard
POS n-grams.

As far as we know, no one has used this partic-
ular extension of POS-tags for this task. However,
several teams successfully used fine-grained mor-
phological target tags last year, for instance Pham
and van der Plas (2015), which was not possible
this year, given the lemma+POS representation.

Dependency head of pronouns (DEP) For each
source pronoun we identified its dependency head,
based on the parse from Mate Tools. As features
we used the head word and the label. In addi-
tion we used the POS-tag of the head for English,
which distinguished between tenses and third per-
son. For French and German we added morpho-
logical information about number and person to
the POS-tag of the head. We also used indicator
features for common verb suffixes that we thought
were informative about tense, person and number:
s and d for English, en and t for German and e, nt
and [ˆn]t for French.

To find potential dependency heads in the target,
we followed the alignment links from the word
identified as dependency head in the source. For
any aligned words that were POS-tagged as a verb,
we included the lemma as a feature. We restricted
this feature to verbs, since we believe they are
most informative with regard to the pronoun, and
to reduce noise from the automatic alignment.

The only work we are aware of that used syn-
tactic feature for cross-lingual pronoun prediction
is Loáiciga (2015), who parsed the target and used
the dependency label of the pronoun, which only
had a small impact on the results. This differed
from our use since we used the dependency head,
and parsed the source text and projected this infor-
mation to the target through word alignments.

Target language model features (LM) For this
group we included language model scores from
the baseline system provided by the shared task
(Guillou et al., 2016). This system uses a target
language LM to score the target pronouns and 11–
22 other high-frequency words, and not using a

Null penalty de-en fr-en en-de en-fr
0 .361 .337 .344 .406
−2 .389 .388 .358 .411

Table 1: Macro-R for workshop baseline.

word, NONE. The language model we used was
also provided for the shared task, a large 5-gram
model trained using KenLM (Heafield, 2011) on
the workshop data and monolingual News data
(Guillou et al., 2016). There is a penalty for the
NONE case, which we set to −2, which was the
best value from the 2015 shared task (Hardmeier
et al., 2015), and that we found to give good re-
sults for all language pairs, as shown in Table 1.
Note that this LM used lemmatized data, which
gave a much worse performance than the full form
LM from 2015, which had .584 MACRO-F (Hard-
meier et al., 2015), compared to .342 on lemmas.

The baseline system can output marginal prob-
abilities for each pronoun or alternative word and
NONE, giving all options larger than 0.001. We
used these probabilities as feature values for each
word. In addition we had features giving the high-
est scoring word, always and if it had a probabil-
ity over 0.85; the highest probability for any pro-
noun, any other word, and other or NONE. We also
had a feature for the number of options given, i.e.
how many words that had a probability higher than
0.001. Target language model features were used
by Wetzel et al. (2015) with mixed results.

Alignment, position, and length (APL) We
used a set of features related to position, sentence
length and alignments, both on instance level and
sentence level. We believe that this could both give
some indication about pronouns, and about how
close a translation the target is. We are not aware
of these features being used for this task before.

The position of the pronoun in the sentence
likely plays some importance to its identity. Thus
we added as features the relative position of the
source and target pronouns in the sentence, the
difference in relative position, and three indicator
features for the target and/or the source pronoun
being in a sentence initial position.

We also included some features based on word
alignments. For the pronouns we indicated how
many words they were aligned to in the other lan-
guage, which we believe can be useful especially
for identifying non-pronoun translations, which
are likely noisier than pronoun translations. In ad-
dition we added two features for the total number
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of alignments in the sentence, normalized by the
length of the source and target sentence, respec-
tively. On the sentence level, we also included the
length ratio between the source and target sentence
where the pronouns occurred.

5 Results

We performed most experiments for the 1-step
classifier. For all experiments up to section 5.3
we use only IWSLT as training data. To start with
we investigated whether it was best to use true-
cased or lower-cased features. We did not try this
individually for the different feature groups, in-
stead we made this choice for all features for a lan-
guage pair. Overall, for de-en true-casing leads to
a clear improvement, which we believe is mainly
caused by the sie pronoun, which is spelled with
a capital S in the meaning you (polite), and with a
lower-case s in the meaning she or they. For the
other languages the difference is quite small, but
we choose to use true-case when English is the tar-
get language, and lower-case otherwise.

5.1 Feature groups

To assess how useful each feature group is we first
ran experiments using a single feature group at
a time. Table 2 shows the results for individual
features, all features combined and for features
only from the source or target language. An in-
teresting pattern is that features from German and
French give better results than features from En-
glish, regardless of translation direction. Both for
the grouped source and target features, and for lo-
cal context with only source or target the best re-
sults for into English is when using source fea-
tures, and from English using target features. For
de-en using source features only is nearly as good
as using all features. In French and German we
have to distinguish between pronouns based on the
gender of the antecedent, for which target features
are clearly useful. English, though, does not have
grammatical gender, and cannot benefit in this way
from the target features.

The best individual feature group when used
on its own is always local context, followed in
most cases by dependency features. For en-fr we
got relatively good results for EPOS and LM fea-
tures. The extended EPOS-tags were clearly bet-
ter than the coarse POS-tags. Using only nouns
was clearly not useful, and performed even worse
than APL, alignment, position and length, which

Group de-en fr-en en-de en-fr
All .640 .597 .389 .583
+source .636 .560 .345 .337
+target .414 .368 .360 .494
+SP .370 .371 .353 .244
+LC .518 .561 .404 .560
+LCS .514 .475 .339 .340
+LCT .389 .365 .367 .456
+NN .150 .155 .207 .161
+POS .272 .278 .327 .300
+EPOS .362 .353 .380 .450
+DEP .449 .418 .369 .375
+LM .382 .331 .338 .421
+APL .178 .208 .276 .172

Table 2: Macro-R for individual feature groups
and source and target features

Group de-en fr-en en-de en-fr
All .640 .597 .389 .583
−SP .536 .498 .358 .562
−LC .639 .583 .375 .580
−LCS .638 .592 .379 .577
−LCT .638 .601 .389 .582
−NN .643 .610 .375 .582
−POS .640 .592 .386 .579
−EPOS .649 .586 .400 .576
−DEP .617 .589 .377 .580
−LM .652 .674 .457 .599
−APL .634 .595 .386 .580

Table 3: Feature ablation study. Macro-R with in-
dividual feature groups removed.

we did not expect to be very informative on its
own. It is interesting to see that classification only
by the source pronoun, a single feature, give sim-
ilar results to many of the feature groups with a
high number of features, which indicates its im-
portance. While no individual group is close to the
performance of all features, several feature groups
are better than the baseline system.

Table 3 shows the results of an ablation study,
where we removed one feature group at the time
from the full set of features. Here we see that sev-
eral features are not useful in combination with the
other features, and improve the results when re-
moved. The biggest improvement is seen when re-
moving the LM features, even for en-fr where they
had quite a good performance on their own. This
is interesting since the LM is the most important
knowledge source for pronoun translation in an
SMT system. We believe that the lemmatized tar-
get has too little information for these features to
be useful. It is always better to use the target con-
text words directly in the classifier than to use the
LM features derived from the target context. Re-
moving the noun features improves results some-
what for into English. As expected, the source
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Type de-en fr-en en-de en-fr
All, position .640 .597 .389 .583
All, BOW .654 .561 .396 .567
Best, position .656 .609 .392 .581
Best, BOW .656 .579 .397 .557
Window T 3+3 3+3 2+2 2+3
Window S 1+3 3+1 2+2 2+3

Table 4: Macro-R with different local context, and
the best window sizes

pronouns are important also in combination with
the other features, and gives the biggest score drop
when removed. For most of the feature groups the
score difference is quite small when removed.

5.2 Final feature sets

In the above experiments we used a local context
window of 3 words before and 3 words after for
both source and target context. In order to improve
results we first tried all combinations of target win-
dows, from 1 to 3 words, and with this window set,
all source window sizes. We also tried using posi-
tions for the context words and compared to using
bags-of-words for words before and after the pro-
noun. Table 4 shows the best windows. Changing
the window sizes led to improvements for all lan-
guage pairs, except en-fr, for which it, however,
improved Macro-R from .563 to .573 on the Dis-
coMT15 test set. There is no clear pattern of which
window size that is most useful across languages.
For the best windows positional features were bet-
ter or similar to bag-of-words features, whereas
the results were conflicting with the full context
window. These results were similar to Tiedemann
(2015). We decided to use positional features with
the best context windows.

Finally, we tried to remove combinations of the
least useful feature groups, on the systems with
optimized local context. Unfortunately, due to
time constraints, we had not done the full ablation
tests before submission time, and failed to notice
the advantage of removing the LM and NN feature
groups. We thus only tried to remove sets of other
less promising features for the submitted systems.
The results with removed features are shown in Ta-
ble 5. For the final submitted systems we used
the full feature sets for en-fr and fr-en, removed
EPOS for en-de and removed alignment features
for de-en. This led to an improvement for en-de
but for de-en we have the same score as before.
When trying to remove further feature groups we
had large improvements for all language pairs ex-

System de-en fr-en en-de en-fr
Submitted .656 .609 .411 .581
Final .653 .675 .455 .619

Table 5: Macro-R for systems with removed sets
of feature groups

Corpus de-en fr-en en-de en-fr en-fr (D)
I .656 .609 .411 .581 .572
IN .654 .578 .379 .558 .581
IE .627 .586 .377 .559 .582
INE .632 .564 .395 .572 .581
INE−16 .630 .572 .377 .557 .584

Table 6: Macro-R with different combinations of
training data with the feature set from the sub-
mitted system (I=IWSLT, N=News, E=Europarl),
−16 means filtering away features occurring less
than 16 times in the training data. (D) is for results
on the DiscoMT15 set. The training data used in
the submitted 1-step systems are marked in bold.

cept de-en when also removing the LM and NN
feature groups. We call this system Final.

5.3 Training data

In this section we investigate the effect of adding
more training data to IWSLT that was used in pre-
vious experiments. Table 6 shows the results. In
most cases adding more training data led to con-
siderably worse results on the TED dev set. For
de-en, though, adding News gave similar Macro-
R, and an improvement of accuracy from .853 to
.873, which made us choose this option for our
submitted system. For en-fr, on the DiscoMT15
dev set the results were better with more data.

With the large training data we have a very high
number of features, between 263K and 563K for
the different language pairs for the submitted fea-
ture sets. We tried two ways of reducing the num-
ber of features: by filtering features that occurred
with a low frequency in the training data and by
filtering features that had a low model score in the
SVM training. When using only IWSLT data we
saw little effect of either type of filtering. When
training with all data we had some improvements
by filtering, with the best results using frequencies.
We tried many different values for filtering and
overall we had good results by removing features
occurring 16 times or less, but as shown in Table 6
results were mixed across language pairs and test
data. Using this filtering reduced the number of
features to between 31K and 55K, a reduction of
around 90%. The final combination of training
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System Test set Dev set
de-en fr-en en-de en-fr de-en fr-en en-de en-fr

Submitted Primary (2-step) .592 .364 .521 .654 .651 .606 .426 .592
Without bug .702 .620 – –

Submitted Secondary (1-step) .608 .341 .489 .607 .654 .609 .411 .557
Without bug .715 .629 – –

Final 1-step (IWSLT) .735 .615 .490 .616 .653 .675 .455 .619
Final 1-step (all training data) .733 .685 .503 .613 .632 .622 .455 .608

Table 7: Macro-R for submitted system, and best systems trained after submission time,using IWSLT
and all data for training.

data and filtering used for the submitted systems
are shown in bold in Table 6.

5.4 2-step Classification

For the 2-step classification we needed to train two
classifiers, one for the binary pronoun–other dis-
tinction and one for the distinction between the
different target pronouns. For the first classifier we
chose classifiers that gave high precision and rea-
sonable recall on the other class from the 1-step
classifiers. Across language pairs the best results
we saw before submission was to either use only
the POS or EPOS feature groups, or all features. In
addition we tried using either IWSLT or all train-
ing data for this classifier. We had the best results
using the following feature sets and data for the
first binary classifier:
• de-en: all data, all features,
• fr-en: IWSLT, all features
• en-de: all data, POS
• en-fr: IWSLT, EPOS
Overall we tended to get better precision for the

other class using (E)POS and better recall using
all features. The fact that (E)POS-patterns gave a
high precision, indicates that the other class tends
to occur in different contexts than pronouns.

For the pronoun classifier we used the full fea-
ture set and only experimented with using either
IWSLT or all data for training. We had the best
results with all training data for en-fr and with
IWSLT for the other language pairs, similar to the
results for 1-step classification. The results for the
2-step classifier are shown in Table 7, labeled as
primary. We choose to submit the 2-step classifier
as our primary system since it performed best on
the dev data for from English, and only slightly
worse in the other direction. We believe that there
is room for similar improvements with the 2-step
classifier as with the 1-step classifier with more
careful feature engineering. We leave this for fu-
ture work.

5.5 Final results

Table 7 shows our submitted and final results on
the TED dev set and on the WMT 2016 official test
set. For the submitted system we unfortunately
had a bug in the feature extraction for de-en and fr-
en, which severely affected the scores, so for these
systems we also show scores with the bug cor-
rected. For the dev set we see that we could con-
siderably improve the submitted scores by more
careful feature engineering for all language pairs
except de-en, but that we had worse or equal re-
sults for this feature set with large training data.

For the test set the primary 2-step system was
better than the 1-step system only for translation
from English. The final feature set helped mainly
for de-en, which it did not on the dev set. For en-
de and en-fr the final 1-step system did not beat
the submitted 2-step system, as it did for the dev
set. Adding more training data gave improvements
or nearly equal scores for all language pairs. The
discrepancy of the results between the dev and
test sets could partly be explained by the differ-
ent distribution of pronouns, especially for the rare
classes that are important for Macro-R. It is also
likely that our classifier has over-fitted somewhat
to our dev data. In the workshop our best submit-
ted system ended up in 2nd place for en-fr, which
had the highest number of submissions.

6 Conclusion

We described the UU-Stymne system for the
WMT shared task on cross-lingual pronoun pre-
diction. We used linear SVMs with a high num-
ber of features, the most successful being local
context, especially in German and French, source
pronouns, and dependency heads. For the binary
choice between pronoun and other we found part-
of-speech patterns highly useful.
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Abstract

This paper presents baseline models us-
ing linear classifiers for the pronoun trans-
lation task at WMT 2016. We explore
various local context features and include
history features of potential antecedents
extracted by means of a simple PoS-
matching strategy. The results show the
difficulties of the task in general but also
represent valuable baselines to compare
other more-informed systems with. Our
experiments reveal that the predictions of
English correspondences for given am-
biguous pronouns in French and German
is easier than the other way around. This
seems to verify that predictions, which
need to follow more complex agreement
constraints, require more reliable informa-
tion about the referential links of the to-
kens to be inserted.

1 Introduction

This short system paper describes the baseline
classifier we have submitted to the shared task on
cross-lingual pronoun prediction at WMT 2016.
The goal of the submission is to provide yet an-
other baseline that is slightly more informed than
the language model baseline provided by the or-
ganisers otherwise. In the following, we will
briefly discuss the model and our feature engineer-
ing efforts. Thereafter, we discuss the results for
each language pair and conclude.

2 The Model

Our model follows the setup of our submissions
from last year to the same task at the workshop
on discourse in machine translation (Tiedemann,
2015; Hardmeier et al., 2015). Again, we apply a

linear SVM classifier out-of-the-box using liblin-
ear (Fan et al., 2008) with its L2-loss SVC dual
solver without any dedicated optimisation of regu-
larisation parameters. This year, we did not ex-
periment with alternative classifiers and rely on
our positive experience from our previous exper-
iments. Similar to our previous submission, we
explore various context windows in source and tar-
get language and optimise the feature model in a
brute-force manner on the provided development
data.

The scenario is slightly different from the pre-
vious year. First of all, there is an additional lan-
guage pair and the reverse direction for both lan-
guage pairs is also explored. The four sub-tasks
have different complexity as they cover different
sets of target classes and different types of phe-
nomena. However, we do not treat the language
pairs differently and run our training procedures
in a language-independent mode using the same
kind of feature extraction for all of them. A dif-
ference is also that we can rely on the provided
coarse-grained PoS labels in the target language
as another source of information. However, we
cannot make use of the inflectional information in
the target language as the data sets are now lem-
matised. This is a serious handicap for the sys-
tem as the morphological features disambiguate
the choice very well as we have seen last year.

We played with various variants of the feature
model trying to systematically study the impact of
certain extraction methods on classification per-
formance. The following extraction parameters
are explored:

• Source language context before the pronoun
in question

• Source language context after the pronoun in
question
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he she it they you this these there OTHER
he 30 0 1 0 0 0 0 0 0 31
she 0 11 3 5 1 0 0 0 1 21
it 5 2 95 8 0 1 0 2 1 114

they 2 2 6 61 4 0 0 1 2 78
you 0 1 2 11 89 0 0 0 3 106
this 0 1 7 0 0 2 0 1 2 13

these 0 0 0 0 0 0 0 0 0 0
there 0 0 4 0 0 0 0 12 0 16

OTHER 1 0 8 7 12 0 0 0 76 104
-SUM- 38 17 126 92 106 3 0 16 85

Table 1: The confusion matrix for German–English. Columns represent the predicted classes.

• Target language context before the place-
holder token

• Target language context after the placeholder
token

• Bag-of-word context versus context marked
by relative position

• Lowercasing versus original casing

• Separate PoS and word features versus con-
catenated word/PoS features versus both
types (separate and concatenated)

All of those features only explore local context
which was quite successful in the previous year
especially the local context in the target language.
The new edition with lemmatised data, however,
requires additional knowledge to make basic de-
cisions that would otherwise work with local fea-
tures. Last year, we included history features that
list target language tokens aligned to preceding de-
terminers and their local context as part of the po-
tential antecedents that could determine pronoun
choice based on gender and number agreement.
The impact of these features was not very signif-
icant. However, with lemmatised data those fea-
tures become more interesting.

We rely on the same procedure, simply includ-
ing a fixed number of previous items without em-
ploying any kind of coreference resolution or deep
linguistic analyses. However, this time we can rely
on PoS labels to select the items we would like
to include. Assuming that simple noun-phrases
are common antecedents we define a pattern for
matching PoS labels in prior context (determiners,
nouns and proper nouns):

(DET|NOUN|NAM|NOM|PRON)

Furthermore, assuming that the nearest noun
phrases have the highest likelihood to represent
the referenced item, we extract the n closest words

that match the pattern above. n is another param-
eter that we explore in tuning the model.

3 The Results

After running various combinations of parameters
we ended up with settings that work best on the
development data. First of all, lowercasing did
not help but made things slightly worse. Adding
relative position information to the context fea-
tures also seems to work, so we always applied
this method. Splitting tokens into separate features
for lemma and PoS is also beneficial but additional
keeping the concatenated variant has a positive ef-
fect.

We tested different sizes of the context window
by varying the number of tokens before and after
the source language pronoun and before and after
the target language place-holder between zero and
five in all combinations. Table 3 lists the final set-
tings that gave the highest macro-averaged recall
value on the development data.

We can see that the local context is rather small
and the system does not seem to benefit from
adding more data from surrounding context that
is further away than 3-4 tokens. Note that we
use position information for each token extracted
from the context as discussed above. This worked
slightly better than a bag-of-words approach that
suffers less from data sparseness.

We also tried to optimise the number of an-
tecedent candidate features coming from the his-
tory based on the PoS matching approach de-
scribed earlier. We tried up to ten candidates but
our models performed best with only a few of
them in the feature model. In particular, we used
four candidates for French–English and two can-
didates for all other language pairs. Using more
confused the system and the performance on de-
velopment data went down.

Finally, the official scores obtained using our
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ce elle elles il ils cela on OTHER
ce 57 1 0 5 2 1 0 2 68

elle 4 8 0 8 1 1 0 1 23
elles 1 1 2 0 20 1 0 0 25

il 1 11 0 40 2 5 2 0 61
ils 0 0 9 4 56 0 0 2 71

cela 0 4 0 9 0 14 0 4 31
on 0 0 2 0 2 0 5 0 9

OTHER 0 2 1 1 0 3 3 75 85
-SUM- 63 27 14 67 83 25 10 84

Table 2: The confusion matrix for English–French. Columns represent the predicted classes.

source target
language before after before after
Eng–Ger 1 0 4 4
Ger–Eng 1 4 3 4
Eng–Fre 1 3 1 3
Fre–Eng 3 1 3 4

Table 3: Final context windows used for each lan-
guage pair.

Macro-averaged
language precision recall F1 accuracy
Eng–Ger 60.43 44.69 45.24 65.80
Ger–Eng 75.05 69.76 70.02 77.85
Eng–Fre 57.11 57.50 56.99 68.90
Fre–Eng 70.54 62.98 63.72 78.96

Table 4: The official results of our submitted sys-
tems.

submitted systems are listed in 4. There is quite
some variation in the quality of our classifiers. Es-
pecially English–German is quite poor, in partic-
ular in terms of macro-averaged recall, which is
used as the official score of the campaign. The
reason for this is not entirely clear but the confu-
sion matrix presented below give some ideas about
the situation.

3.1 English – German

The task for English–German includes only five
target classes but seems (at least for our classi-
fier) to be the hardest case. Our macro-averaged
recall score is far below the other language pairs,
which suggests that the model does not work well
for small classes. The confusion matrix in Ta-
ble 5 illustrates this as well. Recall for “er” and
“man” is zero in both cases and this effects the of-
ficial score significantly. The confusion between
the more common classes “sie” and “es” with
“OTHER” is also striking. The overall accuracy
is also the worst among all language pairs consid-
ering that this sub-task has the lowest number of
target classes involved.

er sie es man OTHER
er 0 3 10 0 2 15
sie 1 89 26 0 8 124
es 2 7 77 0 15 101

man 0 1 6 1 0 8
OTHER 1 26 23 0 85 135
-SUM- 4 126 142 1 110

Table 5: The confusion matrix for English–
German. Columns represent the predicted classes.

3.2 German – English

The results for German–English look much more
promising. The overall accuracy is almost 78%,
which is quite successful for a classification task
with nine target classes. The confusion matrix in
Table 1 shows the distribution of predicted labels
and the model picks up the signals quite well for
all classes. Even smaller classes like “she” and
“there” work pretty well and we believe that the
local context is again most informative for those
decisions. The scores for “this” with its very few
examples cause some problems for the macro-
averaged recall score and “she” is also more fre-
quently misclassified than bigger classes. Besides
those issues, we are quite satisfied with the result
for this language pair.

3.3 English – French

Similar to English–German, English–French also
seems to be a harder case. The overall accuracy is
in the same range as for English–German, slightly
above, but now for eight classes, which is harder.
The confusion matrix in Table 2 shows the fre-
quent misclassifications for “elle” and “cela” and
especially “elles”, which is classified as “ils” in
most of the cases. Even other classes show quite
some confusion and the overall score is much be-
low predicting pronoun translations in the other di-
rection as we will see below.
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he she it they this these there OTHER
he 22 0 6 0 0 0 0 4 32
she 0 15 3 0 0 0 0 0 18
it 6 5 35 3 1 0 3 4 57

they 0 0 1 77 0 0 0 2 80
this 0 0 1 1 0 0 1 0 3

these 0 0 0 2 1 1 0 0 4
there 0 0 0 1 0 0 46 1 48

OTHER 4 1 5 10 1 0 2 63 86
-SUM- 32 21 51 94 3 1 52 74

Table 6: The confusion matrix for French–English. Columns represent the predicted classes.

3.4 French – English
French–English is the best performing language
pair in terms of overall accuracy. However, the
macro-averaged scores are significantly below the
scores for German–English; still a lot better than
the predictions from English to the other two lan-
guages. The biggest problem appears in the small
classes “this” and “these” but this effects the over-
all accuracy only little. Another class that seems
more difficult is “it” with its around 64% F1 score
and “he” is not much better. However, overall the
model performs rather well for this language pair
condering the limited information that is available
to the classifier.

4 Conclusions

This paper presents baseline classifiers for the
pronoun translation task at WMT 2016. Our
linear classifier uses local context features and
antecedent candidates from a simple PoS-based
matching procedure. The results are satisfactory
especially for the predictions of pronoun corre-
spondences in English. This seems to be a sim-
pler task than guessing the correct translations of
the ambiguous English third-person pronouns into
French and German with their grammatical gen-
der and corresponding agreement problems. Our
model shows that simple classifiers without further
linguistic pre-processing can be used to obtain de-
cent baseline scores in this difficult task. However,
the prediction quality is still rather low and its use
in machine translation or other cross-lingual appli-
cations remains to be seen.
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Abstract

We present our submission to the cross-
lingual pronoun prediction (CLPP) shared
task for English-German and English-
French at the First Conference on Machine
Translation (WMT16). We trained a Max-
imum Entropy (MaxEnt) classifier based
on features from Wetzel et al. (2015),
that we adapted to the new task and ap-
plied to a new language pair. Addi-
tional features such as n-grams of the
pronoun context and prediction of NULL-
translations proved helpful to a varying
degree. Experiments with a sequence
classifier over pronoun sequences did not
show any improvements. Our submis-
sion is among the top three systems for
English-French (61.62% macro-averaged
recall) and in the middle range for English-
German (48.72%) out of nine submis-
sions.

1 Introduction

Translation of pronouns is a non-trivial task due
to ambiguities in the source language (event pro-
nouns, referential and non-referential uses) and
due to diverging usage of pronouns between two
languages (e.g. morphological differences includ-
ing gender and number, pro-drop languages, pref-
erence of passive construction with expletive it).
In the recent past there has been work on analysing
these differences and various approaches to tackle
the problem exist (Hardmeier and Federico, 2010;
Le Nagard and Koehn, 2010; Guillou, 2012;
Weiner, 2014; Hardmeier et al., 2014; Guillou et
al., 2014) including the submissions to the CLPP
shared task (Hardmeier et al., 2015).

This shared task is organized again this year
(Guillou et al., 2016). In addition to the English-

French language pair, it introduces data sets for
English-German, as well as the inverse translation
directions from French and German into English.
The task is to predict a target-side pronoun from a
closed set of classes for each subject-position 3rd
person pronoun in the source language.

One of the major differences to the shared task
from last year is the target-side data. It comes
in the form of lemmatized tokens with their Part-
of-Speech (POS) tag, instead of the full word
forms. This makes the task more challenging,
since agreement features of words surrounding a
pronoun are no longer available. For example all
the determiners are mapped to one generic form
irrespective of their gender or number. One can
also argue that it makes the task more realistic,
when considering Statistical Machine Translation
(SMT) as the driving goal. SMT systems do not
necessarily produce the correct target-side surface
word forms and approaches to pronoun translation
should not rely on error-free translations of the rel-
evant context. This change therefore helps with
handling more noisy or underspecified input.

In this paper we focus on learning to predict
translations of pronouns from English into French
and German. The set of source pronouns (i.e. it
and they) is the same for both language pairs. For
French, the closed target classes are: ce, elle, elles,
il, ils, cela, on, OTHER and for German they are:
er, sie, es, man, OTHER.

We use a MaxEnt classification model to learn
pronoun predictions. This work is based on
findings in (Wetzel et al., 2015). We incorpo-
rate source- and target-side bag-of-words context
window features based on tokens and POS tags,
a target-side pronoun antecedent feature and a
target-side Language Model (LM) feature. Fur-
thermore, we focus on predicting cases where the
source pronoun does not have a corresponding
translation and is therefore aligned to a special

620



NONE token. We conduct additional experiments
in an attempt to exploit the sequential character of
coreference chains that contain pronouns by using
linear-chain Conditional Random Fields (CRFs).

2 Related Work

The CLPP shared task from last year (Hardmeier
et al., 2015) had eight contributions and a very
strong baseline. The official macro-averaged F1
metric ranked the baseline highest, however in
terms of accuracy, a few of the submission man-
aged to perform better.

Tiedemann (2015) explores models for CLPP
with the focus on using only simple features. The
major simplification is that no coreference res-
olution is performed. Experiments on using a
sequence model for classification are reported,
which makes predictions based on previous clas-
sification choices. However, only a degradation
of performance was observed. One possible rea-
son for that is that not every preceding classi-
fication choice corresponds to a mention of the
same entity, and hence should only influence the
current choice if it does. This distinction was
not captured by (Tiedemann, 2015). We also ex-
plore the usefulness of a sequence classifier, how-
ever our sequences are more informed in that they
follow automatically resolved source-side corefer-
ence chains.

Pham and van der Plas (2015) train a Multi-
Layer Perceptron. Features consist of word-
embeddings of local context words, averaged word
vectors of target-side antecedents of a pronoun
obtained via automatic coreference chains from
the source projected to the target side via word-
alignments and additional vectors containing mor-
phological information. They use a subset of the
types of our features, however integration is via
word-embeddings and training is based on Neural
Networks. They could not find any improvements
when including target-side antecedents via source
side coreference chains.

3 Features

In this section we motivate and describe the types
of features we extract for learning the MaxEnt
classifier and the CRF models. For a more detailed
description of the features from last year, please
refer to (Wetzel et al., 2015).

3.1 Context window

For each training instance, i.e. for each source pro-
noun for which we want a prediction, we extract a
bag of words consisting of the ±3 tokens around
the source pronoun. Additionally, we extract the
tokens in the ±3 context window of the aligned
target pronoun. The source-side feature consists
of tokens in their full form, whereas the target-side
feature uses the lemmatized tokens from the train-
ing data.

Additionally, we extract POS tags for these to-
kens. For the source side we automatically ob-
tain POS tags with StanfordCoreNLP (Lee et al.,
2013). For the target side the POS tags are pro-
vided as part of the training and test data.

A common strategy to improve linear classi-
fiers is to include combinations of features so that
the classifier can tune additional weights if pre-
dictive n-gram combinations provide useful infor-
mation. Therefore, we experiment with combin-
ing the above context window features within each
type. In addition to the unigram values, we extract
n-gram values by concatenating adjacent tokens or
POS tags.

All of the above features are extracted both from
the source and the target side.

3.2 Pleonastic pronouns

Pleonastic pronouns are non-referential pronouns,
i.e. they do not have an antecedent in the dis-
course. They behave differently compared to ref-
erential pronouns, e.g. grammatical agreement re-
quirements do not exist. We use Nada (Bergsma
and Yarowsky, 2011) to get an estimate if a partic-
ular pronoun is pleonastic and integrate this esti-
mate directly as feature value into our classifier.

Furthermore, the Stanford deterministic coref-
erence system (Lee et al., 2013), which we use
in the feature described in Section 3.4, only has
a very basic rule-based detection mechanism for
pleonastic pronouns. Intuitively, Nada’s estimates
should therefore counterbalance erroneous han-
dling in coreference resolution.

This feature is only applied on the source side.

3.3 Language Model prediction

LMs provide a probability of a sequence of words
trained on large monolingual corpora and are
used in SMT as a model to encourage fluency,
i.e. producing typical target-language sentences.
Wetzel et al. (2015) incorporated a LM feature

621



based on the preceding 5-gram context of a tar-
get pronoun, by utilising the conditional prob-
ability P (classLabel5|w1, w2, w3, w4), where
classLabel is one of the class labels from the
closed set of target classes, or the OTHER class,
and w are the preceding words. This ignored
any information following the pronoun, which
could as well be indicative of the correct pre-
diction. Therefore, we expand the feature to
provide a rating for the entire sentence, i.e.
P (〈s〉, w1, ..., classLabel, ..., wn, 〈/s〉), where n
is the sentence length, and 〈s〉 and 〈/s〉 are sen-
tence boundary markers.

The class label that produces the highest scor-
ing sentence according to the LM is then used as
a feature value in our classifier. To obtain such a
prediction for the class labels that correspond to
pronouns we can directly substitute the target-side
pronoun placeholder with each class label when
querying the LM.

The OTHER class requires special treatment,
since it does not occur as such in the LM train-
ing data. We approximate the probability for this
class in the same way as described in (Wetzel et
al., 2015). We first collect frequencies of words
that are tagged as OTHER from the training data.
Then we query the LM with the top-n words as
substitute for the placeholder. The highest scor-
ing word within that group then competes as rep-
resentative for OTHER against the probabilities of
the rest of the class labels.

This feature is only applied on the target side.

3.4 Antecedent information

The antecedent feature proved useful in (Wetzel
et al., 2015). Intuitively, if we know the closest
target-side antecedent of a referential target-side
pronoun, we have access to additional information
such as grammatical gender and number. Both in
German and French, the pronoun has to agree in
gender and number with its antecedent. Further-
more, the fact whether we find an antecedent at all
should be useful information as well, since it sep-
arates referential from non-referential cases.

We perform antecedent detection with the help
of source-side coreference chains. We follow the
source-side chain that contains the source pronoun
of interest in reverse order (i.e. towards the be-
ginning of the document) and check if the token
that is aligned to the source-side mention head is
a noun. If it is not, the search proceeds. The

Corpus en-de en-fr

NC9 63.72 25.12
IWSLT15 68.55 31.25
TEDdev 60.00 34.31

Table 1: Percentage of NONE within the OTHER

class.

reason why we do not just search for the closest
noun-antecedent on the source side and then take
its projection is that nouns do not necessarily have
to align to nouns, but could be aligned to NULL,
pronouns, etc. We take the closest noun that we
can find on the target side.

Since the target side only contains lemma in-
formation, where all gender- or number-specific
information has been removed from nouns (or
merged to the same token for e.g. determiners),
we cannot apply a morphological tagger to give us
this information. Therefore, we resort to a simpler
method and look up the most frequent gender for
a given lemma in a lexicon. We only experiment
with this feature on the English-German task.

All of the above features are extracted from the
target side (with the help of source-side annota-
tion).

3.5 Predicting NONE

Source pronouns do not necessarily have a coun-
terpart in the target language. These cases are
recorded in the training data with NONE labels and
occur very frequently (cf. Table 1). However, they
are not part of the official set of class labels and
mapped to the OTHER class for training and test-
ing. If we know that a source pronoun does not
have a translation, then this might be useful in
an SMT scenario, where a feature function could
score phrases higher that do not contain target-
side pronouns. For CLPP our expectation is that
it should help to improve prediction performance
for the very heterogeneous OTHER class.

For training the classifiers we therefore first
map all NONE cases from OTHER to NONE, train
with the above features and map the final predic-
tions back to OTHER before evaluation.

3.6 Pronoun prediction in a sequence

The MaxEnt classifier makes the assumption that
the translation of the pronoun is only dependent on
the source and target contexts and the antecedent
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Sequence length %

1 74.45
2 15.34
3 5.34
4 2.21
5 1.08

Table 2: Percentage of sequence lengths up to 5 in
the English-German training data (IWSLT15 and
NC9) for the ALLINONE setup.

Gender Frequency

Masculine 20878
Feminine 21221
Neuter 12894

Total 54993

Table 3: Number of nouns with gender informa-
tion in the raw Zmorge lexicon (zmorge-lexicon-
20150315) for German.

it refers to (for referential pronouns). This ignores
the fact that pronouns are part of a longer chain of
co-referring expressions, among them other pro-
nouns.

Therefore, we first prepare the training and test
data such that all pronoun instances that belong
to the same coreference chain form one training or
testing sequence. We then train a linear-chain CRF
with the same features as given above instead of a
MaxEnt classifier to predict an optimal sequence
of target pronouns, rather than making each pre-
diction independently of the other pronouns. This
way, typical patterns of pronoun sequences can be
learnt, which might help with the prediction. Ta-
ble 2 gives the distribution of sequence lengths.

4 Experiments

We first describe the experimental setup of our
systems, then briefly describe the data we used and
provide information about feature and parameter
settings. Finally, we report our results on develop-
ment and test data.

4.1 Systems

We use Mallet (McCallum, 2002) for training the
MaxEnt classifiers and CRF models. For the
MaxEnt classifier we use the default settings. For

the CRF we train three-quarter order models (i.e.
one weight for each 〈feature, label〉 pair, and one
for each 〈current label, previous label〉 pair) and
only allow label transitions that have been ob-
served in the training data.

In all experiments, we have two setups. The
POSTCOMBINED setup, where we split the train-
ing and test data for each source pronoun into
separate sets, train separate classifiers and com-
bine the predictions after classification. And the
ALLINONE setup, where we do not split the data.

The systems marked with initial consist of the
context window features, the pleonastic pronoun
feature, the LM feature and the antecedent in-
formation (without gender information). We use
fGender to refer to the gender feature, 3-gram win-
dow to refer to the n-grams from the context win-
dow and fNone to refer to the NONE-prediction
feature. Systems marked with sequence are the
CRF models. We submit the best performing sys-
tem according to the official macro-averaged re-
call measure on the development set for each lan-
guage pair as primary test set submission.

The official BASELINE uses LM predictions
similarly to our LM feature. Additionally, it at-
tempts to find the optimal predictions for a sen-
tence, if there are multiple pronouns that have to
be predicted. It has a NULL penalty parameter that
determines the influence of not predicting a pro-
noun at all. For a more detailed description, please
refer to the shared task paper (Guillou et al., 2016).

4.2 Data

For training, we only extract information from
the IWSLT15 and NewsCommentary (NC9) cor-
pus. We do not employ the provided Europarl
corpus, as it does not come with predefined docu-
ment boundaries other than parliamentary sessions
of a complete day. For development, we use the
TEDdev set. For the final submission on the of-
ficial test set we include TEDdev in the training
data.

4.3 Features and parameters

For the LM feature, we take the provided trained
models from the shared task, which are 5-gram
modified Kneser-Ney LMs that work on lemma-
tized text. We use KenLM (Heafield, 2011) for
obtaining probabilities. As proxy for the OTHER

class we use the top 35 words for German, and the
top 70 for French.
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Mac-R Acc

BASELINE 34.35 42.81

ALLINONE-initial 39.24 56.14
+ fGender 40.00 57.37
+ fGender, 3-gram window 41.21 57.72
+ fGender, 3-gram win, fNone 40.86 58.77

ALLINONE-sequence-initial 35.67 54.91

Table 4: System performance in percent for
English-German on the development data set.

For gender detection of German antecedents we
use the lexicon from Zmorge (Sennrich and Kunz,
2014). Gender distribution of nouns is given in
Table 3. When a noun has multiple genders in
the lexicon, we take the most frequent one for that
noun.

The different parameters such as context win-
dow size were taken from our findings of the previ-
ous year (Wetzel et al., 2015). The n-grams of the
context window are extracted for n=1..3 including
beginning- and end-of-sentence markers if neces-
sary.

4.4 Results

The results on the development set are given in
Table 4 for English-German and in Table 5 for
English-French. The final results including the
ranks on the official test set of the shared task are
given in Table 6.

The initial systems in each language-pair per-
form much better than the baseline, which is espe-
cially noticeable in English-French. Adding the
gender feature to the English-German classifier
shows some good improvements in performance,
thereby confirming the usefulness of adding gen-
der information.

The additional feature that predicts NONE as
possible translation is helpful for the English-
French pair. Results on English-German showed
a decrease in performance with respect to macro-
averaged recall. This decrease is surprising, es-
pecially considering the much larger frequency of
NONE in the German data set (cf. Table 1).

5 Discussion

In general, performance is considerably lower for
English-German compared to English-French, de-
spite the former having a much smaller set of class

Mac-R Acc

BASELINE 40.63 49.73

ALLINONE-initial 52.25 69.98
+ 3-gram window 54.68 73.36
+ 3-gram window, fNone 57.34 74.25

ALLINONE-sequence-initial 49.27 64.65

Table 5: System performance in percent for
English-French on the development data set.

en-de en-fr
Mac-R Acc Mac-R Acc

ALLINONE 48.725 66.326 61.624 71.313

POSTCOMBINED 47.75 64.75 59.83 68.63
BASELINE-1 n/a n/a 50.85 53.35
BASELINE-2 47.86 54.31 n/a n/a

Table 6: Official shared task results. Ranks of our
primary submission are given in subscripts with a
total of nine submissions for each language pair.

er si
e

es m
an

O
T

H
E

R

Total

er 4/4 2/2 3/8 · 6/1 15
sie 3/2 73/100 11/15 3/· 34/7 124
es 2/· 9/4 61/85 2/· 27/12 101
man · ·/1 2/4 1/1 5/2 8
OTHER 2/1 11/17 7/16 · 115/101 135

Total 11/7 95/124 84/128 6/1 187/123 383

ce el
le

el
le

s

il ils ce
la

on O
T

H
E

R

Total
ce 58/60 · · 6/6 ·/1 1/· · 3/1 68
elle 2/2 10/9 2/· 5/8 ·/1 2/3 · 2/· 23
elles 2/· 2/· 3/6 · 15/17 1/· ·/1 2/1 25
il 5/6 1/6 · 43/43 2/1 4/3 2/2 4/· 61
ils · · 9/7 · 54/63 · · 8/1 71
cela · 3/1 · 8/7 · 15/20 1/1 4/2 31
on · · · ·/1 2/4 · 6/4 1/· 9
OTHER 1/3 1/· · 4/7 1/· 1/1 ·/2 77/72 85
Total 68/71 17/16 14/13 66/72 74/87 24/27 9/10 101/77 373

Table 7: Confusion matrices for the ALLINONE

classifier on the English-German (top) and
English-French (bottom) test set. Row labels are
gold labels and column labels are labels as they
were classified. Dots represent zeros. Numbers
to the left represent our shared task submissions,
numbers to the right are for the results when we
removed the LM feature from these submissions.
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en-de en-fr
Mac-R Acc Mac-R Acc

ALLINONE 48.72 66.32 61.62 71.31
− fAntecedent 46.24 64.23 61.89 71.85
− fLM 55.76 75.98 63.03 74.26

Table 8: Feature ablation results on the test set
when removing the antecedent or LM feature from
our submitted systems.

labels to choose from. One reason for that might
be that in the former setting, the OTHER class is
even more heterogeneous than in French, and tak-
ing apart this class to the same degree as in the
English-French data sets might be beneficial.

Performance between development and test sets
varies greatly despite similar class label distri-
butions (except for a much smaller amount of
OTHER instances in the English-French test set).
To a certain degree this is expected, however the
big changes in performance suggest that there are
other differences in the data sets which are worth
exploring.

Training a MaxEnt classifier where we substi-
tute our LM feature with predictions from the
shared task baseline performed slightly worse.
This suggests that a simpler LM feature is suffi-
cient when included in the classifier, and that joint
prediction of multiple target pronouns within one
sentence is not necessary. However, we did not
tune the NULL penalty of the baseline model.

The confusion matrix for English-German in
Table 7 (top-left) shows that OTHER is over-
predicted, which might explain the overall lower
performance of the system compared to other par-
ticipants. Furthermore, es and sie are confused
by our classifier. For English-French in Table 7
(bottom-left) one can observe that the biggest con-
fusion is between gender in plural pronouns (i.e.
elles and ils). This might be because we did not
include any explicit gender information as feature.
As above, the OTHER class is also very confused
over all cases.

Similarly to our findings from last year, the
POSTCOMBINED setup scored consistently worse
on the test sets (and only once slightly better on
the development set). This provides evidence, that
splitting the training data according to source pro-
nouns is counterproductive. Furthermore, it might
even be worse for the inverse prediction tasks,
since there are a lot more source pronouns, hence

making the available data even sparser.
The lemmatization of the French data merges

singular and plural forms of il into one lemma,
similarly for elle. The baseline which uses the LM
trained on the lemmatized data is therefore never
able to predict the plural forms of these two pro-
nouns, resulting in zero precision and recall. This
is confirmed by the corresponding confusion ma-
trix. This might also have an indirect impact on
the performance of our classifiers, since they use
LM prediction as a feature.

Feature ablation experiments shown in Table 8
revealed that the antecedent feature is helpful for
English-German, but not for English-French. One
possible explanation for this might be that we do
not have gender information of the antecedent in
French and only adding the antecedent itself might
not be sufficient.

Additional ablation experiments showed that
the LM feature in fact hurts performance. Re-
moving this feature gives a boost in performance,
which brings our systems to the second place
(first for accuracy) for English-German and to
the third place (second for accuracy) for English-
French. This contradicts findings from experi-
ments we conducted for last year’s shared task,
where adding baseline predictions, which are very
similar to our LM feature, greatly improved re-
sults. An explanation for this behaviour could be
that the LM this year was trained on lemmatized
text and therefore performs much worse than when
trained on original data. Confusion matrices for
these results are given in Table 7 (numbers to the
right). For both language pairs we are now under-
predicting OTHER, however gaining accuracy on
the classes representing pronouns.

6 Conclusion

We experimented with MaxEnt classifiers for
CLPP applied to English-German and English-
French. Some of the features are only useful for
one of the two language pairs. Adding LM predic-
tions considerably worsened performance, which
is contrary to experiments performed on last year’s
shared task. Modelling pronoun sequences with
CRFs did not prove useful at all.

The greatly varying degree of performance be-
tween development and test sets relativizes any
findings of the shared task, and it should be fur-
ther investigated what the cause of that is.
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Abstract

This paper presents the systems developed
by LIUM and CVC for the WMT16 Mul-
timodal Machine Translation challenge.
We explored various comparative meth-
ods, namely phrase-based systems and at-
tentional recurrent neural networks mod-
els trained using monomodal or multi-
modal data. We also performed a hu-
man evaluation in order to estimate the
usefulness of multimodal data for human
machine translation and image description
generation. Our systems obtained the best
results for both tasks according to the auto-
matic evaluation metrics BLEU and ME-
TEOR.

1 Introduction

Recently, deep learning has greatly impacted the
natural language processing field as well as com-
puter vision. Machine translation (MT) with deep
neural networks (DNN), proposed by (Kalchbren-
ner and Blunsom, 2013; Sutskever et al., 2014)
and (Bahdanau et al., 2014) competed successfully
in the last year’s WMT evaluation campaign (Bo-
jar et al., 2015).

In the same trend, generating descriptions from
images using DNNs has been proposed by (Elliott
et al., 2015). Several attempts have been made to
incorporate features from different modalities in
order to help the automatic system to better model
the task at hand (Elliott et al., 2015; Kiros et al.,
2014b; Kiros et al., 2014a).

This paper describes the systems developed by
LIUM and CVC who participated in the two pro-
posed tasks for the WMT 2016 Multimodal Ma-
chine Translation evaluation campaign: Multi-
modal machine translation (Task 1) and multi-
modal image description (Task 2).

The remainder of this paper is structured in two
parts: The first part (section 2) describes the archi-
tecture of the four systems (two monomodal and
two multimodal) submitted for Task 1. The stan-
dard phrase-based SMT systems based on Moses
are described in section 2.1 while the neural MT
systems are described in section 2.2 (monomodal)
and section 3.2 (multimodal). The second part
(section 3) contains the description of the two
systems submitted for Task 2: The first one is a
monomodal neural MT system similar to the one
presented in section 2.2, and the second one is a
multimodal neural machine translation (MNMT)
with shared attention mechanism.

In order to evaluate the feasibility of the multi-
modal approach, we also asked humans to perform
the two tasks of this evaluation campaign. Results
show that the additional English description sen-
tences improved performance while the straight-
forward translation of the sentence without the im-
age did not provide as good results. The results of
these experiments are presented in section 4.

2 Multimodal Machine Translation

This task consists in translating an English sen-
tence that describes an image into German, given
the English sentence itself and the image that it
describes.

2.1 Phrase-based System

Our baseline system for task 1 is developed fol-
lowing the standard phrase-based Moses pipeline
as described in (Koehn et al., 2007), SRILM
(Stolcke, 2002), KenLM (Heafield, 2011), and
GIZA++ (Och and Ney, 2003). This system is
trained using the data provided by the organizers
and tuned using MERT (Och, 2003) to maximize
BLEU (Papineni et al., 2002) and METEOR (Lavie
and Agarwal, 2007) scores on the validation set.
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We also used Continuous Space Language
Model1 (CSLM) (Schwenk, 2010) with the auxil-
iary features support as proposed by (Aransa et al.,
2015). This CSLM architecture allows us to use
sentence-level features for each line in the train-
ing data (i.e. all n-grams in the same sentence will
have the same auxiliary features). By this means,
better context specific LM estimations can be ob-
tained.

We used four additional scores to rerank 1000-
best outputs of our baseline system: The first two
scores are obtained from two separate CSLM(s)
trained on the target side (i.e. German) of the par-
allel training corpus and each one of the following
auxiliary features:

• VGG19-FC7 image features: The auxiliary
feature used in the first CSLM are the image
features provided by the organizers which are
extracted from the FC7 layer (relu7) of the
VGG-19 network (Simonyan and Zisserman,
2014). This allows us to train a multimodal
CSLM that uses additional context learned
from the image features.

• Source side sentence representation vec-
tors: We used the method described in (Le
and Mikolov, 2014) to compute continuous
space representation vector for each source
(i.e. English) sentence that will be provided
to the second CSLM as auxiliary feature. The
idea behind this is to condition our target lan-
guage model on the source side as additional
context.

The two other scores used for n-best reranking
are the log probability computed by our NMT sys-
tem that will be described in the following sec-
tion and the score obtained by a Recurrent Neural
Network Language Model (RNNLM) (Mikolov et
al., 2010). The weights of the original moses fea-
tures and our additional features were optimized
to maximize the BLEU score on the validation set.

2.2 Neural MT System

The fundamental model that we experimented2

is an attention based encoder-decoder approach
(Bahdanau et al., 2014) except some notable
changes in the recurrent decoder called Condi-
tional GRU.

1github.com/hschwenk/cslm-toolkit
2github.com/nyu-dl/dl4mt-tutorial

We define by X and Y , a source sentence of
length N and a target sentence of length M re-
spectively. Each source and target word is rep-
resented with an embedding vector of dimension
EX and EY respectively:

X = (x1, x2, ..., xN ), xi ∈ REX (1)

Y = (y1, y2, ..., yM ), yj ∈ REY (2)

A bidirectional recurrent encoder reads an input
sequenceX in forwards and backwards to produce
two sets of hidden states based on the current in-
put and the previous hidden state. An annotation
vector hi for each position i is then obtained by
concatenating the produced hidden states.

An attention mechanism, implemented as a sim-
ple fully-connected feed-forward neural network,
accepts the hidden state ht of the decoder’s recur-
rent layer and one input annotation at a time, to
produce the attention coefficients. A softmax acti-
vation is applied on those attention coefficients to
obtain the attention weights used to generate the
weighted annotation vector for time t. The initial
hidden state h0 of the decoder is determined by a
feed-forward layer receiving the mean annotation
vector.

We use Gated Recurrent Unit (GRU) (Chung et
al., 2014) activation function for both recurrent en-
coders and decoders.

2.2.1 Training
We picked the following hyperparameters for all
NMT systems both for Task 1 and Task 2. All
embedding and recurrent layers have a dimen-
sionality of 620 and 1000 respectively. We used
Adam as the stochastic optimizer with a mini-
batch size of 32, Xavier weight initialization (Glo-
rot and Bengio, 2010) and L2 regularization with
λ = 0.0001 except the monomodal Task 1 sys-
tem for which the choices were Adadelta, sam-
pling from N (0, 0.01) and L2 regularization with
λ = 0.0005 respectively.

The performance of the network is evaluated on
the validation split using BLEU after each 1000
minibatch updates and the training is stopped if
BLEU does not improve for 20 evaluation periods.
The training times were 16 and 26 hours respec-
tively for monomodal and multimodal systems on
a Tesla K40 GPU.

Finally, we used a classical left to right beam-
search with a beam size of 12 for sentence gener-
ation during test time.
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2.3 Data

Phrase-based and NMT systems for Task 1 are
trained using the dataset provided by the organiz-
ers and described in Table 1. This dataset con-
sists of 29K parallel sentences (direct translations
of image descriptions from English to German) for
training, 1014 for validation and finally 1000 for
the test set. We preprocessed the dataset using the
punctuation normalization, tokenization and low-
ercasing scripts from Moses. In order to general-
ize better over the compound structs in German,
we trained and applied a compound splitter3 (Sen-
nrich and Haddow, 2015) over the German vocab-
ulary of training and validation sets. This reduces
the target vocabulary from 18670 to 15820 unique
tokens. During translation generation, the splitted
compounds are stitched back together.

Side Vocabulary Words

English 10211 377K
German 15820 369K

Table 1: Training Data for Task 1.

2.4 Results and Analysis

The results of our phrase-based baseline and the
four submitted systems are presented in Table 2.
The BL+4Features system is the rescoring of the
baseline 1000-best output using all the features de-
scribed in 2.1 while BL+3Features is the same but
excluding FC7 image features. Overall, we were
able to improve test set scores by around 0.4 and
0.8 on METEOR and BLEU respectively over a
strong phrase-based baseline using auxiliary fea-
tures.

Regarding the NMT systems, the monomodal
NMT achieved a comparative BLEU score of
32.50 on the test set compared to 33.45 of the
phrase-based baseline. The multimodal NMT sys-
tem that will be described in section 3.2, obtained
relatively lower scores when trained using Task 1’s
data.

3 Multimodal Image Description
Generation

The objective of Task 2 is to produce German de-
scriptions of images given the image itself and one
or more English descriptions as input.

3github.com/rsennrich/wmt2014-scripts

3.1 Visual Data Representation

To describe the image content we make use
of Convolutional Neural Networks (CNN). In a
breakthrough work, Krizhevsky et al. (Krizhevsky
et al., 2012) convincingly show that CNNs yield
a far superior image representation compared
to previously used hand-crafted image features.
Based on this success an intensified research ef-
fort started to further improve the representations
based on CNNs. The work of Simonyan and
Zisserman (Simonyan and Zisserman, 2014) im-
proved the network by breaking up large convolu-
tional features into multiple layers of small con-
volutional features, which allowed to train a much
deeper network. The organizers provide these fea-
tures to all participants. More precisely they pro-
vide the features from the fifth convolutional layer,
and the features from the second fully connected
layer of VGG-19. Recently, Residual Networks
(ResNet) have been proposed (He et al., 2015).
These networks learn residual functions which are
constructed by adding skip layers (or projection
layers) to the network. These skip layers pre-
vent the vanishing gradient problem, and allow for
much deeper networks (over hundred layers) to be
trained.

To select the optimal layer for image representa-
tion we performed an image classification task on
a subsection of images from SUN scenes (Xiao et
al., 2010). We extract the features from the various
layers of ResNet-50 and evaluate the classifica-
tion performance (Figure 1). The results increase
during the first layers but stabilize from Block-4
on. Based on these results and considering that
a higher spatial resolution is better, we have se-
lected layer ’res4fx’ (end of Block-4, after ReLU)
for the experiments on multimodal MT. We also
compared the features from different networks on
the task of image description generation with the
system of Xu et al. (Xu et al., 2015). The results
for generating English descriptions (Table 3) show
a clear performance improvement from VGG-19
to ResNet-50, but comparable results are obtained
when going to ResNet-152. Therefore, given the
increase in computational cost, we have decided to
use ResNet-50 features for our submission.

3.2 Multimodal NMT System

The multimodal NMT system is an extension of
(Xu et al., 2015) and the monomodal NMT system
described in Section 2.2.
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System Description
Validation Set Test Set

METEOR (norm) BLEU METEOR (norm) BLEU

Phrase-based Baseline (BL) 53.71 (58.43) 35.61 52.83 (57.37) 33.45

BL+3Features 54.29 (58.99) 36.52 53.19 (57.76) 34.31
BL+4Features 54.40 (59.08) 36.63 53.18 (57.76) 34.28
Monomodal NMT 51.07 (54.87) 35.93 49.20 (53.10) 32.50
Multimodal NMT 44.55 (47.97) 28.06 45.04 (48.52) 27.82

Table 2: BLEU and METEOR scores on detokenized outputs of baseline and submitted Task 1 systems.
The METEOR scores in parenthesis are computed with -norm parameter.
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Figure 1: Classification accuracy on a subset of
SUN scenes (Xiao et al., 2010) for ResNet-50:
The colored groups represent the building blocks
while the bars inside are the stacked blocks (He et
al., 2015).

Network BLEU-1 BLEU-2 BLEU-3 BLEU-4
VGG-19 58.2 31.4 18.5 11.3

ResNet-50 68.4 45.2 30.9 21.1
ResNet-152 68.3 44.9 30.7 21.1

Table 3: BLEU scores for various deep features
on the image description generation task using the
system of Xu et al. (Xu et al., 2015).

The model involves two GRU layers and an at-
tention mechanism. The first GRU layer computes
an intermediate representation s

′
j as follows:

s
′
j = (1− z′

j)� s
′
j + z

′
j � sj−1 (3)

s
′
j = tanh(W

′
E[yj−1] + r

′
j � (U

′
sj−1)) (4)

r
′
j = σ(W

′
rE[yj−1] + U

′
rsj−1) (5)

z
′
j = σ(W

′
zE[yj−1] + U

′
zsj−1) (6)

where E is the target word embedding, s
′
j is the

hidden state, r
′
j and z

′
j are the reset and update

gate activations. W
′
, U

′
r, W

′
r , U

′
r, W

′
z and U

′
z are

the parameters to be learned.
A shared attention layer similar to (Firat et

al., 2016) that consists of a fully-connected feed-
forward network is used to compute a set of
modality specific attention coefficients emod

ij at

each timestep j:

emod
ij = Uatt tanh(Wcatth

mod
i +Watts

′
j) (7)

The attention weight between source modality
context i and target word j is computed by apply-
ing a softmax on emod

ij :

αij =
exp(etxtij )

∑N
k=1 exp(etxtkj )

(8)

βij =
exp(eimg

ij )
∑196

k=1 exp(eimg
kj )

(9)

The final multimodal context vector cj is obtained
as follows:

cj = tanh(
N∑

i=1

αij h
txt
i +

196∑

i=1

βij h
img
i ) (10)

The second GRU generates sj from the interme-
diate representation s

′
j and the context vector cj as

follows:

sj = (1− zj)� sj + zj � s
′
j (11)

sj = tanh(Wcj + rj � (Us
′
j)) (12)

rj = σ(Wrcj + Urs
′
j) (13)

zj = σ(Wzcj + Uzs
′
j) (14)

where s
′
j is the hidden state, rj and zj are the reset

and update gate activations. W , Ur, Wr, Ur, Wz

and Uz are the parameters to be learned.
Finally, in order to compute the target word, the

following formulations are applied:

oj = Lo tanh(E[yj−1] + Lssj + Lccj) (15)

P (yj |yj−1, sj , cj) = Softmax(oj) (16)

where Lo, Ls and Lc are trained parameters.
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Figure 2: The architecture of the multimodal NMT system. The boxes with ∗ refers to a linear trans-
formation while Φ(Σ) means a tanh applied over the sum of the inputs. The figure depicts a running
instance of the network over a single example.

3.2.1 Generation
Since we are provided 5 source descriptions for
each image in order to generate a single German
description, we let the NMT generate a German
description for each source and pick the one with
the highest probability and preferably without an
UNK token.

3.3 Data

The organizers provided an extended version of
the Flickr30K Entities dataset (Elliott et al., 2016)
which contains 5 independently crowd-sourced
German descriptions for each image in addition to
the 5 English descriptions originally found in the
dataset. It is possible to use this dataset either by
considering the cross product of 5 source and 5 tar-
get descriptions (a total of 25 description pairs for
each image) or by only taking the 5 pairwise de-
scriptions leading to 725K and 145K training pairs
respectively. We decided to use the smaller subset
of 145K sentences.

Side Vocabulary Words

English 16802 1.5M
German 10000 1.3M

Table 4: Training Data for Task 2.

The preprocessing is exactly the same as Task 1
except that we only kept sentence pairs with sen-
tence lengths ∈ [3, 50] and with a ratio of at most
3. This results in a final training dataset of 131K

sentences (Table 4). We picked the most frequent
10K German words and replaced the rest with an
UNK token for the target side. Note that com-
pound splitting was not done for this task.

3.4 Results and Analysis

System
Validation Test

METEOR BLEU METEOR BLEU

Monomodal 36.3 24.0 35.1 23.8
Multimodal 34.4 19.3 32.3 19.2

Table 5: BLEU and METEOR scores of our NMT
based submissions for Task 2.

As we can see in Table 5, the multimodal system
does not surpass monomodal NMT system. Sev-
eral explanations can clarify this behavior. First,
the architecture is not well suited for integrating
image and text representations. This is possible
as we did not explore all the possibilities to bene-
fit from both modalities. Another explanation is
that the image context contain too much irrele-
vant information which cannot be discriminated
by the lone attention mechanism. This would need
a deeper analysis of the attention weights in order
to be answered.

4 Human multimodal translation and/or
description

To evaluate the importance of the different modali-
ties for the image description generation and trans-
lation task, we have performed an experiment
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Method BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR
Image + sentences 54.30 35.95 23.28 15.06 39.16

Image only 51.26 34.74 22.63 15.01 38.06
Sentence only 39.37 23.27 13.73 8.40 32.98

Our system 60.61 44.35 31.65 21.95 33.59

Table 6: BLEU and METEOR scores for human
translation/description generation experiments.

where we replace the computer algorithm with hu-
man participants. The two modalities are the five
English description sentences, and the image. The
output is a single description sentence in German.
The experiment asks the participants for the fol-
lowing tasks:

• Given both the image and the English de-
scriptions: ’Describe the image in one sen-
tence in German. You can get help from the
English sentences provided.’

• Given only the image: ’Describe the image
in one sentence in German.’

• Given only one English sentence: ’Translate
the English sentence into German.’

The experiment was performed by 16 native Ger-
man speakers proficient in English with age rang-
ing from 23 to 54 (coming from Austria, Germany
and Switzerland, of which 10 are female and 6
male). The experiment is performed on the first 80
sentences of the validation set. Participants per-
formed 10 repetitions for each task, and not re-
peating the same image across tasks. The results
of the experiments are presented in Table 6. For
humans, the English description sentences help to
obtain better performance. Removing the image
altogether and providing only a single English de-
scription sentence results in a significant drop. We
were surprised to observe such a drop, whereas we
expected good translations to obtain competitive
results. In addition, we have provided the results
of our submission on the same subset of images;
humans clearly obtain better performance using
METEOR metrics, but our approach is clearly out-
performing on the BLEU metrics. The participants
were not trained on the train set before performing
the tasks, which could be one of the reasons for
the difference. Furthermore, given the lower per-
formance of only translating one of the English de-
scription sentences on both metrics, it could pos-
sibly be caused by existing biases in the data set.

5 Conclusion and Discussion

We have presented the systems developed by
LIUM and CVC for the WMT16 Multimodal Ma-
chine Translation challenge. Results show that in-
tegrating image features into a multimodal neural
MT system with shared attention mechanism does
not yet surpass the performance obtained with a
monomodal system using only text input. How-
ever, our multimodal systems do improve upon an
image captioning system (which was expected).
The phrase-based system can benefit from rescor-
ing with multimodal neural language model as
well as rescoring with a neural MT system.

We have also presented the results of a human
evaluation performing the same tasks as proposed
in the challenge. The results are rather clear: im-
age captioning can benefit from multimodality.
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Abstract

We present a doubly-attentive multimodal
machine translation model. Our model
learns to attend to source language and
spatial-preserving CONV5,4 visual fea-
tures as separate attention mechanisms in
a neural translation model. In image de-
scription translation experiments (Task 1),
we find an improvement of 2.3 Meteor
points compared to initialising the hidden
state of the decoder with only the FC7 fea-
tures and 2.9 Meteor points compared to a
text-only neural machine translation base-
line, confirming the useful nature of at-
tending to the CONV5,4 features.

1 Introduction

Our system learns to translate image descriptions
using both the source language descriptions and
the images. We integrate an attention-based neu-
ral network for machine translation and image de-
scription in a unified model, in which two sep-
arate attention mechanisms operate over the lan-
guage and visual modalities. We believe that this
is a principled approach to learning which source
words and which areas of the image to attend to
when generating words in the target description.

We are inspired by recent successes in using at-
tentive models in both neural machine translation
(NMT) and neural image description. Originally,
in non-attentive NMT models, the entire source
sentence is encoded into a single vector which is
in turn used by the decoder to generate a transla-
tion (Cho et al., 2014; Sutskever et al., 2014). In
a similar vein, image description models can use a
vector encoding the image as input for the descrip-
tion generation process (Vinyals et al., 2015; Mao
et al., 2015, inter-alia).

Bahdanau et al. (2014) first proposed a NMT
model with an attention mechanism over the
source sentence. Their model is trained so that
the decoder learns to attend to words in the source
sentence when translating each token in the tar-
get sentence. Xu et al. (2015) introduced a similar
attention-based neural image description model.
In this case, the attention mechanism learns which
parts of the image to attend to while generating
words in the description.

When translating image descriptions, given
both the source description and the source image
(i.e., the setting for Task 1), we believe that both
modalities can provide cues for generating the tar-
get language description. The source description
provides the content for translation, but in cases
where this may be ambiguous, the image features
can provide contextual disambiguation. The sys-
tem we propose is a first step towards integrating
both modalities using attention mechanisms.

Previous work has demonstrated the plausibility
of multilingual multimodal natural language pro-
cessing. Elliott et al. (2015) showed how to gen-
erate descriptions of images in English and Ger-
man by learning and transferring features between
independent neural image description models. In
comparison, our approach is a single end-to-end
model over the source and target languages with
attention mechanisms over both the source lan-
guage and the visual features.

2 Model Description

We represent the source language with a bi-
directional recurrent neural network (RNN) with
a gated recurrent unit (GRU) that computes, for
each word, forward and backward source annota-
tion vectors

−→
hi and

←−
hi . The final source annotation

vector for a word hi is the concatenation of both
[
−→
hi ;
←−
hi ].
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We use the visual features released by the
shared task organisers, extracted from the pre-
trained VGG-19 convolutional neural network
(CNN) (Simonyan and Zisserman, 2015).

The organisers release two types of visual fea-
tures according to the layer they were extracted
from: FC7 features are extracted from the fi-
nal fully-connected layer (FC7), which encode
information about the entire image in a 4096-
dimensional feature vector; and CONV5,4 fea-
tures, extracted from the final convolutional layer
(CONV5,4), namely a 196 x 512 dimensional ma-
trix where each row (i.e., a 512D vector) repre-
sents features from a specific spatial ‘patch’ and
therefore encodes information about that specific
‘patch’ (i.e., area) of the image.

2.1 FC7-initialised model
In this model, we use visual features extracted
from the final fully-connected FC7 layer from the
pre-trained VGG-19 CNN. These features rep-
resent an abstract summary of the entire im-
age and crucially are not spatially aware, unlike
the CONV5,4 features we use in the subsequent
double-attention model. We integrate the FC7 fea-
tures into the initial state of the decoder.

We first affine-transform the 4096D FC7 image
feature vector i into the source language bidirec-
tional RNN hidden states dimensionality, where
the affine transformation parameters (WI , bI ) are
trained jointly with the model:

iproj = i ·WI + bI . (1)

We then simply sum these projected image fea-
tures iproj with the first source language context
vector h1, obtained by the encoder bidirectional
RNN, and use the resulting vector as input to a
feed-forward neural network finit used to initialise
the decoder hidden state:

s0 = finit(h1 + iproj) (2)

2.2 Doubly-attentive model
The goal of the doubly-attentive model is to in-
tegrate separate attention mechanisms over the
source language words and visual features in a sin-
gle decoder. Similarly to the FC7 model, we rep-
resent the source language using a bi-directional
RNN with GRUs. We use visual features extracted
from the CONV5,4 layer of the VGG-19 CNN
alongside the FC7 features. The CONV5,4 fea-
tures consist of a 196 x 512 dimensional matrix,

where each row represents features from a specific
spatial ‘patch’. Analogous to how the attention
mechanism for the source language can focus on
specific words or phrases in the source description,
the image attention mechanism can focus on spe-
cific parts of the image (Xu et al., 2015).

Our doubly-attentive decoder is conditioned on
the source sentence and the image via the two sep-
arate attention mechanisms, as well as the previ-
ous hidden state of the decoder and the previously
emitted word. Therefore, in computing the de-
coder hidden state st at time step t, the decoder
has access to the following information:

• it – the image context vector for the current
time step obtained via attention over the im-
age representation;

• ct – the source language context vector for
the current time step obtained via attention
over the source sentence representation;

• st−1 – the decoder’s previous hidden state;

• yt−1 – the target word emitted by the decoder
in the previous time step.

Figure 1 illustrates the computation of the de-
coder hidden state st according to our doubly-
attentive model.

2.3 Source sequence context vector

To compute the time-dependent source sentence
context vector, we follow Bahdanau et al. (2014)
and use a single-layer feed-forward network fsscore
for computing an expected alignment est,i between
each source annotation vector hi — computed as
the concatenation of forward and backward source
annotation vectors

−→
hi and

←−
hi — and the target

word to be emitted at the current time step t.

est,i = fsscore(hi, st−1, yt−1), (3)

where fsscore uses all source annotation vectors h,
the decoder’s previous hidden state st−1 and the
previously emitted word yt−1 in computing the ex-
pected alignments for the target word at current
time step t. In Equation 4, these alignments are
then normalised and converted into probabilities.

αt,i =
exp (est,i)∑N
j=1 exp (e

s
t,j)

, (4)
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Figure 1: A doubly-attentive decoder learns to independently attend to image patches and source lan-
guage words when generating translations.

where αt,i are weights representing the attention
over the source annotation vectors. The final time-
dependent source context vector ct is a weighted
sum over the source annotation vectors, where
each vector is weighted by the attention weight
αt,i:

ct =

N∑

i=1

αt,ihi. (5)

2.4 Image context vector

The time-dependent image context vectors are
based on the “soft” visual attention mechanism
(Xu et al., 2015). As outlined above, the image
annotation vectors are the features extracted from
CONV5,4 layer, resulting in 196 vectors (each cor-
responding to one of the 14 × 14 patches in the
image) of 512 dimensions each. These annotation
vectors are denoted al (with l = 1 . . . 196) and
are used analogously to the hidden states hi of the
source sentence encoder.

The expected alignments eit,l over the image
features are computed by a single layer feed-
forward network f iscore:

eit,l = f iscore(al, st−1, yt−1), (6)

where f iscore uses all image annotation vectors a,
the decoder previous hidden state st−1 and the pre-

viously emitted word yt−1 in computing the ex-
pected image–target word alignments at current
time step t. In Equation 7 these expected align-
ments are further normalised and converted into
probabilities, as in the source context vector.

αi
t,l =

exp (eit,l)∑L
j=1 exp (e

i
t,j)

, (7)

where αi
t,i are the model’s image attention

weights. A time-dependent image context vec-
tor it is then computed by using these attention
weights.

it =

N∑

l=1

αi
t,lal. (8)

Ideally, this image context vector it captures the
image patches that are relevant to the current state
of the decoder and for generating the next word.

3 Experiments

We report results for Task 1, which uses the trans-
lated data in the Multi30K corpus (Elliott et al.,
2016). English and German descriptions in the
Multi30K were normalised and tokenized, and
compounds in German descriptions were further
split in a pre-processing step1.

1We use the scripts in the Moses SMT Toolkit to nor-
malise, tokenize and split compounds (Koehn et al., 2007).
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Meteor

Moses 52.3
CONV5,4-Multimodal NMT 46.4
FC7-Multimodal NMT 44.1
Text-only Attention NMT 43.5
Elliott et al. (2015) 24.7

Table 1: Results for our models on Task 1. We
find that attending over the source language and
CONV5,4 visual features is better than not using
image features (text-only, attentive NMT model)
and also just initialising an attention-based de-
coder with FC7 features.

Throughout, we parameterise our models us-
ing 300D word embeddings, 1000D hidden states,
and 1000D context vectors; the source and tar-
get languages are estimated over the entire vo-
cabularies. Our non-recurrent matrices are ini-
tialised by sampling from a Gaussian distribution
(µ = 0, σ = 0.01), recurrent matrices are orthog-
onal and bias vectors are all initialised to zero. We
apply dropout on the source language words (en-
coder) and before the readout operation (decoder)
with probability of 0.3 and apply no other regu-
larisation. We apply early stopping for model se-
lection based on Meteor scores (Denkowski and
Lavie, 2014), and if it has not increased for 20
epochs on a validation set, training is halted. The
models are trained using the Adadelta optimizer
(Zeiler, 2012) with an initial learning rate of 0.005.

In Table 1 we compare our models — CONV5,4

and FC7-Multimodal NMT — against a text-only,
attention-based NMT baseline, the Moses transla-
tion baseline (Koehn et al., 2007) and the multi-
lingual image description baseline (Elliott et al.,
2015). First, it is clear that the Moses SMT base-
line is very strong, given that it is only trained
over the parallel text without any visual informa-
tion. Our models are unable to match the perfor-
mance of Moses, however, we do see a substantial
increase of 20-22 Meteor points compared to the
independent image description models (Elliott et
al., 2015). The magnitude of the difference shows
the importance of learning the source and target
language representations in a single joint model.

We also observe improvements in Meteor when
we compare our double-attentive CONV5,4 model
against the FC7 initialised model (2.3 points) and

against a text-only NMT model (2.9 points).
Our results indicate that incorporating image

features in multimodal models helps, as compared
to our text-only NMT baseline. Even though our
neural models — both text-only and multimodal
models — fall short of the SMT baseline perfor-
mance, we believe that the use of neural architec-
tures for this task is more principled, due to the
ability to incorporate images and translations in
one network that is trained end-to-end.

4 Conclusions and Future Work

We present a model which incorporates multi-
ple multimodal attention mechanisms into a neu-
ral machine translation decoder. Source language
and visual attention mechanisms have been well-
studied in the recent literature, but our results indi-
cate that multimodal attention appears to be more
complex than simply combining two independent
attention mechanisms. In particular, we hoped
to find a greater improvement from adding vi-
sual features, relative to text-only models. How-
ever, the Multi30k dataset is relatively small, with
a small vocabulary and simple syntactic struc-
tures (Elliott et al., 2016). Whereas SMT models
can be trained effectively on such datasets, neural
models usually perform best when a large amount
of data is available. We believe that as the amount
of data in multimodal translation datasets increase,
neural models will become more competitive.

In future work we plan to study why the source
language attention mechanism contributes more to
the model than the visual attention. We believe
that using the source language context vector ct
may help when computing the image context vec-
tor it. We also plan to investigate other attention
mechanisms, for instance the “hard” attention as
proposed by Xu et al. (2015). Soft attention may
be too diffuse in this setting, especially over the
large set of image context vectors.
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Abstract

We present a novel neural machine trans-
lation (NMT) architecture associating vi-
sual and textual features for translation
tasks with multiple modalities. Trans-
formed global and regional visual features
are concatenated with text to form attend-
able sequences which are dissipated over
parallel long short-term memory (LSTM)
threads to assist the encoder generating a
representation for attention-based decod-
ing. Experiments show that the proposed
NMT outperform the text-only baseline.

1 Introduction

In fields of machine translation, neural network at-
tracts lots of research attention recently that the
encoder-decoder framework is widely used. Nev-
ertheless, the main drawback of this neural ma-
chine translation (NMT) framework is that the de-
coder only depends on the last state of the encoder,
which may deteriorate the performance when the
sentence is long. To overcome this problem, atten-
tion based encoder-decoder framework as shown
in Figure 1 is proposed. With the attention model,
in each time step the decoder depends on both the
previous LSTM hidden state and the context vec-
tor, which is the weighted sum of the hidden states
in the encoder. With attention, the decoder can
“refresh” it’s memory to focus on source words
that may help to translate the correct words rather
than only seeing the last state of the sentences
where the words in the sentence and the ordering
of words are missing.

Most of the machine translation task only focus
textual sentences of the source language and target
language; however, in the real world, the sentences
may contain information of what people see. Be-
yond the bilingual translation, in WMT 16’ multi-
modal translation task, we would like to translate

Figure 1: Attention-based neural machine
translation framework using a context vector to
focus on a subset of the encoding hidden states.

the image captions in English into German. With
the additional information from images, we would
further resolve the problem of ambiguity in lan-
guages. For example, the word “bank” may refer
to the financial institution or the land of the river’s
edge. It would be confusing if we only look at the
language itself. In this task, the image may help to
disambiguate the meaning if it shows that there is
a river and thus the “bank” means “river bank”.

In this paper, we explore approaches to integrat-
ing multimodal information (text and image) into
the attention-based encoder-decoder architecture.
We transform and make the visual features as one
of the steps in the encoder as text, and then make
it possible to attend to both the text and the image
while decoding. The image features we used are
(visual) semantic features extracted from the en-
tire images (global) as well as the regional bound-
ing boxes proposed by the region-based convolu-
tional neural networks (R-CNN) (Girshick et al.,
2014). In the following section, we first describe
the related works, and then we introduce the pro-
posed multimodal attention-based NMT in Section
3, followed by re-scoring of the translation can-
didates in Section 4. Finally we demonstrate the
experiments in Section 5.

2 Related Work

As the advances of deep learning, Neural Machine
Translation (NMT) (Kalchbrenner and Blunsom,
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2013; Jean et al., 2014) leveraging encode-
decoder architecture attracts research attention.
Under the NMT framework, less domain knowl-
edge is required and large training corpora can
compensate for it. However, encoder-decoder
structure encodes the source sentence into one
fixed-length vector, which may deteriorate the
translation performance as the length of source
sentences increasing. (Bahdanau et al., 2014) ex-
tended encoder-decoder structure that the decoder
only focuses on parts of source sentence. (Lu-
ong et al., 2015) further proposed attention-based
model that combine global, attending to all source
words, and local, only focusing on a part of source
words, attentional mechanism.

Rather than using the embedding of each
modality independently, Some works (Hardoon
et al., 2004; Andrew et al., 2013; Ngiam et al.,
2011; Srivastava and Salakhutdinov, 2014) focus
on learning joint space of different modalities. In
machine translation fields, (Zhang et al., 2014; Su
et al., 2015) learned phrase-level bilingual repre-
sentation using recursive auto-encoder. Beyond
textual embedding, (Kiros et al., 2014) proposed
CNN-LSTM encoder to project two modalities
into the same space. Based on the jointly learn-
ing of multiple modalities or languages, we find
it possible to evaluate the quality of the transla-
tions that if the space of the translated sentence is
similar to the source sentence or the image, it may
imply that the translated sentence is good.

3 Attention-based Multimodal Machine
Translation

Based on the encoder-decoder framework, the
attention-based model aim to handle the missing
order and source information problems in the basic
encoder-decoder framework. At each time step t
in the decoding phrase, the attention-based model
attends to subsets of words in the source sentences
that can form up the context which can help the de-
coder to predict the next word. This model infers a
variable-length alignment weight vector at based
on the current target state ht and all source states
hs. The context feature vector ct = at · hs is the
weighted sum of the source states hs according to
at, which is defined as:

at(s) =
escore(ht,hs)

∑′
s e

score(ht,h′
s)

(1)

The scoring function score(ht,hs) can be re-

ferred as a content-based measurement of the sim-
ilarity between the currently translating target and
the source words. We utilize a transformation ma-
trix Wa which associates source and target hidden
state to learn the general similarity measure by:

score(ht,hs) = htWahs (2)

We produce an attentional hidden state ĥt by
learning Wc of a single layer perceptron activated
by tanh. The input is simply the concatenation
of the target hidden state ht and the source-side
context vector ct:

ĥt = tanh(Wc[ct;ht]) (3)

After generating the context feature vector and
the attentional hidden state, the target word is
predicted through the softmax layer with the at-
tentional hidden state ht vector by p(yt|x) =
softmax(Wsĥt). The following we will intro-
duce how we incorporate images features based on
the attention models.

3.1 Model 1: LSTM with global visual
feature

Visual features from convolution neural network
(CNN) may provide additional information to tex-
tual features in machine translation with multiple
modalities. As depicted in Figure 2, we propose to
append visual features at the head/tail to the origi-
nal text sequence in the encoding phase. Note that
for simplicity, we omit the attention part in the fol-
lowing figures.

Global (i.e., whole image) visual feature are ex-
tracted from the last fully connected layer known
as fc7, a 4096-dimensional semantic layer in
the 19-layered VGG (Simonyan and Zisserman,
2014). With the dimension mismatch and the in-
herent difference in content between the visual and
textual embedding, a transformation matrix Wimg

is proposed to learn the mapping. The encoder
then encode both textual and visual feature se-
quences to generate the representation for decod-
ing. In the decoding phase, the attention model
weights all the possible hidden states in the encod-
ing phase and produce the context vector ct with
Eq. 1 and Eq. 2 for NMT decoding.

3.2 Model 2: LSTM with multiple regional
visual features

In addition to adding only one global visual fea-
ture, we extend the original NMT model by in-
corporating multiple regional features in the hope
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Figure 2: Model 1: Attention-based NMT with single additional global visual feature. Decoder may
attend to both text and image steps of encoding. For clarity, the possible attention path is hidden here.

Figure 3: Model 2: Attention-based NMT with multiple additional regional visual features.

that those regional visual attributes would assist
LSTM to generate better and more accurate repre-
sentations. The illustration of the proposed model
is depicted in 3. We will first explain how to deter-
mine multiple regions from one image and explain
how these visual features are extracted and sorted.

Intuitively, objects in an image are most likely
to appear in both source and target sentences.
Therefore. we utilize the region proposal network
(RPN) in the region-based convolutional neural
network (Ren et al., 2015) (R-CNN) to identify
objects and their bounding boxes in an image and
then extract visual feature from those regions. In
order to integrate these images to the original se-
quence in the LSTM model, we design a heuris-
tic approach to sort those visual features. The
regional features are fed in the ascending order
of the size of the bounding boxes; followed by
the original global visual feature and the text se-
quence. Visual features are sequentially fed in
such order since important features are designed
to be closer to the encoded representation. Heuris-
tically, larger objects may be more noticeable and
essential in an image described by both the source
and target language contexts.

In the implementation, we choose top 4 regional

objects plus the whole image and then extracted
their fc7 with VGG-19 to form the visual se-
quence followed by the text sequence. If there are
less than 4 objects recognized in the original im-
age, zero vectors are padded instead for the batch
process during training.

3.3 Model 3: Parallel LSTM threads

To further alleviate the assumption that regional
objects share some pre-defined order, we further
propose a parallel structure as shown in Figure 4.
The encoder of NMT is composed of multiple en-
coding threads where all the LSTM parameters are
shared. In each thread, a (regional) visual fea-
ture is followed by the text sequence. This par-
allel structure would associate the text to the most
relevant objects in the encoding phase and distin-
guish them when computing attention during de-
coding. Intuitively, the text sequence follows a
regional object would be interpreted as encoding
the visual information with the textual description
(i.e., encoding captions as well as visual features
for that object). An encoder hidden state for at-
tention can be interpreted as the “word” imprinted
by the semantics features of some regional object.
The decoder can therefore distinctively attend to
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Figure 4: Model 3: Parallel LSTM threads with multiple additional regional visual features.

words that describe different visual objects in mul-
tiple threads.

In the encoding phase, parameters in LSTM are
shared over threads. All possible hidden states
over multiple threads are recorded for attention.
At the end of encoding phase, the outputs of differ-
ent encoding threads are fused together to generate
the final embedding of the whole sentence as well
as all the image objects. In the decoding phase,
candidates of global attention are all the text hid-
den states over multiple threads. For example, at
time t, the decoder may choose to attend to ‘bear’
at the second thread (which sees a teddy bear im-
age at the beginning) as well as the ’bear’ in the
global image thread. At time t + 1, the decoder
may switch to another thread and focus on “the
man” with the person image.

For implementation simplicity for batch train-
ing, we limit the number of regional objects to 4
and add one global image thread. We also choose
an average pooling in the encoder fusion process
and back-propagate accordingly.

4 Re-scoring of Translation Candidates

In the neural machine translation, the easiest way
to decode is to greedily get the words with highest
probability step-by-step. To achieve better perfor-
mance, ensemble of models are required. Transla-
tion candidates are generated from multiple mod-
els, and we aim to figure out which candidate
should be the best one. The following we de-
scribe the approaches we investigated to re-score
the translation candidates using monolingual and
bilingual information.

4.1 Monolingual Re-scoring

To evaluate the quality of the translation, the most
simple approach is to check whether the translated
sentences are readable. To achieve this, using lan-
guage model is an effective way to check whether
the sentences fit into the model that trained on a
large corpus. If the language model score is high,
it implies that the sentence holds the high proba-
bility to be generated from the corpus. We trained
a single layer LSTM with 300 hidden state to pre-
dicting the next word. Image caption datasets
MSCOCO and IAPR TC-12 (overall 56,968 sen-
tences) are used as training data.

4.1.1 Bilingual autoencoder

A good translation would also recognize the sen-
tence in the source language. We utilize bilin-
gual autoencoder (Ngiam et al., 2011) depicted as
in Fig.5 to reconstruct source language given the
source language. Bilingual autoencoder only uses
single modality (here we used source language or
target language) and re-constructs the both modal-
ities. We project bilingual information into the
joint space (the bottleneck layer); if the two target
and source sentences have similar representation,
the model is able to reconstruct both sentences.
Moreover, if the similarity of values of bottleneck
layer is high, it may indicate that the source sen-
tence and the translated sentence are similar in
concepts; therefore, the quality of the translation
would be better. The inputs of the autoencoder are
the last LSTM encoder states trained on monolin-
gual image captions dataset. The dimension of the
input layer is 256, and 200 for the middle, and 128
for the joint layer.
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Figure 5: Bilingual auto-encoder to re-construct
both English and German using only one of them.

4.2 Bilingual dictionary

In the WMT 16’ multimodal task, captions are
structured with simple grammars; therefore, only
considering language model may be insufficient
to distinguish good translations. In order to di-
rectly consider whether the concepts mentioned in
the source sentences are all well-translated, we uti-
lize the bilingual dictionary Glosbe1, in which we
use the words in one language extracting the corre-
sponding words in the other language. We directly
count the number of words in the source language
that the synonyms in target language are also in
the translated results as the re-ranking score.

5 Experiments

5.1 Experimental Setup

In the official WMT 2016 multimodal translation
task dataset (Elliott et al., 2016), there are 29,000
parallel sentences from English to German for
training, 1014 for validation and 1000 for testing.
Each sentence describes an image from Flickr30k
dataset (Young et al., 2014). We preprocessed all
the descriptions into lower case with tokenization
and German compound word splitting.

Global visual features (fc7) are extracted with
VGG-19 (Simonyan and Zisserman, 2014). For
regional visual features, the region proposal net-
work in RCNN (Girshick et al., 2014) first recog-
nizes bounding boxes of objects in an image and
then we computed 4096-dimensional fc7 features
from these regions with VGG-19. The RPN of
RCNN is pre-trained on ImageNet dataset 2 and
then fine-tuned on MSCOCO dataset 3 with 80 ob-

1https://glosbe.com/en/de/
2http://image-net.org/
3http://mscoco.org/

Table 1: BLEU and METEOR of the proposed
multimodal NMT

BLEU METEOR
Text baseline 34.5 (0.7) 51.8 (0.7)

m1:image at tail 34.8 (0.6) 51.6 (0.7)
m1:image at head 35.1 (0.8) 52.2 (0.7)

m2:5 sequential RCNNs 36.2 (0.8) 53.4 (0.6)
m3:5 parallel RCNNs 36.5 (0.8) 54.1 (0.7)

ject classes.
We use a single-layered LSTM with 256 cells

and 128 batch size for training. The dimension of
word embedding is 256. Wimg is a 4096 × 256
matrix transforming visual features into the same
embedding space as words. When training NMT,
we follow (Luong et al., 2015) with similar set-
tings: (a) we uniformly initialized all parameters
between -0.1 and 0.1, (b) we trained the LSTM
for 20 epochs using simple SGD, (c) the learning
rate was initialized as 1.0, multiplied by 0.7 af-
ter 12 epochs, (d) dropout rate was 0.8. Note that
the same dropout mask and NMT parameters are
shared by all LSTM threads in model 3.

5.2 Results of Adding Visual Information

The quantitative performance of the proposed
models can be seen in Table 1. We evaluate BLEU
and METEOR scores with tokenization under the
official settings of WMT 2016 multimodal ma-
chine translation challenge. The text-only baseline
is the NMT implementation with global attention.
Adding single global visual feature from an image
at the head of a text sequence improves BLEU by
0.6% and METEOR by 0.4% respectively.

The results show that the additional visual in-
formation improves the translations in this dataset.
However, the lukewarm improvement is not as sig-
nificant as we expected. One possible explana-
tion is that the information required for the multi-
modal translation task is mostly self-contained in
the source text transcript. Adding global features
from whole images do not provide extra supple-
mentary information and thus results in a subtle
improvement.

Detailed regional visual features provide extra
attributes and information that may help the NMT
translates better. In our experiment, the proposed
model2 with multiple regional and one global vi-
sual features showed an improvement of 1.7%
in BLEU and 1.6% in METEOR while model3
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showed an improvement of 2.0% in BLEU and
2.3% in METEOR. The results correspond to our
observation that most sentences would describe
important objects which could be identified by R-
CNN. The most commonly mentioned object is
“person”. It’s likely that the additional attributes
provided by the visual features about the person in
an image help to encode more detailed context and
thus benefit NMT decoding. Other high frequency
objects are “car”, “baseball”, “cellphone”, etc.

For the proposed LSTM with multiple regional
visual features (model 2), the semantic features
in fc7 of the regions-of-interest in an image pro-
vide additional regional visual information to form
a better sentence representation. We also experi-
mented other sorting methods including descend-
ing size, random, and categorical order to generate
the visual sequences. However, ascending-ordered
sequences achieve the best result.

For the proposed parallel LSTM architecture
with regional visual features (model 3), the re-
gional visual features further help the NMT de-
coder to attend more accurately and accordingly
to focus on the right thread where the hidden states
are twiddle by the local visual attributes. The best
result of our models achieve 36.5% in BLEU and
54.1% in METEOR, which is comparable to the
state-of-the-art Moses results in this challenge.

5.3 Results of Re-Scoring

The experimental results of re-scoring are shown
in table 2, we compare our re-scoring methods
based on the candidates generated by our best mul-
timodal NMT modal (model 3). The second row
is the results using LSTM monolingual language
model with hidden size as 300. The reason why we
can barely achieve improvement might be that the
grammar in the caption task is much easier com-
pared to other translation tasks such as dialog or
News; therefore, the candidate sentences with low
score of evaluation (BLEU or METEOR) may also
looks like a sentence, but without relevance to the
source sentence.

The third row shows the re-scoring results with
the bi-lingual autoencoder. This approach results
in drops in both BLEU and METEOR. The rea-
son might be that the quality and quantity of our
Bi-lingual corpus is insufficient for the purpose of
learning a good autoencoder. Furthermore, we ob-
serve the test perplexity is higher than the training
and validation perplexity, showing the over-fitting

Table 2: Results of re-scoring using monolin-
gual LSTM, Bi-lingual auto-encoder, and dictio-
nary based on multimodal NMT results.

BLEU METEOR
Original Model 3 36.5 (0.8) 54.1 (0.7)
Language model 36.3 (0.8) 53.3 (0.6)

Bilingual autoencoder 35.9 (0.8) 53.4 (0.7)
Bilingual dictionary 35.7 (0.8) 55.2 (0.6)

in language modeling and the effects of unknown
words. It’s clear that more investigation is required
for designing a better bilingual autoencoder for re-
scoring.

The last row shows the results using the bilin-
gual dictionary. For each word in the source sen-
tence and the target candidates, we retrieve the
term and the translation in the other language, and
count the number of matching. We can achieve
much more improvement on METEOR compared
to other methods. This is because that the qual-
ity of the translation of captions depends on how
much we correctly translate the objects and their
modifiers. The bad translation can still achieve fair
performance without re-scoring because the sen-
tence structure is similar to good translation. For
example, a lot of sentences start with “A man” and
both good and bad translation can also translate
the sentences start with “Ein Mann”. The bilingual
dictionary is proved to be an efficient re-scoring
approach to distinguish these cases.

6 Conclusions

We enhanced the attention-based neural machine
translation by incorporating information in mul-
tiple modalities. We explored different encoder-
decoder architectures including the LSTM with
multiple sequential global/regional visual and tex-
tual features as states for attention and the parallel
LSTM threads approach. Our best model achieved
2.0% improvement in BLEU score and 2.3% in
METEOR using the visual features of an entire
image and interesting regional objects within. For
re-scoring translation candidates, we investigated
monolingual LSTM language model, bilingual au-
toencoder, and bilingual dictionary re-scoring. We
further achieved an additional 1.1% improvements
in METEOR using a bilingual dictionary. Integra-
tion of more modalities such as audio would be a
challenging but interesting next step.
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Abstract

Neural sequence to sequence learning re-
cently became a very promising paradigm
in machine translation, achieving compet-
itive results with statistical phrase-based
systems. In this system description pa-
per, we attempt to utilize several recently
published methods used for neural se-
quential learning in order to build sys-
tems for WMT 2016 shared tasks of Au-
tomatic Post-Editing and Multimodal Ma-
chine Translation.

1 Introduction

Neural sequence to sequence models are currently
used for variety of tasks in Natural Language Pro-
cessing including machine translation (Sutskever
et al., 2014; Bahdanau et al., 2014), text sum-
marization (Rush et al., 2015), natural language
generation (Wen et al., 2015), and others. This
was enabled by the capability of recurrent neu-
ral networks to model temporal structure in data,
including the long-distance dependencies in case
of gated networks (Hochreiter and Schmidhuber,
1997; Cho et al., 2014).

The deep learning models’ ability to learn a
dense representation of the input in the form of
a real-valued vector recently allowed researchers
to combine machine vision and natural language
processing into tasks believed to be extremely dif-
ficult only few years ago. The distributed rep-
resentations of words, sentences and images can
be understood as a kind of common data type for
language and images within the models. This is
then used in tasks like automatic image captioning
(Vinyals et al., 2015; Xu et al., 2015), visual ques-
tion answering (Antol et al., 2015) or in attempts
to ground lexical semantics in vision (Kiela and
Clark, 2015).

In this system description paper, we bring
a summary of the Recurrent Neural Network
(RNN)-based system we have submitted to the au-
tomatic post-editing task and to the multimodal
translation task. Section 2 describes the archi-
tecture of the networks we have used. Section 3
summarizes related work on the task of automatic
post-editing of machine translation output and de-
scribes our submission to the Workshop of Ma-
chine Translation (WMT) competition. In a sim-
ilar fashion, Section 4 refers to the task of multi-
modal translation. Conclusions and ideas for fur-
ther work are given in Section 5.

2 Model Description

We use the neural translation model with attention
(Bahdanau et al., 2014) and extend it to include
multiple encoders, see Figure 1 for an illustration.
Each input sentence enters the system simultane-
ously in several representations xi. An encoder
used for the i-th representation Xi = (x1i , . . . , x

k
i )

of k words, each stored as a one-hot vector xji , is
a bidirectional RNN implementing a function

f(Xi) = Hi = (h1i , . . . , h
k
i ) (1)

where the states hji are concatenations of the out-
puts of the forward and backward networks after
processing the j-th token in the respective order.

The initial state of the decoder is computed as a
weighted combination of the encoders’ final states.

The decoder is an RNN which receives an em-
bedding of the previously produced word as an
input in every time step together with the hidden
state from the previous time step. The RNN’s out-
put is then used to compute the attention and the
next word distribution.

The attention is computed over each encoder
separately as described by Bahdanau et al. (2014).
The attention vector ami of the i-th encoder in the

646



Figure 1: Multi-encoder architecture used for the multimodal translation.

m-th step of the decoder is

ami =
∑

hk
i in Hi

hki α
k,m
i (2)

where the weights αm
i is a distribution estimated

as

αm
i = softmax

(
vT · tanh(sm +WHiHi)

)
(3)

with sm being the hidden state of the decoder in
time m. Vector v and matrix WHi are learned pa-
rameters for projecting the encoder states.

The probability of the decoder emitting
the word ym in the j-th step, denoted as
P (ym|H1, . . . ,Hn,Y0..m−1), is proportional to

(4)exp

(
Wos

j +

n∑

i=1

Waia
j
i

)

where Hi are hidden states from the i-th encoder
and Y0..m−1 is the already decoded target sen-
tence (represented as matrix, one-hot vector for
each produced word). Matrices Wo and Wai are
learned parameters; Wo determines the recurrent
dependence on the decoder’s state and Wai deter-
mine the dependence on the (attention-weighted)
encoders’ states.

For image captioning, we do not use the at-
tention model because of its high computational
demands and rely on the basic model by Vinyals

et al. (2015) instead. We use Gated Recurrent
Units (Cho et al., 2014) and apply the dropout of
0.5 on the inputs and the outputs of the recurrent
layers (Zaremba et al., 2014) and L2 regulariza-
tion of 10−8 on all parameters. The decoding is
done using a beam search of width 10. Both the
decoders and encoders have hidden states of 500
neurons, word embeddings have the dimension of
300. The model is optimized using the Adam op-
timizer (Kingma and Ba, 2014) with learning rate
of 10−3.

We experimented with recently published im-
provements of neural sequence to sequence learn-
ing: scheduled sampling (Bengio et al., 2015),
noisy activation function (Gülçehre et al., 2016),
linguistic coverage model (Tu et al., 2016). None
of them were able to improve the systems’ perfor-
mance, so we do not include them in our submis-
sions.

Since the target language for both the task was
German, we also did language dependent pre- and
post-processing of the text. For the training we
split the contracted prepositions and articles (am
↔ an dem, zur↔ zu der, . . . ) and separated some
pronouns from their case ending (keinem ↔ kein
-em, unserer↔ unser -er, . . . ). We also tried split-
ting compound nouns into smaller units, but on the
relatively small data sets we have worked with, it
did not bring any improvement.
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3 Automatic Post-Editing

The task of automatic post-editing (APE) aims at
improving the quality of a machine translation sys-
tem treated as black box. The input of an APE
system is a pair of sentences – the original input
sentence in the source language and the translation
generated by the machine translation (MT) sys-
tem. This scheme allows to use any MT system
without any prior knowledge of the system itself.
The goal of this task is to perform automatic cor-
rections on the translated sentences and generate a
better translation (using the source sentence as an
additional source of information).

For the APE task, the organizers provided to-
kenized data from the IT domain (Turchi et al.,
2016). The training data consist of 12,000 triplets
of the source sentence, its automatic translation
and a reference sentence. The reference sentences
are manually post-edited automatic translations.
Additional 1,000 sentences were provided for val-
idation, and another 2,000 sentences for final eval-
uation. Throughout the paper, we report scores
on the validation set; reference sentences for final
evaluation were not released for obvious reasons.

The performance of the systems is measured us-
ing Translation Error Rate (Snover et al., 2006)
from the manually post-edited sentences. We thus
call the score HTER. This means that the goal of
the task is more to simulate manual post-editing,
rather than to reconstruct the original unknown
reference sentence.

3.1 Related Work

In the previous year’s competition (Bojar et al.,
2015), most of the systems were based on the
phrase-base statistical machine translation (SMT)
in a monolingual setting (Simard et al., 2007).

There were also several rule-based post-editing
systems benefiting from the fact that errors intro-
duced by statistical and rule-based systems are of
a different type (Rosa, 2014; Mohaghegh et al.,
2013).

Although the use of neural sequential model is
very straightforward in this case, to the best of our
knowledge, there have not been experiments with
RNNs for this task.

3.2 Experiments & Results

The input sentence is fed to our system in a form of
multiple input sequences without explicitly telling
which sentence is the source one and which one

method HTER BLEU

baseline .2481 62.29
edit operations .2438 62.70
edit operations+ .2436 62.62

Table 1: Results of experiments on the APE task
on the validation data. The ‘+’ sign indicates the
additional regular-expression rules – the system
that has been submitted.

is the MT output. It is up to the network to dis-
cover their best use when producing the (single)
target sequence. The initial experiments showed
that the network struggles to learn that one of
the source sequences is almost correct (even if it
shares the vocabulary and word embeddings with
the expected target sequence). Instead, the net-
work seemed to learn to paraphrase the input.

To make the network focus more on editing
of the source sentence instead of preserving the
meaning of the sentences, we represented the tar-
get sentence as a minimum-length sequence of edit
operations needed to turn the machine-translated
sentence into the reference post-edit. We extended
the vocabulary by two special tokens keep and
delete and then encoded the reference as a se-
quence of keep, delete and insert operations with
the insert operation defined by the placing the
word itself. See Figure 2 for an example.

After applying the generated edit operations on
the machine-translated sentences in the test phase,
we perform a few rule-based orthographic fixes
for punctuation. The performance of the system is
given in Table 1. The system was able to slightly
improve upon the baseline (keeping the translation
as it is) in both the HTER and BLEU score. The
system was able to deal very well with the fre-
quent error of keeping a word from the source in
the translated sentence. Although neural sequen-
tial models usually learn the basic output structure
very quickly, in this case it made a lot of errors in
pairing parentheses correctly. We ascribe this to
the edit-operation notation which obfuscated the
basic orthographic patterns in the target sentences.

4 Multimodal Translation

The goal of the multimodal translation task is to
generate an image caption in a target language
(German) given the image itself and one or more
captions in the source language (English).
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Source Choose Uncached Refresh from the Histogram panel menu.

MT Wählen1 Sie2 Uncached3 ”4 Aktualisieren5 ”6 aus7 dem8 Menü9 des10
Histogrammbedienfeldes11 .15

Reference Wählen1 Sie2 ”4 Nicht12 gespeicherte13 aktualisieren13 ”6 aus7 dem8 Menü9
des10 Histogrammbedienfeldes11 .15

Edit ops. keep1 keep2 delete3 keep4 Nicht12 gespeicherte13 aktualisieren13 delete5 keep6
keep7 keep8 keep9 keep10 keep11 keep15

Figure 2: An example of the sequence of edit operations that our system should learn to produce when
given the candidate MT translation. The colors and subscripts denote the alignment between the edit
operations and the machine-translated and post-edited sentence.

Recent experiments of Elliott et al. (2015)
showed that including the information from the
images can help disambiguate the source-language
captions.

The participants were provided with the
Multi30k dataset (Elliott et al., 2016) which is an
extension of the Flickr30k dataset (Plummer et al.,
2015). In the original dataset, 31,014 images were
taken from the users collections on the image host-
ing service Flickr. Each of the images were given
five independent crowd-sourced captions in En-
glish. For the Multi30k dataset, one of the English
captions for each image was translated into Ger-
man and five other independent German captions
were provided. The data are split into a training set
of 29,000 images, a validation set of 1,014 images
and a test set with 1,000 images.

The two ways in which the image annotation
were collected also lead to two sub-tasks. The
first one is called Multimodal Translation and its
goal is to generate a translation of an image cap-
tion to the target language given the caption in
source language and the image itself. The sec-
ond task is the Cross-Lingual Image Captioning.
In this setting, the system is provided five cap-
tions in the source language and it should generate
one caption in target language given both source-
language captions and the image itself. Both tasks
are evaluated using the BLEU (Papineni et al.,
2002) score and METEOR score (Denkowski and
Lavie, 2011). The translation task is evaluated
against a single reference sentence which is the di-
rect human translation of the source sentence. The
cross-lingual captioning task is evaluated against
the five reference captions in the target language
created independently of the source captions.

4.1 Related Work

The state-of-the-art image caption generators use
a remarkable property of the Convolutional Neu-
ral Network (CNN) models originally designed
for ImageNet classification to capture the seman-
tic features of the images. Although the images in
ImageNet (Deng et al., 2009; Russakovsky et al.,
2015) always contain a single object to classify,
the networks manage to learn a representation that
is usable in many other cases including image cap-
tioning which usually concerns multiple objects in
the image and also needs to describe complex ac-
tions and spacial and temporal relations within the
image.

Prior to CNN models, image classification used
to be based on finding some visual primitives
in the image and transcribing automatically esti-
mated relations between the primitives. Soon af-
ter Kiros et al. (2014) showed that the CNN fea-
tures could be used in a neural language model,
Vinyals et al. (2015) developed a model that used
an RNN decoder known from neural MT for gen-
erating captions from the image features instead of
the vector encoding the source sentence. Xu et al.
(2015) later even improved the model by adapt-
ing the soft alignment model (Bahdanau et al.,
2014) nowadays known as the attention model.
Since then, these models have become a bench-
mark for works trying to improve neural sequence
to sequence models (Bengio et al., 2015; Gülçehre
et al., 2016; Ranzato et al., 2015).

4.2 Phrase-Based System

For the translation task, we trained Moses SMT
(Koehn et al., 2007) with additional language
models based on coarse bitoken classes. We
follow the approach of Stewart et al. (2014):
Based on the word alignment, each target word
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Multimodal translation Cross-lingual captioning
system BLEU METEOR BLEU METEOR

Moses baseline 32.2 54.4 11.3 33.8
MM baseline 27.2 32.6

tuned Moses 36.8 57.4 12.3 35.0
NMT 37.1 54.6 13.6 34.6
NMT + Moses 36.5 54.3 13.7 35.1
NMT + image 34.0 51.6 13.3 34.4
NMT + Moses + image 37.3 55.2 13.6 34.9
— ” —, submitted 31.9 49.6 13.0 33.5

captioning only 9.1 25.3
5 en captions 22.7 38.5
5 en captions + image 24.6 39.3
— ” —, submitted 14.0 31.6

Table 2: Results of experiments with the multimodal translation task on the validation data. At the time
of the submission, the models were not tuned as well as our final models. The first six system are targeted
for the translation task. They were trained against one reference – a German translation of one English
caption. The last four systems are target to the cross-lingual captioning task. They were trained with 5
independent German captions (5 times bigger data).

is concatenated with its aligned source word into
one bitoken (e.g.“Katze-cat”). For unaligned tar-
get words, we create a bitoken with NULL as
the source word (e.g. “wird-NULL”). Unaligned
source words are dropped. For more than one-to-
one alignments, we join all aligned word pairs into
one bitoken (e.g. “hat-had+gehabt-had”). These
word-level bitokens are afterwards clustered into
coarse classes (Brown et al., 1992) and a stan-
dard n-gram language model is trained on these
classes. Following the notation of Stewart et al.
(2014), “400bi” indicates a LM trained on 400
bitoken classes, “200bi” stands for 200 bitoken
classes, etc. Besides bitokens based on aligned
words, we also use class-level bitokens. For ex-
ample “(200,400)” means that we clustered source
words into 200 classes and target words into 400
classes and only then used the alignment to ex-
tract bitokens of these coarser words. The last
type is “100bi(200,400)”, a combination of both
independent clustering in the source and target
“(200,400)” and the bitoken clustering “100bi”.

Altogether, we tried 26 configurations com-
bining various coarse language models. The
best three were “200bi” (a single bitoken LM),
“200bi&(1600,200)&100tgt” (three LMs, each
with its own weight, where 100tgt means a lan-
guage model over 100 word classes trained on the
target side only) and “200bi&100tgt”.

Manual inspection of these three best configura-
tions reveals almost no differences; often the out-
puts are identical. Comparing to the baseline (a
single word-based LM), it is evident that coarse
models prefer to ensure agreement and are much
more likely to allow for a different word or prepo-
sition choice to satisfy the agreement.

4.3 Neural System

For the multimodal translation task, we combine
the RNN encoders with image features. The image
features are extracted from the 4096-dimensional
penultimate layer (fc7) of the VGG-16 Imagenet
network Simonyan and Zisserman (2014) before
applying non-linearity. We keep the weights of
the convolutional network fixed during the train-
ing. We do not use attention over the image fea-
tures, so the image information is fed to the net-
work only via the initial state.

We also try a system combination and add an
encoder for the phrase-based output. The SMT
encoder shares the vocabulary and word embed-
dings with the decoder. For the combination with
SMT output, we experimented with the CopyNet
architecture (Gu et al., 2016) and with encoding
the sequence the way as in the APE task (see Sec-
tion 3.2). Since neither of these variations seems
to have any effect on the performance, we report
only the results of the simple encoder combina-
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Source A group of men are loading cotton onto a truck
Reference Eine Gruppe von Männern lädt Baumwolle auf einen

Lastwagen
Moses eine Gruppe von Männern lädt cotton auf einen Lkw

2 Errors: untranslated “cotton” and capitalization of “LKW”
MMMT Eine Gruppe von Männern lädt

:::::
etwas auf einem Lkw.

Gloss: A group of men are loading
:::::::::
something onto a truck.

CLC Mehrere Personen stehen an einem LKW.
Gloss: More persons stand on a truck.

Source A man sleeping in a green room on a couch.
Reference Ein Mann schläft in einem grünen Raum auf einem Sofa.
Moses Ein Mann schläft in einem grünen Raum auf einem Sofa.
MMMT Ein Mann schläft in einem grünen Raum auf einer Couch.

No error, a correctly used synonym for “couch”.
CLC Eine Frau schläft auf einer Couch.

A man (“Mann”) is mistaken for a woman (“Frau”).

Figure 3: Sample outputs of our multimodal translation (MMMT) system and cross-lingual captioning
(CLC) system in comparison with phrase-based MT and the reference. The MMMT system refers to the
‘NMT + Moses + image’ row and CLC system to the ‘5 captions + image’ row in Table 2.

tion.
Systems targeted for the multimodal translation

task have a single English caption (and eventually
its SMT and the image representation) on its input
and produce a single sentence which is a transla-
tion of the original caption. Every input appears
exactly once in the training data paired with ex-
actly one target sentence. On the other hand, sys-
tems targeted for the cross-lingual captioning use
all five reference sentences as a target, i.e. every
input is present five times in the training data with
five different target sentences, which are all inde-
pendent captions in German. In case of the cross-
lingual captioning, we use five parallel encoders
sharing all weights combined with the image fea-
tures in the initial state.

Results of the experiments with different input
combinations are summarized in the next section.

4.4 Results

The results of both the tasks are given in Table 2.
Our system significantly improved since the com-
petition submission, therefore we report both the
performance of the current system and of the sub-
mitted systems. Examples of the system output
can be found in Figure 3.

The best performance has been achieved by
the neural system that combined all available in-
put both for the multimodal translation and cross-
lingual captioning. Although, using the image as
the only source of information led to poor results,
adding the image information helped to improve

the performance in both tasks. This supports the
hypothesis that for the translation of an image cap-
tion, knowing the image can add substantial piece
of information.

The system for cross-lingual captioning tended
to generate very short descriptions, which were
usually true statements about the images, but the
sentences were often too general or missing im-
portant information. We also needed to truncate
the vocabulary which brought out-of-vocabulary
tokens to the system output. Unlike the transla-
tion task where the vocabulary size was around
20,000 different forms for both languages, having
5 source and 5 reference sentences increased the
vocabulary size more than twice.

Similarly to the automatic postediting task, we
were not able to come up with a setting where the
combination with the phrase-based system would
improve over the very strong Moses system with
bitoken-classes language model. We can therefore
hypothesize that the weakest point of the mod-
els is the weighted combination of the inputs for
the initial state of the decoder. The difficulty of
learning relatively big combination weighting ma-
trices which are used just once during the model
execution (unlike the recurrent connections hav-
ing approximately the same number of parame-
ters) probably over-weighted the benefits of hav-
ing more information on the input. In case of
system combination, more careful exploration of
explicit copy mechanism as CopyNet (Gu et al.,
2016) may be useful.
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5 Conclusion

We applied state-of-the art neural machine transla-
tion models to two WMT shared tasks. We showed
that neural sequential models could be success-
fully applied to the APE task. We also showed that
information from the image can significantly help
while producing a translation of an image caption.
Still, with the limited amount of data provided,
the neural system performed comparably to a very
well tuned SMT system.

There is still a big room for improvement of the
performance using model ensembles or recently
introduced techniques for neural sequence to se-
quence learning. An extensive hyper-parameter
testing could be also helpful.
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Abstract

Bidirectional Recurrent Neural Networks
(BiRNNs) have shown outstanding results
on sequence-to-sequence learning tasks.
This architecture becomes specially inter-
esting for multimodal machine translation
task, since BiRNNs can deal with images
and text. On most translation systems
the same word embedding is fed to both
BiRNN units. In this paper, we present
several experiments to enhance a base-
line sequence-to-sequence system (Elliott
et al., 2015), for example, by using dou-
ble embeddings. These embeddings are
trained on the forward and backward di-
rection of the input sequence. Our sys-
tem is trained, validated and tested on the
Multi30K dataset (Elliott et al., 2016) in
the context of the WMT 2016 Multimodal
Translation Task. The obtained results
show that the double-embedding approach
performs significantly better than the tra-
ditional single-embedding one.

1 Introduction

Sequence-to-sequence learning is a new common
approach to translation problems (Sutskever et al.,
2014). The basic idea consists in mapping the in-
put sentence into a vector of fixed dimensional-
ity with a Recurrent Neural Network (RNN) and,
then, do the reverse step to map the vector to the
target sequence. From this new perspective, multi-
modal translation (Elliott et al., 2015) has become
a feasible task. In particular, we are referring to
the WMT 2016 multimodal task that consists in
translating English sentences into German, given
the English sentence itself and the image that it de-
scribes. This paper describes our participation in
this task using a translation scheme based on Bidi-

rectional RNNs (BiRNNs) which allows to com-
bine both information from image and text.

In this paper, we take as baseline system the
one from (Elliott et al., 2015) and focus on ex-
perimenting with the word embedding system and
encoding techniques.

The rest of the paper is organised as follows.
Section 2 briefly describes related work on im-
age captioning and machine translation. Section
3 gives details about the architecture of the mul-
timodal translation system. Section 4 reports de-
tails on the experimental framework including the
parameters of our model and the results obtained.
Finally, Section 5 concludes and comments on fur-
ther work.

2 Related work

Image captioning has gained interest in the com-
munity and deep learning has been applied in this
area. The two most common caption-related prob-
lems are caption generation (Vinyals et al., 2014)
and caption translation (Elliott et al., 2015).

Similarly, machine translation approaches
based on neural networks (Sutskever et al., 2014;
Cho et al., 2014) are competing with standard
phrase-based systems (Koehn et al., 2003). Neural
machine translation uses an encoder-decoder
structure (Cho et al., 2014). The implementation
of an attention-based mechanism (Bahdanau et
al., 2015) has allowed to achieve state-of-the-art
results. The community is actively investigating in
this approach and there have been enhancements
related to addressing unknown words (Luong
et al., 2015), integrating language modeling
(Gülçehre et al., 2015), using character infor-
mation in addition to words (Costa-jussà and
Fonollosa, 2016) or even combining different
languages (Firat et al., 2016), among others.
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Figure 1: NMT architectures: (A) using unidirectional RNNs, (B) using BiRNNs, (C) adding double
embedding.

3 System description

This section describes the main architectures that
have been tested to build the final system.

3.1 Baseline approach
The baseline system is a RNN model over word
sequences (Elliott et al., 2015), which can use vi-
sual and linguistic modalities. The core model is a
RNN over word sequences, trained to predict the
next word in the sequence, given the sequence so
far. The input sequence is codified in 1-of-K vec-
tor, which is embedded into a high-dimensional
vector. Then, a unidirectional RNN is used. Fi-
nally, in the output layer, the softmax function is
used to predict the next word. This model is ex-
tended to a multimodal language model, where se-
quence generation in addition to be conditioned on
the previously seen words, are conditioned on im-
age features. The translation model simply adds
features from the source language model, follow-
ing work from (Sutskever et al., 2014; Cho et al.,
2014) and calling the source language model the
encoder and the target language model the de-
coder.

3.2 Sequence-to-sequence approach and
enhancements

Inspired by the architecture presented in
(Sutskever et al., 2014), we train a system
based on the many-to-many encoder-decoder
architecture. It accepts a sequence x1, .., xN as

input and returns a sequence y1, .., yN , where N
is the maximum sequence length allowed.

The architectures that we have tested start in
a unidirectional encoder-decoder, then we use
a bidirectional encoder-decoder, a bidirectional
encoder-decoder with double embeddings, and a
final architecture that accepts a combination of in-
put text and image. See Figure 1 (A), (B) and (C)
and Figure 3.2 (D) for an schematic representation
of these architectures.

Architecture (A) The model receives as input
the codifications 1-of-K of the source sequence
x1...xn, then the word embedding is computed,
obtaining a new representation E(x1)...E(xn).
This new sequence is processed by a RNN L, ob-
taining the vectors L1...Ln. These vectors are pro-
cessed by another RNN D, obtaining the sequence
D1...Dn, which is processed by a conventional
neural network obtaining the target vectors which
are normalised using softmax.

Architecture (B) The main difference is that we
are using BiRNNs, processing the input sentence
forward and backward. The BiRNN is imple-
mented with LSTMs (Long Short Term Memo-
ries) for better long-term dependencies handling
(Hochreiter and Schmidhuber, 1997; Chung et al.,
2014). The BiRNN are represented by unit L, but
in this case, one in each direction, generating two
vectors Lfi and Lbi, corresponding to each input
xi.

656



Architecture (C) In addition to using BiRNNs,
each input codification is processed by two
different feed-forward neural networks Ef and
Eb, generating two vectors Ef (x1)...Ef (xn) and
Eb(x1)...Eb(xn) of size H, where H is a constant.
At each timestep the pair of vectors are fed to the
BiRNN Lf and Lb.

Architecture (D) Finally, the last architecture
proposes to introduce an image. See Figure 3.2.
This is the main advantage of using a machine
translation system based on neural networks: we
can use multimodal inputs. In this case, image and
text. The model in this case has two inputs: the
input text sequence x1...xn and the image vector,
which is the result of intermediate layers of a pre-
trained convolutional neural network (Simonyan
and Zisserman, 2014).

Figure 2: Diagram of NMT architecture (D) using
image and text.

4 Experiments and results

4.1 Data

The system is developed, trained and tested with
the Multi30K dataset provided by the WMT orga-
nization. On our experiments, all characters are
converted to lower case. The chosen vocabulary
consists on all the training source words and all the
training target words that appear more than once.
This choice is made to minimise the number of un-
known tokens at the source sentences and to avoid
an excessive model size and training time.

4.2 Model training
Each source sentence is encoded onto a N × V
matrix M , where each row represents a 1-of-K en-
coding of a word over a source vocabulary with V
words. An unknown word is replaced by an spe-
cial <U> token and a <E> token is appended at the
end of the sequence. If the sequence length (in-
cluding <E>) is less than N the remaining rows
will be zeros. If the sequence is too long, then it
is truncated in order to suit the input size restric-
tions. During the training phase, target sentences
also have a <B> token before the first word. For
a given example, the generated prediction is con-
sidered to be all the words generated between the
<B> and <E> tokens. Unknown tokens are re-
placed by the second highest probability word.

Parameter Description Value
N Maximum sequence length 45
V Source vocabulary words 10364
T Target vocabulary words 8012
H Embedding size 512

DROP Dropout rate 0.25
L2 L2 regularizer 10−8

Table 1: Model parameters value

Dropout rate of 0.25 is applied to all non-
recurrent units and a L2 regularization is applied
to all weights and units.

Training is performed on batches of size 10000
and on mini-batches of size 128. The target metric
is the categorical cross entropy and the used op-
timiser is Adam (Kingma and Ba, 2014). Results
are validated at each epoch on the dataset valida-
tion split using the BLEU metric (Papineni et al.,
2002), along with model perplexity.

BLEU scores during validation are also used
as an early stop criteria in case the maximum
score so-far is not surpassed on the following 10
epochs. In order to evaluate our system perfor-
mance obtained results are compared against a
single-embedding system trained under the same
conditions and parameters. Their BLEU score
monitorization can be observed in Figure 3 and the
chosen parameter set is summarised in Table 1.

4.3 Results
Table 2 shows the BLEU and METEOR (Lavie
and Denkowski, 2009) results for the main ar-
chitectures described in section 3 for the official
test set of the WMT 2016 Multimodal Translation
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Figure 3: Evolution of BLEU scores (y-axis) on
the validation split for the double-embedding sys-
tem (top blue line) and the single-embedding one
(bottom green line).

Task 1. Baseline results are kindly provided by
the organisers, referred in the evaluation official
results as 1 GroundedTranslation C.

We see that using BiRNNs improve vs RNNs,
and double-embeddings improves over single-
embeddings. Finally, adding the image informa-
tion does not improve results. Therefore, the
best architecture (C) is the one that participated
in WMT 2016 Multimodal Translation Task. Offi-
cial results ranked our system in the 14th position
out of 16. We priorised participating with a pure
multimodal extensible architecture. However, we
know it would have improved our ranking just per-
forming a simple technique as rescoring our sys-
tem with a standard Moses (Koehn et al., 2007).

System BLEU METEOR
Baseline 9.41 24.71

Architecture (A) 19.16 34.23
Architecture (B) 20.89 35.97
Architecture (C) 22.74 37.68
Architecture (D) 17.74 32.39

Table 2: BLEU and METEOR Results. Of-
ficial baseline 1 GroundedTranslation C kindly
provided by the organisers.

The best architecture (C) (compared to using
one embedding) is capable of solving problems
like unknown words or chosing the appropriate
word. Table 3 shows an example that shows the
word fixation problem.

However, our generated translations have often

many repeated words or end prematurely, mainly
due to the differences in lengths and alignments
between source and target sentences and the lack
of feedback from previous timesteps. In any case,
our system is still capable to generate readable
translations and to replace unknown words with
similar ones.

Source
a man sleeping in a
green room on a couch

Generated
ein mann schlaft in
einem grünen grünen auf einem sofa

Reference
ein mann schlaft in
einem grünen raum auf einem sofa

Table 3: An example that shows the word fixation
problem

Also, our system performance drastically de-
creases on long sentences, or on sentences where
the length of the source and target sentences differ
too much.

5 Conclusions

Our system is not competitive compared to stan-
dard phrase-based system (Koehn et al., 2003) or
the auto-encoder neural machine translation sys-
tem (Bahdanau et al., 2015) as shown by our
ranking in the official evaluation (14 position out
of 16). However, the architecture of our system
makes it feasible to introduce image information.
Maybe in a larger corpus we would get competi-
tive results.

All software is freely available in github1.
The main contribution of this paper is that we

show that double embeddings (trained on forward
and backward input sequence) provides a signifi-
cant improvement over single embeddings.

As further work, we are considering experi-
menting towards replacing the word based encoder
for a character-based embedding (Costa-jussà and
Fonollosa, 2016), or to introduce attention-based
decoders (Bahdanau et al., 2014). Due to the sys-
tem’s modularity, it is also possible to reuse in-
termediate outputs to train additional models. For
example, it is possible to extract the BiRNN inter-
mediate outputs and fed them to another decoder
model, thus reducing training time.

1https://github.com/srgrr/Neural-Translation
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Çaglar Gülçehre, Orhan Firat, Kelvin Xu, Kyunghyun
Cho, Loı̈c Barrault, Huei-Chi Lin, Fethi Bougares,
Holger Schwenk, and Yoshua Bengio. 2015. On
using monolingual corpora in neural machine trans-
lation. CoRR, abs/1503.03535.

Sepp Hochreiter and Jürgen Schmidhuber. 1997. Long
short-term memory. Neural Comput., 9(8):1735–
1780, November.

Diederik P. Kingma and Jimmy Ba. 2014. Adam:
A method for stochastic optimization. CoRR,
abs/1412.6980.

Philipp Koehn, Franz Joseph Och, and Daniel Marcu.
2003. Statistical Phrase-Based Translation. In Pro-
ceedings of the ACL.

Philipp Koehn, Hieu Hoang, Alexandra Birch,
Chris Callison-Burch, Marcello Federico, Nicolas
Bertoldi, Brooke Cowan, Wade Shen, Christine
Moran, Richard Zens, Chris Dyer, Ondrej Bojar,
Alexandra Constantin, and Evan Herbst. 2007.
Moses: Open Source Toolkit for Statistical Machine
Translation. In Proc. of the 45th Annual Meeting
of the Association for Computational Linguistics,
pages 177–180.

Alon Lavie and Michael J. Denkowski. 2009. The
meteor metric for automatic evaluation of machine
translation. Machine Translation, 23(2-3):105–115,
September.

Minh-Thang Luong, Ilya Sutskever, Quoc V. Le, Oriol
Vinyals, and Wojciech Zaremba. 2015. Addressing
the rare word problem in neural machine translation.
In Proceedings of the 53rd Annual Meeting of the
Association for Computational Linguistics and the
7th International Joint Conference on Natural Lan-
guage Processing of the Asian Federation of Natural
Language Processing, ACL 2015, July 26-31, 2015,
Beijing, China, Volume 1: Long Papers, pages 11–
19.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: A method for automatic eval-
uation of machine translation. In Proceedings of the
40th Annual Meeting on Association for Computa-
tional Linguistics, ACL ’02, pages 311–318.

Karen Simonyan and Andrew Zisserman. 2014. Very
deep convolutional networks for large-scale image
recognition. CoRR, abs/1409.1556.

Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. 2014.
Sequence to sequence learning with neural net-
works. CoRR, abs/1409.3215.

Oriol Vinyals, Alexander Toshev, Samy Bengio, and
Dumitru Erhan. 2014. Show and tell: A neural im-
age caption generator. CoRR, abs/1411.4555.

659



Proceedings of the First Conference on Machine Translation, Volume 2: Shared Task Papers, pages 660–665,
Berlin, Germany, August 11-12, 2016. c©2016 Association for Computational Linguistics

SHEF-Multimodal: Grounding Machine Translation on Images

Kashif Shah, Josiah Wang, Lucia Specia
University of Sheffield

211 Portobello Street, Sheffield, UK
{kashif.shah,j.k.wang,l.specia}

@sheffield.ac.uk

Abstract

This paper describes the University of
Sheffield’s submission for the WMT16
Multimodal Machine Translation shared
task, where we participated in Task 1 to
develop German-to-English and English-
to-German statistical machine translation
(SMT) systems in the domain of image
descriptions. Our proposed systems are
standard phrase-based SMT systems based
on the Moses decoder, trained only on the
provided data. We investigate how image
features can be used to re-rank the n-best
list produced by the SMT model, with the
aim of improving performance by ground-
ing the translations on images. Our sub-
missions are able to outperform the strong,
text-only baseline system for both direc-
tions.

1 Introduction

This paper describes the University of Sheffield’s
submission for a new WMT16 Multimodal Ma-
chine Translation shared task. The task is aimed
at the generation of image descriptions in a target
language, given an image and one or more descrip-
tions in a different (source) language. We partici-
pated in Task 1, which takes a source language de-
scription and translates it into the target language,
supported by information from images. We sub-
mitted systems for the translation between English
and German in both directions.

Multimodal approaches for various applications
related to language processing have been gaining
wider attention from the research community in
recent years. The main motivation is to investi-
gate whether contextual information from various
sources can be helpful in improving system per-
formance. Multimodal approaches have been ex-

plored in various tasks such as image and video
description, as well as question answering about
images (see Section 4). However, not much work
has been done to explore multimodality in the con-
text of machine translation. Whilst a large num-
ber of approaches have been developed to improve
translation quality, they concern solely textual in-
formation. The use of non-textual sources such as
images and speech has been largely ignored par-
tially because of the lack of datasets and resources.
This shared task provides an interesting opportu-
nity to investigate the effectiveness of information
from images in improving the performance of ma-
chine translation systems.

The main objective of our proposed system is
to explore how image features can be used to re-
rank an n-best list of translations from a stan-
dard phrase-based Statistical Machine Translation
(SMT) system. This is in contrast to existing
work (Elliott et al., 2015) that uses image features
jointly with image descriptions to train a Neu-
ral Network-based translation model. The dataset
provided for this shared task contains short seg-
ments with simple grammar and repetitive vocab-
ulary. Therefore, it is expected that a standard
phrase-based SMT system can already produced
reasonably good quality translations.

The intuition behind our approach is that image
features may help further improve the translation
of image descriptions, for example disambiguat-
ing words with multiple senses, when these alter-
natives are available in the n-best list produced by
the SMT model. This approach also has the advan-
tage over joint visual-textual alternatives in that
the translation model itself is learnt independently
from images, and thus does not require dataset-
specific images at training time to generate candi-
date translations. In fact, images are only used at
test time for n-best list re-ranking, and the visual
classifier is pre-trained on a generic image dataset.
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We use image features from a Convolutional
Neural Network (CNN) along with standard
Moses features to re-rank the n-best list. We also
propose an alternative scheme for the German-to-
English direction, where terms in the English im-
age descriptions are matched against 1,000 Word-
Net synsets, and the probability of these synsets
occurring in the image estimated using CNN pre-
dictions on the images. The aggregated probabili-
ties are then used to re-rank the n-best list, with
the intuition that the best translations will con-
tain words representing these entities. Our sub-
missions that re-rank the n-best translations with
image vectors are able to marginally outperform
the strong, text-only baseline system for both di-
rections.

In Section 2 we describe the procedure to ex-
tract image features. In Section 3 we explain the
experiments along with their results. We finally
give a brief overview of related work in Section 4,
before presenting some conclusion and future di-
rections (Section 5).

2 Image features

Image features were extracted using the 16-layer
version of VGGNet (VGG-16) (Simonyan and
Zisserman, 2014), which is a Deep Convolutional
Neural Network (CNN) pre-trained on 1,000 ob-
ject categories of the classification/localisation
task of the ImageNet Large Scale Visual Recog-
nition Challenge (ILSVRC) (Russakovsky et al.,
2015). More specifically, we used MatCon-
vNet (Vedaldi and Lenc, 2015) to extract the fi-
nal fully-connected layer (FC8) of VGG-16 af-
ter applying the softmax function. The 1,000-
dimensional vector from this layer provides class
posterior probability estimates for 1,000 object
categories, each corresponding to a distinct Word-
Net concept (synset).

The 1,000 dimensional vector were used as fea-
tures in our systems to re-rank the top-n output
translations from the SMT model (Section 3.2).
Each feature is an estimate of the probability that
a given object category is depicted in the image.
Note that the posterior probability estimates for
VGGNet are not perfect (the top-5 error rate was
7.3% in the ILSVRC2014 challenge, where a pre-
diction is considered correct if the correct cate-
gory is within the top 5 guesses), and we expect
such errors to propagate downstream to the trans-
lation task. Moreover, the classifiers are tuned

to the 1,000 categories of ILSVRC, and many
categories may not be relevant to the Flickr30K
dataset (Young et al., 2014) that is used for this
task, and vice-versa, that is, many of the ob-
jects in the Flickr30K dataset may not exist in the
ILSVRC dataset. This implies that the classifica-
tion error in our dataset is probably much higher.

3 Experiments

3.1 Data

The data used for the shared task is a version of
the Flickr30K dataset. For the translation task, the
Flickr30K dataset was extended in the following
way: for each image, one of the English descrip-
tions was selected and manually translated into
German by a professional translator. The resulting
parallel data and corresponding images for train-
ing are divided into training, development and test
sets. As training and development data, 29,000
and 1,014 triples were provided, respectively, each
containing an English source sentence, its German
human translation and corresponding image. As
test data, set of 1,000 tuples containing an English
description and its corresponding image was pro-
vided. More details about the shared task data can
be found in (Elliott et al., 2016).

3.2 Training

Both our submissions are based on the Moses
SMT toolkit (Koehn et al., 2007) to build phrase-
based SMT models. They are constructed as fol-
lows: First, word alignments in both directions are
calculated using GIZA++ (Och and Ney, 2000).
The phrases and reordering tables are extracted us-
ing the default settings of the Moses toolkit. The
parameters of Moses were tuned on the provided
development set, using the MERT (Och, 2003) al-
gorithm. 4-gram back-off language models were
built using the target side of the parallel corpus.
Training was performed using only the data pro-
vided by the task organisers, and so systems for
both directions were built in the constrained set-
ting.

We extracted the 100 best translations with our
SMT model and re-ranked them using the image
features described in Section 2, along with the
standard Moses features. We used an off-the-shelf
tool 1 to re-rank the n-best translations. More

1https://github.com/moses-smt/
mosesdecoder/tree/master/scripts/
nbest-rescore
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specifically, we performed following steps:

• We ran our Moses decoder to generate 100-
best lists for each translation in the develop-
ment set.

• We extracted and added following image fea-
ture scores to the already existing feature val-
ues for each translation in the n-best list:

– prob: Aggregated probability estimates
of entities being depicted in the image
and also being mentioned in the candi-
date translations. Here, we match terms
occurring in the English candidate trans-
lations to the 1,000 synsets of ILSVRC,
and estimate the probability of these
synsets occurring in the image using the
CNN predictions. In cases where more
than one entity is matched, we average
the probabilities of all matched synsets.
The intuition is that the top translations
should mention the entities depicted in
the image, while lower ranked transla-
tions will have fewer entities mentioned,
and thus a lower probability score over-
all. This feature is used only in the de-
en direction since we only have access
to the English version of WordNet.

– vec: 1,000-dimensional FC8 vector
from the CNN for both en-de and de-en
directions. As mentioned in Section 2,
each element in the vector corresponds
to the posterior probability estimate of
a WordNet synset, with the vector sum-
ming to 1 after applying the softmax
function. Note that each element in the
vector is considered as an independent
score, with its weight learnt during re-
ranking.

• We ran the optimiser K-best MIRA (Cherry
and Foster, 2012) to learn new weights for
all features in the n-best list. The opti-
miser creates a new config file that contains
new weights for each feature. The choice of
MIRA to learn new weights over MERT is
based on the fact that MIRA is known to per-
form better than MERT for larger feature sets
in terms of efficiency and performance.

• We used the original config file to generate
100-best lists for the test set.

Lang. Train Dev Test BLEU Meteor

en-de 29000 1014 1000 0.383 0.576
de-en 29000 1014 1000 0.434 0.363

Table 1: Datasets size and results of a baseline sys-
tem on the development set.

Lang. Score Re-Rankprob Re-Rankvec

en-de
BLEU - 0.386
Meteor - 0.580

de-en
BLEU 0.431 0.437
Meteor 0.360 0.366

Table 2: Results on the development set after re-
ranking.

Lang. System Meteor Meteor-norm

en-de
Baseline 0.525 0.573

Re-Rankvec 0.526 0.574

de-en
Baseline 0.363 0.398

Re-Rankvec 0.365 0.401

Table 3: Results on the test set: Baseline Moses vs
Re-ranking approach.

• We added the above mentioned image fea-
tures to the test n-best list.

• Finally, we re-scored the 100-best list using
the re-scoring weights file and extracted the
top best translation for each source segment.

For our experiments, we used the same tuning
set to train the re-ranker that was used to optimise
the Moses decoder original features. We note that
it could be better to use a distinct tuning set than
the one on which the decoder weights were opti-
mised.

3.3 Results
The results of our submissions for the German-
English and English-German tasks are sum-
marised in Tables 1, 2 and 3. Table 1 shows
our baseline Moses systems (text-only) along with
training, development and test data sizes. Ta-
ble 2 presents our results with re-ranking on the
development set. The system Re-Rankprob uses
the decoder features with additional aggregated
probability estimates features, while the system
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Re-Rankvec uses decoder features along with the
1,000-dimensional vector produced by VGGNet.

It can be observed that re-ranking with a 1,000-
dimension image vector improves over the base-
line for both directions, whereas posterior prob-
ability feature degrades the result. Note that al-
though all (n-best) translation hypotheses for a
given source description get the same image fea-
ture values (1,000 dimension image vector), the
combination of the decoder features with these im-
age vectors make the optimiser produce different
discriminative weights, which may lead to better
translation choices.

We submitted a system for each translation di-
rection with vector features as the official sub-
missions. It can be seen in Table 3 that our sys-
tems were able to improve over the baseline in the
official metrics in both directions, although only
marginally. Moreover, both systems are among
the top three systems in the official ranking that
outperform the strong Moses SMT baseline. The
output of our systems is significantly different
from that of the baseline: 260 out of the 1,000
segments differ between the baseline and the re-
ranking approach. Figure 1 shows some exam-
ples of English-to-German translations for the test
set from our proposed system using VGGNet FC8
features for re-ranking (Re-Rankvec), in compari-
son to translations by the Moses baseline. In all
cases, the translations produced by the two sys-
tems are different. In the first example, the Moses
baseline translation, although not entirely correct,
can be considered more accurate. In the second
example, both translations are accurate, but that
produced by the re-ranking approach matches ex-
actly the reference. Finally, in the third example,
the translation by the re-ranking approach is sig-
nificantly better, and also much closer to the ref-
erence. An interesting observation is the fact that
while the baseline system does not produce any
translation that is exactly the same as the refer-
ence, the re-ranking approach produces 37 trans-
lations that are exactly the same as the reference
translations. A better understanding on the dif-
ferences between the baseline and re-ranking ap-
proaches would require more systematic human
evaluation, which we plan to do in the future.

4 Related work

In computer vision, considerable progress has
been made in the field of visual object recogni-

tion in recent years, especially since the CNN-
based AlexNet (Krizhevsky et al., 2012) convinc-
ingly won the ILSVRC2012 challenge by a large
margin compared to its closest rival. Progress
in image classification (“what does this picture
depict?”) has since improved from strength to
strength, from an error rate of 16.4% (correct la-
bel in top 5 guesses) by AlexNet down to 3.6%
by ResNet (He et al., 2015) in the 2015 challenge.
Despite the high success rate, there is still much
work to be done in the object classification and lo-
calisation challenge (“what object category does
this picture depict and where?”) and the object
detection challenge (“find all instances of this ob-
ject category in all images, if any”), although the
performance for these has also improved tremen-
dously in recent years.

With the improved performance of object clas-
sifiers/detectors, there has also been increased in-
terest in applying these classifiers/detectors to var-
ious downstream tasks, especially those that in-
volve multiple modalities. For example, CNNs
has been used in conjunction with Recurrent Neu-
ral Networks (RNN) (Mikolov et al., 2010) to gen-
erate image descriptions, e.g. (Karpathy and Fei-
Fei, 2015; Donahue et al., 2015; Vinyals et al.,
2015). Other multimodal tasks that have been ex-
plored include video description generation (Chen
and Dolan, 2011; Yu and Siskind, 2013), visual
question answering (Antol et al., 2015; Ren et al.,
2015; Malinowski et al., 2015), multilingual im-
age question answering (Gao et al., 2015), and
multimodal translation of image descriptions (El-
liott et al., 2015). Whilst the work of Elliott et al.
(2015) focuses on learning multimodal image de-
scription translation in a joint fashion using CNNs
and RNNs, our work uses a conventional phrase-
based SMT decoder combined with features ex-
tracted from a CNN for re-ranking.

5 Conclusions

We presented the development of our SMT sys-
tems that incorporate image features for the first
German-English and English-German WMT Mul-
timodal Machine Translation shared task. In the
official evaluation, the English-German system
was ranked third according to the Meteor score,
while the German-English system was ranked
first, although there were only two other systems
for this direction. Small but consistent improve-
ments over than a strong text-only SMT baseline
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EN A young brunette woman eating and drinking something.
DE (Baseline) Eine junge Frau mit braunen Haaren und isst und trinkt etwas .
DE (Re-Rankvec) Ein junger brünette Frau isst und trinkt etwas .
Reference Eine junge brünette Frau isst und trinkt etwas.

EN A black boy is sitting in the sand.
DE (Baseline) Ein dunkelhäutiger Junge sitzt im Sand .
DE (Re-Rankvec) Ein schwarzer Junge sitzt im Sand .
Reference Ein schwarzer Junge sitzt im Sand.

EN A man with a black vest holding a model airplane
DE (Baseline) Ein Mann in einer schwarzen Weste und einem Modellflugzeug
DE (Re-Rankvec) Ein Mann mit einer schwarzen Weste hält einem Modellflugzeug
Reference Ein Mann mit einer schwarzen Weste hält ein Modellflugzeug

Figure 1: Example English-to-German (EN–DE) output translations for Re-Rankvec on the test set, com-
pared against the Moses baseline (before re-ranking).

system were found in both directions.
Our initial set of experiments can be improved

in many directions. For instance, it would be in-
teresting to explore incorporating image features
directly into the decoding step and tuning the
weights along with Moses parameters. It is also
worth investigating other layers of image mod-
els instead of the final fully-connected layer to
be used with textual features. Finally, increasing
the size of n-best to re-rank translations could in-
crease the chances of achieving better results by
providing the re-ranker with more variety in terms
of alternative translations.
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Abstract

This article presents the DOCAL system
for document alignment, which took part
in the WMT 2016 shared task on bilin-
gual document alignment. The system is
meant to offer a portable solution for var-
ied document alignment scenarios, from
parallel to comparable corpora, with mini-
mal deployment effort. Its main goal is to
provide an optimal balance between align-
ment precision and recall using minimal
resources and adaptation across alignment
scenarios. We describe and discuss the
performance of the system in the recall-
oriented shared task.

1 Introduction

Parallel corpora are essential to the develop-
ment of data-driven approaches to translation such
as statistical machine translation (Brown et al.,
1990). As it feeds further processes in the creation
of bitexts, multilingual document alignment plays
an important role in building accurate resources.

This article presents the DOCAL system for doc-
ument alignment, which took part in the WMT
2016 shared task on bilingual document align-
ment. The system is meant to offer a portable
solution for varied document alignment scenarios,
from parallel to comparable corpora.

The alignment of multilingual documents has
been performed with a variety of techniques over
the years, with alternatives targeting various sce-
narios, from parallel to weakly comparable cor-
pora.

Simple approaches based on file name match-
ing can provide fast document pairing, as they do
not rely on any analysis of the content of docu-
ments. Unfortunately, these approaches rely on

consistent file naming conventions, an assump-
tion which is often defeated in practice (Tiede-
mann, 2011). This approach is thus often com-
plemented with content-based alignment methods,
as in (Chen et al., 2004), whose system includes
a filename-based module and a semantic similar-
ity component based on a vector space model with
frequency-weighted term vectors.

The usefulness of document metadata for doc-
ument alignment has been explored in depth by
(Resnik and Smith, 2003), who exploit URL prop-
erties and structural tags to gather bilingual cor-
pora from HTML pages on the Web. (Chen and
Nie, 2000) is another example of an approach
that exploits URL properties, along with docu-
ment size and language identifiers. (Munteanu and
Marcu, 2005) use date-aligned documents as input
for their binary classification approach to compa-
rable sentence alignment.

To address comparable corpora specifically, dif-
ferent types of content-based approaches have
been proposed. (Fung and Cheung, 2004), for in-
stance, present the first exploration of very non-
parallel corpora using a document similarity mea-
sure based on bilingual lexical matching defined
over mutual information scores on word pairs.
(Patry and Langlais, 2005) present a feature-based
method based on an Ada-Boost classifier that in-
cludes features such as length, entities, and punc-
tuation, along with a filtering component to re-
move alignment duplicates. The BITS system is
another alternative proposed by (Ma and Liber-
man, 1999) for bilingual text mining on the Web,
measuring content similarity by counting the ratio
of token translation pairs over the total number of
tokens in the source document, where translation
pairs are determined within fixed windows of text.

Other general methods include (Ion et al.,
2011), who propose an approach based on
expectation-maximization using bilingual lexi-
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cons, and (Li and Gaussier, 2013), whose com-
parability metric measures the overall proportion
of words for which a translation can be found in a
comparable corpus using bilingual dictionaries.

The Jaccard coefficient (Jaccard, 1901), which
is a core component of DOCAL, has been used for
instance by (Paramita et al., 2013) whose com-
parable document similarity measure is partially
based on this metric computed over a subset of
sentence pairs in the documents.

DOCAL (Etchegoyhen and Azpeitia, 2016) is
a simple method to measure multilingual docu-
ment similarity, whose main goal is to provide
an optimal balance between alignment precision
and recall with minimal resources and adaptation
across alignment scenarios. The next sections de-
scribe the system and its performance in the recall-
oriented shared task.

2 DOCAL

The core of the DOCAL approach relies on ex-
panded lexical translation sets, defined at the doc-
ument level, and the Jaccard coefficient com-
puted on those sets. Two token sets are thus ex-
tracted from each pair of documents, along with
two corresponding sets containing lexical transla-
tions of the tokens. The translation sets are then
augmented through set expansion operations, de-
scribed below, and similarity is computed as the
ratio of intersection over union on the original to-
ken sets and their corresponding translation sets.

Formally, the following components are gener-
ated for each document pair:

• di and dj : tokenised documents in languages
l1 and l2, respectively.

• Si: set of tokens in di.

• Sj : set of tokens in dj .

• Tij : set of expanded lexical translations into
l2 for all tokens in Si.

• Tji: set of expanded lexical translations into
l1 for all tokens in Sj .

From these elements, the similarity score is
computed as in Equation 1:

simdocal =

|Tij∩Sj |
|Tij∪Sj | +

|Tji∩Si|
|Tji∪Si|

2
(1)

In other words, the score is defined as the aver-
age of the document-level Jaccard similarity coef-
ficients computed in both translation directions.

Lexical translations are extracted from seed par-
allel corpora, with translation probabilities com-
puted according to IBM models (Brown et al.,
1993).1 For each token, the k-best translation op-
tions are selected among the alternatives ranked
according to their lexical translation probability.
The actual probability values are not used beyond
the ranking they enable, i.e. all selected transla-
tions are equally considered in the computation of
similarity. This is meant to abstract away from dif-
ferences in lexical distributions between the seed
corpora used to create translation tables and the
data in the domain at hand, which is often of a dif-
ferent nature.

No filtering is performed on the token sets, leav-
ing punctuation marks alongside functional and
content words, and the text is preserved with its
original capitalisation. Pre-processing is thus re-
duced to the minimal operation of tokenisation.

We now describe in turn the aforementioned set
expansion operations, the retrieval of alignment
candidates, and the available optimisations of the
core method.

2.1 Set Expansion

Since lexical translation tables cannot be expected
to cover a given domain satisfactorily, the transla-
tion sets are expanded with tokens that may be in-
dicators of similarity, although absent from trans-
lation tables. First, all capitalised tokens are added
to the sets if they are not found in the translation
tables.2 This simple operation, which we perform
at set creation time, provides coverage for named
entities, which can be viewed as important indica-
tors of content similarity given their low relative
frequency. The same process applies to numbers
as well, which can also be strong indicators of sim-
ilarity, in particular when they denote dates.

DOCAL includes an additional set expansion op-
eration based on longest common prefixes (LCP),
which are computed over the minimal sets of ele-
ments that may have a common stem, defined to be
the following two set differences: T ′

ij = Tij − Sj

1We use GIZA++ (Och and Ney, 2003) to extract lexical
translation tables.

2Checking for their presence in lexical translation tables
allows one to distinguish between out-of-vocabulary tokens
and entities with an existing translation, e.g. Germany trans-
lated into Spanish Alemania.
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and T ′
ji = Tji − Si. For each element in T ′

ij (re-
spectively T ′

ji) and each element in Sj (respec-
tively Si), if a common prefix is found with an
empirically set minimal length of n characters, the
prefix is added to both sets. This specific expan-
sion operation is not included by default in the ac-
tual usage of the system, as it increases the over-
all computational cost and its benefits are largely
dependent on the specifics of the corpora and lan-
guage pairs at hand.

2.2 Alignment Candidates
Alignments are computed from source to target
documents, with the additional filtering described
in Section 2.3.

In some document alignment scenarios, an
alignment process based on the Cartesian prod-
uct of the document sets might be the optimal ap-
proach, as the alignment space is guaranteed to
be searched exhaustively. Since this approach has
quadratic complexity, it is however computation-
ally prohibitive if the volumes of documents reach
a certain amount.

For scenarios where the volume of documents
renders an exhaustive comparison unsustainable,
a standard cross-linguistic information retrieval
(CLIR) approach is provided. Target documents
are first indexed using the Lucene search engine3

and retrieved by building a query over the ex-
panded translation sets created from each source
document. This strategy drastically reduces the
overall processing time and resource consump-
tion, at the cost of missing some correct alignment
pairs.4

2.3 Alignment Filtering
As the alignment process is executed from source
to target documents, a given target document can
be selected as the best alignment for more than one
source document. This results in hidden correct
alignments, often with scores that are marginally
lower than the top alignment scores assigned by
the similarity metric.

A simple solution to this issue consists in re-
moving all alignments between a source docu-
ment and a target if the latter is aligned to a
different source document with a better similar-
ity score. That is, we remove alignment tuples
(di, dj , simij) between any two documents di and

3https://lucene.apache.org.
4In experiments on different datasets, the loss of correct

alignment pairs was minimal, at around 1% per test set.

dj if there exists a different tuple (dk, dj , simkj)
such that simkj > simij .

This process often produces large improve-
ments, as it allows previously hidden correct align-
ments to surface, and is included by default in DO-
CAL.

3 WMT 2016 Bilingual Document
Alignment Task

The WMT 2016 shared task on multilingual doc-
ument alignment5 consists in identifying pairs of
English and French documents from a given col-
lection of documents such that one document is
the translation of the other. Candidate pairs were
defined as all pairs of documents from the same
web domain for which the source side has been
identified as mostly English and the target side as
mostly French.

Participants were to submit a list of possible
pairings, with each source URL matched with at
most one target URL and vice-versa. The evalu-
ation metric was selected to be recall on the test
set, i.e. the percentage of the test-set pairs that a
participating system could find after enforcing the
1-1 alignment rule.

Our participation in the shared task was meant
to check the effectiveness of DOCAL in a new
large-scale document alignment task with no task-
specific adaptation, in accordance with our stated
aim at portability and ease of deployment across
document alignment scenarios. Thus, the system
was applied in its default configuration and the
provided training datasets were not used beyond
testing the processing tools provided for the task.
Document metadata or URL properties were not
exploited either, to strictly measure our content-
based approach to document alignment.

In the next section, we describe the setup for our
system, with results presented in Section 3.2.

3.1 System Setup
As mentioned above, DOCAL was applied in its de-
fault configuration. Lexical translation tables were
created with GIZA++ on the JRC-Acquis Commu-
nautaire corpus.6 For the English-French pair, the
training corpus consisted in 708.896 aligned sen-
tences. No experiments were made with different
translation tables, larger or more varied, although

5http://www.statmt.org/wmt16/bilingual-task.html.
6We used the latest available version of the cor-

pus, as of November 2015, in the OPUS repository:
http://opus.lingfil.uu.se/JRC-Acquis.php.
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we view this research path as worth exploring in
future work.

We set k = 5 to define the range of k-best lex-
ical translations, as a compromise between larger
sets with less reliable translation candidates and
smaller sets which may miss translation alterna-
tives. Note that this value could have been tuned
on the provided training data, thus optimising the
setting to this specific task. However, as previ-
ously mentioned, our goal was to evaluate the ap-
proach with portability in mind, where no particu-
lar adaptation is performed; we therefore used this
default value for the k parameter.

Document content was tokenised using the
scripts provided in the Moses toolkit (Koehn et
al., 2007). For all but four web domains in the
test set, the set of possible alignment pairs was
computed using the Cartesian product of source-
target documents, as this guaranteed an exhaustive
search in the alignment space and the computation
was deemed practical for up to 260 million pos-
sible pairings.7 The remaining four domains fea-
tured potential pairs above the 300 million mark
and the CLIR approach using Lucene was used in
those cases.8

Finally, DOCAL was used with alignment filter-
ing, as described in Section 2.3, and without the
set expansion operation based on longest common
prefixes described in Section 2.1.

3.2 Results and Discussion

Overall, DOCAL ranked in 5th place on the official
test set, with 2128 pairs retrieved out of 2402 for a
recall score of 88.59%. It is interesting to note that
several systems, and in particular all four systems
with better scores, have submitted a significantly
larger number of pairs than DOCAL, which is in-
dicative of underlying differences in terms of pre-
cision and f-measure. However, without knowing
the correctness of the alignments outside the test
set pairs, it is obviously not possible to determine
whether these differences show better precision on
the part of DOCAL or not.

While performing an error analysis of the cases
where our system had retrieved the incorrect pair
according to the test set, we found 100 cases where
the test set contained what we consider to be incor-

7The documents were processed on a single server with
64G of RAM and 16 cores.

8The domains were: www.domainepechlaurier.com;
www.desmarais-robitaille.com; italiasullarete.it; and: egode-
sign.ca.

rect alignments. That is, in all 100 cases, shown in
Table 1,9 the target pair found by DOCAL seems
to us to be the correct one. In most of these cases,
the French documents in the test set and the one re-
trieved by DOCAL were nearly identical, with only
minor differences where the test set document was
missing a small portion of information from the
source document.10

These cases account for 4.16% of the test, and
impact the final results, as shown in Table 2.11 On
the corrected test set, DOCAL reaches a score of
92.76%, significantly better than its result on the
original test set.

It is of course entirely possible that other partic-
ipating systems had actually retrieved the correct
target documents as well in those cases, and that
the final ranking of systems would thus be unaf-
fected. Whether this is actually the case or not is
unknown to us at the time of this writing.

4 Conclusion

Overall, we found the results obtained by DOCAL

on the shared task to be satisfactory, in particu-
lar as a test case for the portability of the default
method in a new large-scale alignment scenario.

The system was developed to seek an opti-
mal balance between precision and recall, and
has shown promising results along these lines
in different scenarios involving both parallel and
comparable corpora (Etchegoyhen and Azpeitia,
2016). In future tasks, it would be interesting to
compare our approach to alternatives in terms of
f-measure as well, to fully assess the usefulness
of available methods for multilingual document
alignment.
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9As many of the erroneous cases came from a single do-
main, namely www.lalettrediplomatique.fr, we indicate the
URL structure once where replacing the place-holder X with
one of the values in the last line forms the actual URL. Note
also that we indicate ranges with a dash, e.g., X = 15-17 in-
dicates that all values from 15 to 17 (included) lead to a URL
that is in the set of identified errors.

10For instance, 94 of the cases came from the domain
www.lalettrediplomatique.fr, where the English source doc-
ument content contains a date which is accurately translated
in the document retrieved by DOCAL, and incorrect in the tar-
get document in the test set.

11wmt2016 corr denotes the corrected version of the test
set.
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Source: http://artfactories.net/Espace-Linga-Tere.html
Test set: http://artfactories.net/-Republique-centrafricaine-.html
Correct: http://artfactories.net/Espace-Linga-Tere-Bangui.html
Source: http://www.ipu.org/hr-e/169/Co121.htm
Test set: http://www.ipu.org/hr-f/168/Co121.htm
Correct: http://www.ipu.org/hr-f/169/Co121.htm
Source: http://www.lifegrid.fr/en/projets/projects/biomedicale-search.html
Test set: http://www.lifegrid.fr/fr/projets/appel-a-projets-e-nnovergne-lifegrid-2006/recherche-biomedicale.html
Correct: http://www.lifegrid.fr/fr/projets/31-recherche-biomedicale.html
Source: http://www.nserc-crsng.gc.ca/Prizes-Prix/Excellence-Excellence/Profiles-Profils eng.asp?ID=1008
Test set: http://www.nserc-crsng.gc.ca/Prizes-Prix/Herzberg-Herzberg/Profiles-Profils fra.asp?ID=1003
Correct: http://www.nserc-crsng.gc.ca/Prizes-Prix/Excellence-Excellence/Profiles-Profils fra.asp?ID=1008
Source: http://www.rfimusique.com/musiqueen/articles/060/article 6465.asp
Test set: http://www.rfimusique.com/musiquefr/articles/060/article 14625.asp
Correct: http://www.rfimusique.com/musiquefr/articles/060/article 13250.asp
Source: http://www.rfimusique.com/musiqueen/articles/129/article 8397.asp
Test set: http://www.rfimusique.com/musiquefr/articles/128/article 18057.asp
Correct: http://www.rfimusique.com/musiquefr/articles/129/article 18094.asp
Source: http://www.lalettrediplomatique.fr/contribution.php?choixlang=2&id=10&idrub=X
Test set: http://www.lalettrediplomatique.fr/contribution.php?id=10&idrub=X
Correct: http://www.lalettrediplomatique.fr/contribution.php?choixlang=1&id=10&idrub=X
X = 5, 7, 11-12, 15-17, 23, 28-31, 35, 37-39, 43, 45-46, 50-52, 56-58, 61-65, 69, 83-84, 86, 89, 91-94, 96-100,

103-107, 109-111, 114-115, 119-120, 123-125, 127-130, 133-135, 137-141, 144, 146, 149-152, 155-156,
158, 160-163, 165-167, 169, 173, 175, 177, 194, 197

Table 1: Identified likely errors in the test set

TEST SETS FOUND PAIRS SUBMITTED PAIRS PAIRS AFTER 1-1 RULE RECALL
wmt2016 2.128 191.993 191.993 88.592839

wmt2016 corr 2.228 191.993 191.993 92.756037

Table 2: DOCAL results

Department of Economic Development and Com-
petitiveness of the Basque Government through
the AdapTA (RTC-2015-3627-7) and TRADIN
(IG-2015/0000347) projects. We would like to
thank MondragonLingua Translation & Commu-
nication for their support as coordinator of these
projects, and the organisers of the shared task for
their work and support.
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Radu Ion, Alexandru Ceauşu, and Elena Irimia. 2011.
An expectation maximization algorithm for textual
unit alignment. In Proceedings of the 4th Workshop
on Building and Using Comparable Corpora: Com-
parable Corpora and the Web, pages 128–135. As-
sociation for Computational Linguistics.

Paul Jaccard. 1901. Distribution de la flore alpine
dans le bassin des Dranses et dans quelques régions
voisines. Bulletin de la Société Vaudoise des Sci-
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Abstract

This work describes our submission to the
WMT16 Bilingual Document Alignment
task. We show that a very simple dis-
tance metric, namely Cosine distance of
tf/idf weighted document vectors provides
a quick and reliable way to align docu-
ments. We compare many possible vari-
ants for constructing the document vec-
tors. We also introduce a greedy algorithm
that runs quicker and performs better in
practice than the optimal solution to bipar-
tite graph matching. Our approach shows
competitive performance and can be im-
proved even further through combination
with URL based pair matching.

1 Related Work

The process of finding bilingual data online has
been investigated since the early days of the world
wide web (Resnik, 1999). In this work we are con-
cerned with the problem of finding pairs of docu-
ments, a problem that can be structured in the fol-
lowing steps:

1. Candidate Generation The naive approach
of considering all possible pairs of websites
is often not applicable on a web scale, even
when limiting the scope to a single webdo-
main. To overcome computational complex-
ity previous work has focused on (i) match-
ing pairs of URLs (Resnik and Smith, 2003)
by removing language identifiers such as
&lang=en or /fr/ from URLs, (ii) consid-
ering only documents that either link to each
other or that share a parent page (Resnik,
1999) that links to them, (iii) following links
on already aligned documents (Shi et al.,
2006), (iv) querying a search engine for pos-
sible translations (Ruopp and Xia, 2008), and

(v) rephrasing the task as near-duplicate de-
tection after translating all non-English con-
tent to English (Uszkoreit et al., 2010).

(Ture et al., 2011) map all document vec-
tors into a target language space and use an
approximation of cosine distance based on
locally-sensitive hashing (LSH) together with
a sliding window algorithm to efficiently col-
lect similar pairs.

2. Document alignment After possible pair-
ings have been generated any distance func-
tion that compares two documents can be
used to remove unlikely candidates. Com-
mon choices include (i) edit-distance be-
tween linearized documents (Resnik and
Smith, 2003) (ii) cosine distance of idf-
weighted bigram vectors (Uszkoreit et al.,
2010), and (iii) probability of a probabilis-
tic DOM-tree alignment model (Shi et al.,
2006).

2 Approach

In this work we deal mainly with the second prob-
lem, document alignment, and just allow all pos-
sible source/target pairings. Thus, the task can be
formalized as such: We are given a set of possible
pairings

C = {(ds, dt) | ds ∈ Ds, dt ∈ Dt}

where C is the set of candidates, ds ∈ Ds are
source language documents and dt ∈ Dt are target
language documents. The task is to find a subset
of C ′ = {(ds,i, dt,i), . . .} ⊂ C such that ds,i is a
translation of dt,i (and vice versa) and the number
|C ′| of such pairings is maximized.

We consider all source/target pairings that come
from the same webdomain so that C = Ds ×Dt.
This yields a fully connected bipartite graph with
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source and target pages being the partitions. By
using a scoring function defined on edges the
graph becomes weighted. We allow every page
to occur not more than once in C ′, i.e. we do not
allow 1:n or m:1 connections:

ds,i = ds,j ⇔ dt,i = dt,j

∀ (ds,i, dt,i), (ds,j , dt,j) ∈ C ′

2.1 Selecting pairs
After computing a score for every edge of the bi-
partite graph, a matching of maximum weight can
be found in O(max(|Ds||Dt|)3) by solving the
assignment problem using the Kuhn-Munkres al-
gorithm (Munkres, 1957). We expect every page
of the non-dominant language to have a translated
counterpart, thus min(|Ds|, |Dt|) pairs are gener-
ated.

In section 3.3, we compare the optimal as-
signment to a greedy solution by incrementally
choosing the edge with the highest score and
removing all other edges pointing to respective
vertices. The greedy algorithm stops once no
edges are left and produces the same number
of pairs as the optimal solution but only re-
quires O (|Ds||Dt| × log(|Ds||Dt|)) time to sort
the score matrix.

3 Experiments

In total, the training dataset consists of 1624 doc-
ument pairs from 49 web domains. The number of
annotated aligned document pairs per web domain
ranges from 4 to over 200.

Our experiments that led to the selection of the
method used on the evaluation data are all based
on a fixed and random split into train and develop-
ment (dev) data: we split the data set into training
(998 document pairs in 24 web domains) and test
(626 document pairs in 25 web domains). The for-
mer is used for extensive experimentation, the lat-
ter to select the best approach for our shared task
submission.

3.1 Performance considerations
Our approach requires us to produce a dense ma-
trix of feature values which seems prohibitively
expensive given the high number of possible pair-
ings. In practice, even for the largest webdomains
in our data, requiring the scoring of roughly 1B
possible pairs, we are able to produce all values
quickly enough that the run-time is dominated by
I/O and preprocessing steps such as tokenization.

ngram size n = 1 n = 3 n = 5

Number of unique n-grams
Used for scoring 53k 1.2M 1.7M
Ignored because freq < 2 11k 351k 658k

Non-zero entries in (sparse) document matrix
Source (English) 1.5M 5.7M 6.1M
Target (French) 0.4M 1.4M 1.4M

Time per processing step (single-threaded)
Read tokenized corpus 117s 117s 117s
IDF estimation 15s 26s 30s
Document vectors 33s 86s 91s
Pairwise distances 8s 11s 20s

Table 1: Runtime details for generation of 971M
pairwise cosine similarity features for n-grams of
size {1, 3, 5} on virtualhospice.ca. N-
grams which occur fewer than 2 times are filtered
from the corpus. Single-threaded execution on
2.66Ghz Xeon CPU.

As can be seen from Table 1, a total of 1.2M
3-grams types are used for scoring pages from
virtualhospice.ca which holds 43.5k En-
glish and 22.3k French pages. Loading the cor-
pus, estimating the idf weights, and populating the
sparse document matrices with roughly 7M entries
both take about 2 minutes. On the other hand, pro-
ducing the 43.5k × 22.3k = 971M pairwise dis-
tances only accounts for 11 seconds.

Speed and, more importantly, memory con-
sumption can be further improved by pruning all
n-grams that occur fewer times than a set threshold
in the corpus. We find empirically that maintain-
ing a very low minimum count cutoff somewhere
below 10 is crucial for maintaining high recall, as
shown in Figure 1.

3.2 TF-IDF weighting

In the literature (Manning et al., 2008) a num-
ber of different weighting schemes based on tf/idf
have been proposed with the overall goal to assign
lower scores to terms (or n-grams) that are less dis-
criminatory for document comparison.

However, these approaches usually aim at doc-
ument retrieval, i.e. finding relevant documents
given a large (in comparison to the overall doc-
ument size) number of search terms. In the setting
of near duplicate detection, our query is a com-
plete document and other weighting schemes may
apply.

To empirically evaluate the fitness of different
approaches we implement the following weighting
schemes for term frequency (tf).
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Figure 1: Recall on training set using varying
minimum counts of n-grams in the corpus. N-
grams seen fewer times than the threshold are ig-
nored when building the document vectors.

In every case we define

tf(wn
1 , d) = 0 if wn

1 /∈ d

and give the other case below:

tf1(wn
1 , d) = 1 (1)

tf2(wn
1 , d) = freq(wn

1 , d) (2)

tf3(wn
1 , d) = 1 + log (freq(wn

1 , d)) (3)

tf4(wn
1 , d) = .4 + .6

freq(wn
1 , d)

maxw′n
1

freq(w′n
1 , d)

(4)

tf5(wn
1 , d) =

freq(wn
1 , d)

max(w̄n
1 ,d̄) freq(w̄n

1 , d̄)
(5)

tf6(wn
1 , d) =

√
freq(wn

1 , d) (6)

In the same way we implement weighting
schemes for inverse document frequency
idf(wn

1 , Ds, Dt) = idf(·):

idf1(·) = 1 (7)

idf2(·) =
|Ds ∪Dt|

1 + df(wn
1 , D)

(8)

idf3(·) = log

(
1 +

maxw̄n
1

df(w̄n
1 , D)

df(wn
1 , D)

)
(9)

idf4(·) = log

(
1 +
|Ds ∪Dt|
df(wn

1 , D)

)
(10)

idf5(·) = max

(
0, log

|Ds ∪Dt| − df(wn
1 , D)

df(wn
1 , D)

)

(11)

idf6(·) = 1 + log
|Ds ∪Dt|

1 + df(wn
1 , D)

(12)

where D = Ds ∪Dt and

df(wn
1 , D) = |{d ∈ D | wn

1 ∈ d}|

Slight variations of the above definitions can be
found in the wild, for example the search engine
Apache Lucene1 uses tf6 and idf6 but uses 1 +
|Ds ∪Dt| in the numerator since version 6.

We evaluate the cross product of weighting
schemes using the train and dev splits as described
above. Looking at the results in Tables 2 and 3, a
number of interesting observations can be made:

1. Performance differs between train and dev
data, with results on the training portion
of the data being several percents better.
This indicates a skew in the data distribu-
tion which is surprising given that the web-
domains were selected beforehand. We know
from the training data that about 1

4 of the
known pairs, 236 of 998, are found in a single
webdomain tsb.gc.ca which could explain the
skew. However, the difference remains if that
large webdomain is removed.

Further investigation reveals that the under-
lying cause of poor performance on the dev
set can be attributed to three webdomains
that contain near duplicates, such as the same
main content but interface elements in a dif-
ferent language.

2. When choosing the optimal length of scoring
n-grams, shorter is better. Good recall can be
achieved using 1-grams for the monolingual

1https://lucene.apache.org/core/
6_0_1/core/org/apache/lucene/search/
similarities/TFIDFSimilarity.html
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case where no machine translated (MT) data
is used and 1-grams or 2-grams for the case
where all French data is translated to English
beforehand.

3. In tf-idf weighting the inverse document fre-
quency acts as an indicator of a term’s impor-
tance. This is important in the case of infor-
mation retrieval where query words differ in
utility. In the duplicate detection setting idf
weights play a less important role and a com-
mon choice such as idf3 defined in Equation
9 can be used throughout.

4. Results produced by using only the untrans-
lated text, a configuration that requires no
bilingual resources and little computational
resources, are better than we expected: only
between 5% (for train) and 8% (for dev) be-
low the recall achieved using machine trans-
lated texts. In this case we just ignore that
two pages are written in different languages
and only rely on untranslated parts such as
boilerplate, names, and numbers to provide
sufficient cues.

For our submission we used the machine trans-
lated text provided by the organizers and chose
n = 2, tf4 (Equation 4), and idf3 (Equation 9).

3.3 Greedy vs. optimal solution
We found that producing the optimal solution for
the assignment problem using the Kuhn-Munkres
algorithm (Munkres, 1957) was slightly worse in
almost all cases. We hypothesize that by maxi-
mizing the aggregate score for all selected pairs
the low-scoring pairs for which no matching doc-
ument exists are over-emphasized. To test this
hypothesis we compare the scores of the selected
pairs for both algorithms: For each webdomain we
sort the selected pairs by their score and select, for
each algorithm, the n top scoring pairs:

Let s(ds, dt) be our scoring function, in this
case we use Cosine similarity, and let

(ds,g1 , dt,g1), . . . , (ds,gN , dt,gN )

be the document pairs selected by the greedy algo-
rithm and, likewise,

(ds,o1 , dt,o1), . . . , (ds,oN , dt,oN )

those selected by the optimal algorithm. Let these
pairs be sorted by score such that

s(ds,gi , dt,gi) ≥ s(ds,gi+1 , dt,gi+1) ∀i

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

·104
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Figure 2: Difference in accumulated cosine dis-
tances between greedy and optimal algorithm. For
more than the first half of the selected pairs, the
greedy algorithm overall outperforms the optimal
one, indicated by a negative ∆(n).

and

s(ds,oi , dt,oi) ≥ s(ds,oi+1 , dt,oi+1) ∀i
Let ∆(n) be the accumulated difference of scores
for the first n pairs:

∆(n) =
n∑

i=1

s(ds,oi , dt,oi)− s(ds,gi , dt,gi) (13)

Since the greedy algorithm is not necessarily
optimal we know that ∆(N) ≥ 0. However, as can
be seen from Figure 2, the greedy selection of the
best scoring pairs outperforms the Kuhn-Munkres
algorithm for the top-scoring half, confirming our
assumption that lower scoring pairs are selected in
order to find better scoring matches for the docu-
ments without a counterpart.

We note that even after selecting 10 000
pairs, the accumulated difference is comparatively
small, hinting that very similar sets have been se-
lected. Figure 3 shows the Jaccard Similarity be-
tween the top n pairs

Pg(n) = {(ds,gi , dt,gi)|1 ≤ i ≤ n} (14)

Po(n) = {(ds,oi , dt,oi)|1 ≤ i ≤ n} (15)

for both algorithms. The Figure confirms that ei-
ther approach selects virtually the same set of pairs
for low numbers of n.

Thus, the globally optimal solution is not only
expensive to compute but also very similar to the
greedy selection and it outperforms the greedy al-
gorithm mostly for pairs in the tail that are likely
misaligned anyways, because no translated page
exists. Hence, all our reported results use the
greedy selection introduced in Section 2.1.
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n idf1 idf2 idf3 idf4 idf5 idf6 idf1 idf2 idf3 idf4 idf5 idf6

1 tf1 90.4 93.5 93.9 93.9 93.9 93.4 86.1 86.1 86.3 86.1 86.3 85.9
tf2 65.5 83.7 80.6 81.7 81.2 83.5 69.5 80.8 80.7 80.8 81.0 80.7
tf3 86.8 91.3 92.0 92.1 91.8 91.4 83.4 85.0 84.8 84.8 84.3 85.1
tf4 88.7 92.9 93.5 93.4 93.6 92.9 86.6 87.2 87.2 87.1 86.7 87.1
tf5 65.5 83.7 80.6 81.7 81.2 83.5 69.3 80.8 80.7 80.8 81.0 80.7
tf6 65.6 83.7 80.5 81.6 81.2 83.5 68.8 80.2 80.4 81.0 80.8 80.2

2 tf1 76.6 84.9 84.0 84.7 85.5 84.9 78.1 81.5 81.5 81.3 81.5 81.0
tf2 70.3 81.1 80.5 80.7 81.3 80.4 70.8 76.0 75.6 75.7 76.5 75.2
tf3 76.0 83.2 82.6 83.2 83.6 83.0 75.1 79.9 79.4 79.7 80.2 79.6
tf4 76.1 84.3 83.7 84.0 85.1 84.2 77.8 80.5 80.5 80.7 80.7 80.0
tf5 70.3 81.1 80.5 80.7 81.3 80.4 70.8 76.0 75.6 75.7 76.5 75.2
tf6 70.3 81.1 80.5 80.7 81.3 80.4 70.8 76.0 75.6 75.7 76.5 75.2

3 tf1 65.7 72.2 71.7 72.3 72.6 72.0 64.9 65.3 65.3 65.8 65.2 65.2
tf2 62.7 70.5 70.0 70.3 70.6 70.1 61.2 63.6 63.3 63.7 63.4 63.6
tf3 65.3 71.8 71.4 71.6 72.0 71.2 62.9 64.5 64.9 64.9 64.2 65.0
tf4 65.1 71.9 71.7 71.9 72.5 71.7 63.4 65.8 66.0 66.0 65.7 66.0
tf5 62.7 70.5 70.0 70.3 70.6 70.1 61.2 63.6 63.3 63.7 63.4 63.6
tf6 62.7 70.5 70.0 70.3 70.6 70.1 61.3 63.6 63.3 63.7 63.4 63.6

4 tf1 59.0 63.2 63.0 63.4 63.7 63.4 56.5 57.5 57.5 57.7 57.2 57.3
tf2 58.1 63.6 62.9 63.6 63.7 63.3 55.1 56.5 56.2 56.7 56.5 56.4
tf3 58.5 63.1 62.9 63.6 63.7 63.3 56.2 57.7 58.0 58.3 57.7 57.7
tf4 58.6 63.3 63.0 63.3 63.6 63.1 56.7 58.1 58.1 58.3 57.7 57.7
tf5 58.1 63.6 62.9 63.6 63.7 63.3 55.1 56.5 56.2 56.7 56.5 56.4
tf6 58.1 63.6 62.9 63.6 63.7 63.3 55.1 56.7 56.2 56.7 56.7 56.4

Table 2: Recall on train (left) and dev (right) split of the training data using different tf/idf weighting
schemes and only untranslated text.

n idf1 idf2 idf3 idf4 idf5 idf6 idf1 idf2 idf3 idf4 idf5 idf6

1 tf1 97.7 97.9 97.9 97.9 97.9 97.9 89.8 89.8 89.8 86.7 89.8 89.8
tf2 93.1 94.8 94.8 94.8 91.0 94.8 88.2 89.9 89.9 89.9 87.5 89.9
tf3 97.9 97.7 97.7 97.8 97.7 97.8 89.8 90.4 90.4 90.4 90.6 90.4
tf4 97.9 98.2 98.2 98.2 98.2 98.2 89.6 89.1 89.1 89.1 89.1 89.1
tf5 93.2 94.9 94.9 94.9 91.1 94.9 88.2 89.9 89.8 89.9 87.5 89.9
tf6 93.4 94.9 95.1 94.9 91.1 95.1 88.5 89.9 89.5 89.5 86.9 90.3

2 tf1 97.9 98.2 98.2 98.2 98.2 98.2 94.2 94.7 94.7 94.9 94.7 94.6
tf2 95.5 96.8 96.8 96.8 96.8 96.8 92.8 93.9 93.9 94.1 93.9 93.6
tf3 97.7 98.1 98.2 98.2 98.1 98.3 94.1 95.4 95.4 95.4 95.4 95.2
tf4 97.8 98.2 98.2 98.2 98.2 98.3 94.1 95.0 95.0 95.0 95.0 94.9
tf5 95.5 96.8 96.8 96.8 96.8 96.8 92.8 93.9 93.9 94.1 93.9 93.6
tf6 95.4 96.8 96.8 96.8 96.8 96.8 93.0 94.1 94.1 94.2 93.9 93.6

3 tf1 96.6 96.9 96.9 96.8 96.9 96.9 94.1 93.5 93.5 93.5 93.5 93.5
tf2 95.3 96.1 96.1 96.1 96.1 96.1 92.3 93.5 93.5 93.3 93.5 93.5
tf3 96.2 96.5 96.5 96.5 96.5 96.5 93.6 93.6 93.6 93.6 93.6 93.6
tf4 96.5 96.7 96.7 96.7 96.7 96.7 93.8 93.5 93.5 93.5 93.5 93.5
tf5 95.4 96.1 96.1 96.1 96.1 96.1 92.3 93.5 93.5 93.3 93.5 93.5
tf6 95.2 96.1 96.1 96.1 96.1 96.1 92.7 93.5 93.5 93.5 93.5 93.6

4 tf1 95.0 96.1 96.0 96.0 96.0 96.1 93.3 93.6 93.6 93.6 93.6 93.6
tf2 94.5 96.3 96.3 96.3 96.3 96.3 91.7 92.5 92.5 92.5 92.5 92.5
tf3 95.1 96.2 96.1 96.1 96.1 96.1 93.0 93.1 93.1 92.7 93.0 93.3
tf4 95.0 96.0 95.9 95.9 95.9 96.0 93.5 93.5 93.5 93.5 93.5 93.6
tf5 94.5 96.3 96.3 96.3 96.3 96.3 91.7 92.5 92.5 92.5 92.5 92.5
tf6 94.5 96.3 96.3 96.3 96.3 96.3 91.5 92.8 92.5 92.7 92.8 92.5

Table 3: Recall on train (left) and dev (right) split of the training data using different tf/idf weighting
schemes to compare English and machine translated French text.
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Figure 3: Jaccard Similarity between the top-n
pairs selected by greedy and Kuhn-Munkres algo-
rithm.

4 Results

The test data for the shared task consists of 203
crawled websites that are all distinct from the
training set. No additional known pairs are pro-
vided for these webdomains, but the organizers of-
fer translations of French text into English, as for
the training data. As above, performance in evalu-
ated via recall under the condition that every docu-
ment can only be part of a single pair. The number
of pages per domain varies wildly between 9 and
almost 100k. In the latter case, 50k pairs need to
be picked from roughly 2.5B possibilities. After
some preprocessing such as tokenization we pro-
duce 368 260 pairs using greedy selection and co-
sine distance as explained above. For all webdo-
mains this takes less than 4h on a single machine.

In total, 13 research teams contributed 21 sub-
missions to the shared task. The official results
can be found in Table 4. Our submission ranks on
3rd place. We would like to point out that, apart
from selecting the best performing tf/idf weighting
method, the training data is not used at all. Thus,
besides a baseline machine translation system no
additional resources are needed, which makes our
approach widely applicable.

A baseline system based on matching URL
patterns such as site.com/home-fr/ and
site.com/home/en/ as used in previous
work (Resnik and Smith, 2003; Smith et al., 2013)
is provided by the organizers. We combine our
approach and the Baseline by simply selecting all
148 537 baseline pairs first. While not on official
submission, Table 4 shows that this combination
outperforms all other systems.

Name Recall % Found

NovaLincs-url-coverage 94.96 2 281
YODA 93.92 2 256
UEdin1 cosine 89.09 2 140
NovaLincs-coverage 88.63 2 129
DOCAL 88.59 2 128
UEdin2 LSI-v2 87.64 2 105
UEdin2 LSI 85.85 2 062
NovaLincs-coverage-url 85.76 2 060
ILSP-ARC-pv42 84.93 2 040
UFAL-4 84.22 2 023
YSDA 84.14 2 021
UA PROMPSIT bitextor 5.0 83.31 2 001
UFAL-1 81.31 1 953
UFAL-3 80.68 1 938
Meved 79.39 1 907
Jakubina-Langlais 79.31 1 905
UFAL-2 79.14 1 901
UA PROMPSIT bitextor 4.1 31.14 748
ADAPT 27.10 651
ADAPT-v2 26.81 644
JIS 2.00 48

Baseline 59.78 1 436
Baseline + UEdin1 cosine† 96.21 2 311

Table 4: Official results on the shared task test
data. Results described in this work are fat. Across
all webdomains a total of 2402 known pairs were
to be found. (†) indicates a non-official result that
was produced post-submission.

5 Conclusion

We present a comparison of tf/idf weighting
schemes for comparison of original and translated
documents via cosine distance. We find that the
right choice of term-frequence (tf) weighting is
crucial in this setting, along with the inclusion of
low-frequency words.

We compare a greedy selection algorithm to a
computationally more expensive solution which
yields a slightly better global solution. We can
show that the former often outperforms the lat-
ter in practical settings where a tail of un-pairable
document exits.

Our best results are based on machine translated
documents. However, even when ignoring the fact
that two documents are written, at least partially,
in different languages, we are still able to discover
a substantial number of parallel pages.

Results of the shared task show that our ap-
proach, which only uses the website’s text, yields
competitive results. Results improve further when
our predictions are combined with pairs found via
URL matching.

677



References
[Manning et al.2008] Christopher D. Manning, Prab-

hakar Raghavan, and Hinrich Schtze. 2008. Intro-
duction to Information Retrieval. Cambridge Uni-
versity Press, New York.

[Munkres1957] James Munkres. 1957. Algorithms for
the assignment and transportation problems. Jour-
nal of the Society for Industrial and Applied Mathe-
matics, 5(1):32–38.

[Resnik and Smith2003] Philip Resnik and Noah A
Smith. 2003. The web as a parallel corpus. Compu-
tational Linguistics, 29(3):349–380.

[Resnik1999] Philip Resnik. 1999. Mining the web
for bilingual text. In Proceedings of the 37th An-
nual Meeting of the Association for Computational
Linguistics on Computational Linguistics, ACL ’99,
pages 527–534, Stroudsburg, PA, USA. Association
for Computational Linguistics.

[Ruopp and Xia2008] Achim Ruopp and Fei Xia. 2008.
Finding parallel texts on the web using cross-
language information retrieval. In IJCNLP, pages
18–25.

[Shi et al.2006] Lei Shi, Cheng Niu, Ming Zhou, and
Jianfeng Gao. 2006. A dom tree alignment model
for mining parallel data from the web. In Proceed-
ings of the 21st International Conference on Com-
putational Linguistics and the 44th annual meeting
of the Association for Computational Linguistics,
pages 489–496. Association for Computational Lin-
guistics.

[Smith et al.2013] Jason Smith, Hervé Saint-Amand,
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Abstract

In this paper, we address the task of auto-
matically aligning/detecting the bilingual
documents that are translations of each
other from a single web-domain as part of
WMT 2016. 1 Given the large amounts
of data available in each web-domain, a
brute force approach like finding similar-
ities between every possible pair is a com-
putationally expensive operation. There-
fore, we start with a simple approach on
matching just the web page urls after some
pre-processing to reduce the number of
possible pairings to a small extent. This
simple approach obtained a recall of 50%
and the exact matches from this approach
are removed from further consideration.
We built on top of this using an n-gram
based approach that uses the partial En-
glish translations of French web pages and
achieved a recall of 93.71% on the train-
ing pairs provided. We also outline an
IR-based approach that uses both content
and the meta data of each web page url,
thereby obtaining a recall of 56.31%. Our
final submission to this shared task using
n-gram based approach achieved a recall
of 93.92%.

1 Introduction

Statistical Machine Translation systems rely a lot
on the availability of parallel corpora and the auto-
matic collection of such data so far has been ad hoc
and limited in scale. In this paper, we would like
to tackle the problem of aligning bilingual docu-
ments from crawled websites which is presented
as one of the new shared tasks introduced at WMT
2016 i.e., the task of identifying pairs of English

1http://www.statmt.org/wmt16/bilingual-task.html

and French documents from a given collection of
documents such that one document is a translation
of another. For each web-domain, we consider all
the possible pairs for which the source side has
been identified as English and the target side as
French. 1,624 EN-FR pairs from 49 web-domains
are provided as training data. The number of pairs
per web-domain varies between 4 and over 200.
All pairs are from within a single web-domain
and possible matches between two different web-
domains e.g. siemens.de and siemens.com are not
considered in this task.

Mirrors of all the web pages in each do-
main which were crawled using httrack are
provided. Each page has the following in-
formation: Language ID (e.g. en), Mime
type (always text/html), Encoding (always
charset=utf-8), URL, HTML in Base64 en-
coding and Text in Base64 encoding. Addition-
ally, the English translations of French pages using
MT for identified spans of text were produced by
the organizers. However, it doesn’t imply that we
have full translations for each and every French
web page. In other words, we only have partial
translations for a random subset of French web
pages.

Table 1 shows the various statistics of the
training data set. Among 49 web-domains,
www.nauticnews.com has the most possible pair-
ings, 1,047,069,625, while schackportalen.nu has
the least ones, 957. Each web-domain has roughly
87 million pairs on average.

The rest of the paper is organized as follows:
Section 2 discusses the various challenges in-
volved in this task. Section 3 gives an overview of
the related work happened. The methodology and
implementation details are provided in Section 4.
Section 5 covers evaluation, results and analysis of
the errors on the training data set given. Section 6
concludes the paper with possible future directions
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Web-Domain Source Pages Target Pages Possible Pairings Train Pairs Provided
www.nauticnews.com 24,325 43,045 1,047,069,625 21
schackportalen.nu 33 29 957 14
Average 7,119 4,592 86,663,689 33

Table 1: Various statistics on the training data. The first row shows the web-domain with most possible
pairs and the second row shows the web-domain with the least possible pairs. The last row is the average
statistics across 49 domains.

for this work.

2 Challenges

There are various challenges involved in dealing
with the bilingual document alignment task and
are as follows.

• The primary challenge is that the space of
possible pairings is so huge that it is almost
impossible to use any brute force approach
for comparing every two documents from the
source and target with any similarity metric.
As shown in Table 1, the largest number of
possible pairs come from a single domain
in the training set is 1,047,069,625 whereas
in the testing set, it comes from cinedoc.org
which contains 2,444,607,480 pairs (around
2.4 billion pairs).

• Another challenge involves in obtaining the
full translations on either source or target side
(even if we restrict ourselves to first n-words
in each page) is an expensive operation given
the large amounts of processing data.

• Another approach in training the domain spe-
cific MT model for each of the 49 web-
domains given only 1,624 training pairs is not
encouraging because of the less availability
of training data in each domain. Even if we
train, it will not provide any advantage be-
cause the testing set web-domains are com-
pletely distinct from the training set.

• In addition to this, even if partial translations
of the documents on target side are provided,
making the most use of them is a crucial is-
sue.

• Furthermore, documents vary in length and
no positional information of these transla-
tions provided are available.

3 Related Work

In general, most statistical parallel corpus align-
ment works have focused on the sentence and vo-
cabulary level. Kay and Röscheisen (1993) pro-
posed to align texts with their translations that is
based only on internal evidence. The idea of iter-
ating the process of sentence level alignment with
the results of vocabulary level alignment reinforce
the certainty of both. More specifically, it exploits
a partial alignment of the word level to induce
a maximum likelihood alignment of the sentence
level, which is in turn used in the next iteration,
to refine the word level estimate. The algorithm
appears to converge to the correct sentence align-
ment in only a few iterations.

Gale and Church (1991) focused their attention
on robust statistics that tends to keep errors of
commission low. They introduced a measurement
of association between a pair of words based on a
two by two contingency table and obtained bilin-
gual vocabularies by presenting the co-occurrence
statistics. Melamed (1999) used advanced bi-text
mapping by formulating the problem in terms of
pattern recognition where the success of a bi-text
mapping algorithm lies in how well it performs in
these three tasks: signal generation, noise filter-
ing, and search. The proposed Smooth Injective
Map Recognizer (SIMR) algorithm integrates in-
novative approaches to each of these tasks.

There are also works focusing on combining
information from both sentence and vocabulary
alignments (Moore, 2002), which combined Sen-
tence length based methods and Word correspon-
dence based methods for aligning sentences with
their translations in a parallel bilingual corpus. It
achieved a high accuracy at a modest computa-
tional cost, and required no knowledge of the lan-
guages or the corpus beyond division into words
and sentences. Nazar (2011) presented a language
independent algorithm for the alignment of paral-
lel corpora at the document, sentence ad vocab-
ulary levels. The process consists of the follow-
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ing phases: aligning documents with their cor-
responding translations, aligning sentences inside
each pair of selected documents and finally, gener-
ating a bilingual vocabulary. For large scale docu-
ment level alignment, Uszkoreit et al., (2010) pro-
posed a distributed system that reliably mines par-
allel text from large corpora. In contrast to other
approaches which require specific meta data, the
system uses only the textual information. In this
paper, we take inspiration from this approach and
add some interesting heuristics on top of it to ob-
tain a good recall.

Another family of work is to learn an interme-
diate document representation between documents
from the source and target side where similar in-
termediate concepts are closely projected. There
are various kinds of such deep learning mod-
els, for example, Deep Structured Semantic Mod-
els (Huang et al., 2013), Deep Boltzmann Ma-
chines (Salakhutdinov and Hinton, 2009), Stacked
Denoising Autoencoder (Vincent et al., 2010),
Encoder-Decoder (Cho et al., 2014) and Deep
Canonical Component Analysis (Andrew et al.,
2013). However, we have not tried any of these
deep learning approaches as part of our experi-
ments due to the limited availability of the training
data.

4 Methodology

4.1 Baseline

The task organizers provided a baseline approach
which uses only the meta data related to url of the
web page like stripping the language identifiers
etc. and reported the performance on the train-
ing data set. The code for the same is available on
github.2 Initially, we thought of building our mod-
els on top of this baseline, however the pairs they
generate are not exact matches which serves as a
main bottleneck in reducing the number of possi-
ble pairings.

4.2 Brute Force and URL Patterns Approach

For this task, the training data set consists of
1,624 English-French pairs from 49 web-domains.
A straight forward approach is to simply model
this as a binary classification problem where 1
indicates that two documents are translations of
each other and 0 indicates that they are not. The
1,624 actual training set will become 1, 624 ×

2https://github.com/christianbuck/wmt16-document-
alignment-task.git

1, 624 pseudo training set that can be used to
train a skewed classification model. The fea-
tures can be from the baseline (meta data re-
lated to the urls), Machine Translation features
(translating the source side and comparing with
the possible candidates in the target side us-
ing MT evaluation metrics like BLEU (Papineni
et al., 2002), METEOR (Lavie and Denkowski,
2009), TER (Snover et al., 2006) and also the fea-
tures can be generated using standard metrics in
document-similarity literature). However, due to
the quadratic complexity of considering the simi-
larity between every possible pair, we didn’t pur-
sue this approach. Also, lack intersection between
the training and testing set web-domains add ad-
ditional problems. Instead, we used a very simple
baseline approach based on web page url match-
ing to reduce the space of the number of possible
pairings to be considered. We call this approach
as URL Patterns.

For every source web page url, we first tokenize
this url using the NLTK toolkit 3 and replace the
word ‘en’ (if exists) with ‘fr’. We reconstruct the
url back and call it as a normalized url. Then, we
search for this normalized url in the list of possi-
ble target urls and if it exists, we treat them as a
possible pair and remove both of them for further
consideration. This is a simple approach, however
when we evaluated this approach on the training
set given, we got around 50% recall. The follow-
ing approaches are built on top of this simple ap-
proach.

4.3 Information Retrieval based Approach

The bilingual document alignment task could be
viewed as an Information Retrieval problem where
our goal is to retrieve the most relevant document
on the source or target side given one from the
other side. More specifically, for each French doc-
ument, we extract queries from its provided En-
glish translation and search through all the En-
glish documents in the same domain. The one
with the highest retrieval score is aligned to that
French document. The IR framework implementa-
tion is done by the following steps with the use of
Whoosh library.4 First we built indices for every
English web page. Second, for each French web
page, the query generator extracts all possible tri-
grams from every sentence but remove those con-

3http://www.nltk.org/
4https://whoosh.readthedocs.io/en/latest/
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taining punctuation, numbers or stop words. Fi-
nally, re-ranking is performed by comparing the
degree of difference between the tokenized target
url and the tokenized source urls. After the re-
ranking, we pick the top-most result as the possi-
ble candidate and we treat this as the output for
that source url.

4.4 N-gram based approach

In this approach, we used the partial English trans-
lations provided by task organizers for French web
pages.5 For this particular approach, without loss
of generality, we consider French as the source and
English as the target. The approach has been in-
spired from the approach mentioned in (Uszkoreit
et al., 2010) and some of the best settings are bor-
rowed with a different set of heuristics. As we are
using partial English translations for French web
pages and the target is in English, now we have
both source and target sides in English language.
Two types of indexes are built i.e., forward index
and inverted index. Inverted index is built for both
bi-grams and 5-grams where the key is either a bi-
gram or a 5-gram and the posting list contains web
page urls of both English and French web pages.
A forward index is built where key is the web
page url and the posting list contains the list of bi-
grams 6 present in that web page url. This forward
index is the one that is used for scoring the sim-
ilarity between a source and target language web
page pair.

The inverted index built based on 5-gram is
used for generating the list of possible candidate
pairs between both source and target side. Before
the generation, we use some heuristics to remove
some of the 5-grams that are to be considered. If
the size of the posting list of any 5-gram is one, it
means that this particular 5-gram is present in only
one language and we can safely disregard them
from consideration. We also remove the frequent
5-grams for consideration if the posting list of any
5-gram exceeds a certain threshold. Empirically,
we found that threshold is 0.1. Similarly, using the
inverted index for bi-grams, we propagate the doc-
ument frequency of a bi-gram into the forward in-
dex thereby calculating the inverse document fre-

5Since the translations of text spans are provided, we sim-
ply concatenate all partial text spans and translations in the
same order provided for each web page before computing the
n-grams.

6Empirically determined by experimenting with different
n-grams on a subset of training data set provided.

quency (idf) for this bi-gram. Now, in the forward
index, for each web page, we have the list of bi-
grams along with the idf of each bi-gram which
can be used for scoring the cosine similarity be-
tween a pair of source and target web page. After
this, for each 5-gram, we split the list into French
and English web pages and form every possible
pair as the candidates. The size of the possible
candidate pairs obtained is still large and there-
fore we use another heuristic to reduce the com-
putational space i.e., document length ratio. Given
that the size of the English and French documents
won’t differ too much, we removed the candidate
pairs if the ratio of the document length between
the original French and English web pages is less
than 0.5. 7 After applying all these, We noticed
that the size of the possible candidates generated
for all French web pages in each domain is around
1% of the all the possible pairings considered ini-
tially. This is a significant reduction in the number
of possible pairings that are to be considered thus
making the approach computationally feasible.

Finally, given a list of possible English web
pages for each French web page, we compute the
cosine similarity between the French web page
and English web page. If we simply pick the maxi-
mum one for each French web page, then there ex-
ists a possibility that the English web page we pick
may occur subsequently for some other French
web page. However, there is a strict constraint en-
forced by the task organizers that each source web
page can be aligned to only target web page and
each target web page can get aligned only once.
In order to enforce this constraint, we use a sim-
ple greedy approach where we first compute the
cosine similarities between each French web page
and list of possible candidates. Then, we pick the
maximum scored pair out of all the possible pairs,
and output it and remove it from further consid-
eration. We repeat the same process until all the
source side web pages are processed. We submit-
ted our results on the testing data set using this ap-
proach to the shared task after conducting various
experiments.

5 Evaluation and Results

The evaluation for this problem has been well de-
fined in terms of recall as part of the shared task
i.e., what percentage of the test-set pairs are found

7We empirically arrived at this threshold by experiment-
ing with different values
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Approach Baseline URL Patterns IR-based n-gram based
Recall 67.92 50.00 56.31 93.71

Table 2: Recall on the training set pairs using different approaches

on the predicted test pairs after enforcing the 1-1
rule (each source web page will be matched with
at most one target web page and later occurrences
of the source web pages are excluded from the
evaluation). The performance of the model will
be tuned on the training data set provided by the
shared task organizers. The performance on the
training data set (1624 pairs) is listed in Table 2.

As we observe in Table 2, the IR-based ap-
proach didn’t work well and in fact it performed
worse than the baseline provided by the task orga-
nizers. On the other hand, the n-gram based ap-
proach worked very well with a recall of 93.71%.
We found that out of 49 web-domains, we got a
recall of 100% in 31 web-domains. We have also
performed an error analysis on the incorrect pairs
to get a good understanding of the errors produced
by the n-gram based approach. Based on our anal-
ysis, it has been found that relying mainly alone
on the cosine similarity between a pair of possible
candidate pairs is not itself alone, and have to do
some re-ranking after computing the initial cosine
similarity.

One of the interesting observations we made
when looking at the errors is sometimes there ex-
ists no one-to-one correspondence between the
source web page and target web page. This hap-
pens if a target web page is split into multiple
target web pages and given only the availability
of partial translations, aligning the source web
page to maximum similar target web page requires
some additional information. Since we only have
the partial translations, there is no positional infor-
mation of each n-gram which will be very useful
in calculating the similarity metric. Most of these
errors can be easily mitigated if we were provided
the entire translation of each French web page in-
stead of providing translations only for some text
spans. However, obtaining the full translations for
each and every web page is computationally inten-
sive.

We submitted our results on the test set to
this shared task using the best approach that is
based on n-grams. Our system obtained a re-
call of 93.92%. It would be very interesting to
see how these results change once the re-ranking

phase is successfully implemented which serves as
a promising future direction.

6 Conclusions and Future Directions

In this paper, we tackled the task of automati-
cally aligning/detecting the bilingual (English and
French) documents. With a simple approach of
matching urls, we obtained around a recall of 50%.
Using an n-gram based approach with interesting
heuristics on top of it, we got a recall of around
93.71% and 93.92% on the training and testing
data sets respectively.

The future directions for this work include sys-
tematically looking at where the errors occurred
and increase the performance further. The re-
ranking phase using word/document embeddings,
structure of the the html document and a lot of
other information serves as a straightforward ex-
tension to this paper. Another possible direction
could be given a web page url as an input, how
can we translate it effectively and if the trans-
lated url exists in the possible candidates, we can
safely remove those pairs from further consider-
ation. However, how to effectively tokenize and
translate a web page url is still an interesting ques-
tion to answer.
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Abstract

This paper describes the participation of
Prompsit Language Engineering and the
Universitat d’Alacant in the shared task on
document alignment at the First Confer-
ence on Machine Translation (WMT 2016).
Two systems have been submitted, corre-
sponding to two different versions of the
tool Bitextor: the last stable release, ver-
sion 4.1, and the newest one, version 5.0.
The paper describes the main features of
each version of the tool and discusses the
results obtained on the data sets published
for the shared task.

1 Introduction

Parallel data harvesting has become a critical prob-
lem for many cross-lingual tasks in natural lan-
guage processing. These data are the basis of many
approaches, specially in the case of corpus-based
machine translation (MT). One of the main sources
of new parallel data is the Internet; in fact, many
solutions have been proposed for exploiting spe-
cific websites by learning features of their structure.
Some popular examples of corpora built by mining
specific websites are the Europarl Corpus (Koehn,
2005), which exploits the European Parliament
website, or the TED2013 corpus (Cettolo et al.,
2012), that mines bitexts from the TED talks web-
site,1 a site that provides videos of public speeches
and their transcriptions translated into several lan-
guages. Nevertheless, defining methodologies to
surf the Web and identify parallel documents in
any website is still an open problem. Some of
the earliest tools developed for this purpose are
STRAND (Resnik and Smith, 2003) and BITS (Ma
and Liberman, 1999). These tools use similarities
in the URLs and the content of the webpages to
detect parallel documents in a given web domain.

1http://www.ted.com

Based on these principles, many later approaches
have been proposed (Nie et al., 1999; Chen et al.,
2004; Zhang et al., 2006; Désilets et al., 2008;
San Vicente and Manterola, 2012; Papavassiliou
et al., 2013); this paper describes the participation
of Prompsit Language Engineering and the Uni-
versitat d’Alacant in the shared task on document
alignment of WMT 2016, based on one of these
tools: Bitextor (Esplà-Gomis and Forcada, 2010).

The rest of the paper is organised as follows:
Section 2 describes the main features of Bitextor,
highlighting the main differences between versions
4.1 and 5.0. Section 3 describes the steps taken to
produce the submissions for the shared task on doc-
ument alignment in WMT 2016, and discusses the
results obtained. Finally, some concluding remarks
are provided in Section 4.

2 Bitextor

Bitextor is a free/open-source tool for harvesting
parallel data from multilingual websites; it is highly
modular and is aimed at allowing users to easily
obtain segment-aligned parallel corpora from the
Internet. This section summarises the evolution of
the tool from its earliest versions, paying special
attention to versions 4.1 and 5.0, corresponding to
the systems submitted to WMT 2016.

The first version of Bitextor was developed in
2006 as a monolithic library written in C++. The
core component of Bitextor to find document and
sentence-level alignments was an XHTML sen-
tence aligner called TagAligner,2 which heavily
relied on the HTML structure of the documents to
be compared. Some analysis on the performance
of this tool versus other approaches was presented
in (Sánchez-Villamil et al., 2006). The first ver-
sion of Bitextor used TagAligner along with some
strategies aimed at spotting language identifiers or
names in document URLs.

2http://tag-aligner.sf.net
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At some point, the monolithic nature of Bitex-
tor and its dependence on unmaintained external
libraries made it hard for users to install it and get it
working. Addressing these issues led to a dramatic
restructuring for version 4.0 in order to ease the
maintenance and to improve the performance of the
tool. Bitextor was fully re-implemented and deeply
modularised with parallel processing in mind. The
new version was mostly implemented in Python
and Bash. Most of the external libraries were re-
placed: LangID3 was adopted for language detec-
tion; XML/HTML normalisation, previously car-
ried out by W3C HTML Tidy,4 was done now with
the more modern and powerful Apache Tika;5 and
the library Boilerpipe6 was included in the pipeline
to simplify the document structure by removing
boilerplate material. As regards the strategies for
document alignment, heuristics based on language
identifiers in URLs were replaced by the use of
bilingual lexicons for shallow indexing of docu-
ments. This method reduces the search space when
looking for translation candidates for a given doc-
ument. For a more reliable source of information,
Bitextor kept relying on the use of XHTML struc-
tural comparison for document alignment.

2.1 Current version: Bitextor 4.1

The architecture of Bitextor in versions since 4.0 is
based on a Unix-style pipeline, in which a collec-
tion of scripts are connected using text interfaces.
This architecture favours the parallelisation of sub-
tasks and eases the maintenance of the tool. Fig-
ure 1 represents this architecture, describing the
main modules in Bitextor and how they interact.
As can be seen, the user is required to provide one
or more URLs of websites to be processed, the two
languages (L1 and L2) for which the parallel cor-
pus will be produced, and a bilingual lexicon in
these two languages. The following list describes
the modules in Bitextor and how this input data is
processed to obtain a translation memory:

1. Website crawling: given the URL of a web-
site, it is completely downloaded by means
of the tool HTTrack,7 keeping only HTML
documents; this module does not produce text
output, but downloads a mirror of a webpage.

3https://github.com/saffsd/langid.py
4http://tidy.sf.net
5https://tika.apache.org
6https://github.com/kohlschutter/

boilerpipe
7http://www.httrack.com/

2. Webpage normalisation: downloaded docu-
ments are preprocessed with Apache Tika8

and Boilerpipe9 (Kohlschütter et al., 2010) to
normalise the HTML markup into XHTML
and remove boilerplates. After normalisation,
exact duplicates are discarded. This module
outputs a list of tab-separated fields, in which
every line corresponds to a file. Four fields are
included in each line: the MIME type,10 the
character encoding, the local path to the file
processed, and the content of the document af-
ter normalisation encoded in base64;11 this
format is henceforth called ett.

3. Language identification: this module receives
as an input the list of processed documents in
format ett; the language of each document
is detected with LangID (Lui and Baldwin,
2012),12 keeping only those documents in one
of the target languages (L1 or L2). Before
language identification, Apache Tika is used
to convert the XHTML content of the docu-
ment into plain text. The module outputs a
list of files in lett format, which consists of
the same fields than ett plus the language
identifier of the document and the plain text
extracted, encoded in base64.

4. XHTML structure representation extraction:
this module receives a list of files in lett
format and obtains a string that tries to rep-
resent the XHTML structure as follows: (i)
every different XHTML tag is replaced by an
arbitrary character, and (ii) the sequence W
of words between two XHTML tags is rep-
resented with a reserved character, which is
repeated log2(|W |) times to account for the
length of the text (in words) in the text block.
The objective of this representation is to ease
the comparison of the structure of the docu-
ments by reducing it to a string comparison.
The new field is added to the lett input: the
resulting format is the lettr format.

5. Indexing of words in webpages: this module
receives a lett list of files and a bilingual
lexicon and produces an idx index contain-
ing, for every word in the lexicon, the list of
documents in which it occurs. The output of
this module consists of a list of words, one

8http://tika.apache.org/
9http://code.google.com/p/boilerpipe/

10https://wikipedia.org/wiki/Media_type
11https://tools.ietf.org/html/rfc4648#

section-4
12https://github.com/saffsd/langid.py
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Figure 1: Architecture of Bitextor.

per line, and a numeric identifier for each of
the documents in which the word appears; the
first identifier corresponds to the line num-
ber of the first document in the lett list of
documents, and the remaining identifiers are
offsets to the previous line numbers, to reduce
the size of the list. 13

6. Similarity ranking based on bilingual word
coocurrence: this module receives the idx
word index and the lett document list and
computes a bag-of-words overlapping metric
for each pair of documents. This score is used
to build a preliminary list of n-best candidates
for each document.14

7. N -best lists re-ranking: the list of the n best
candidates obtained for each document is re-
ranked by using the similarity metric based on
the Levenshtein edit distance between the rep-
resentation of the XHTML structure of each
pair of documents obtained in module 4; the
lettr list of documents is used in this step.

8. Document alignment: Once re-ranked, the n-
best lists for both languages are compared,
and those documents that are mutually among
the best candidates are aligned.15

9. Sentence alignment: aligned documents are fi-
nally aligned at the level of segments by using
the tool hunalign16 (Varga et al., 2007). The
standard output after this step is a translation
memory, but Bitextor can also be run to obtain
just a list aligned documents. In this specific
case, the list of document pairs obtained in
the previous step is filtered by using the re-
liability score at the level of document pairs
produced by hunalign to discard very unlikely

13For instance, if the word appears in documents 100, 105
and 180 the list would be 100:5:75.

14The standard size of these n-best lists is 10.
15It is possible to specify how many documents in the re-

ranked n-best list are taken into account: if only the first one
is taken into account (the highest one after re-ranking), only
mutual best-candidates are finally aligned.

16http://mokk.bme.hu/resources/hunalign

document pairs.

Three main bottlenecks can be identified in this
structure:

• crawling, given that this process is carried out
by an external tool and it is only after the
whole website is downloaded that the next
step can start;

• obtaining the lett list of documents, since
until the full list of documents is obtained it is
impossible to compute the whole idx index
of words; and

• n-best list candidates ranking, since docu-
ments cannot be aligned until the full rank-
ing is obtained to check which documents are
mutually best candidates.

The modules in between these bottlenecks are run
in parallel; this allows Bitextor to obtain a high
performance in machines with several processors.

2.2 What is new in Bitextor 5.0?
Version 5.0 of Bitextor has dramatically modified
the way in which the tool performs two of the most
important sub-tasks of its pipeline: crawling of
websites and document alignment. This section is
aimed at describing the main novelties as regards
these modules. Note that the architecture shown in
Figure 1 stays the same for Bitextor 5.0, despite the
fact that the internal behaviour of the corresponding
modules changes.

Web crawling. Until version 4.1, the tool HT-
Track was used for downloading websites, and after
this tool was done, the rest of the processing was
carried out. Version 5.0 of Bitextor implements
a new module for crawling websites based on the
Python library creepy17 which allows a better
control of the crawling process, which can be in-
terrupted at will to perform other processing. The
two main advantages of this process are:

17https://github.com/Aitjcize/creepy
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• Better parallelisation of the processing: with
the new crawling module it is easier to control
the way in which websites are crawled, allow-
ing to specify the number of parallel threads
that can be used. In addition, the need of stor-
ing a mirror of the original website locally
disappears;18 instead of this, the documents
downloaded are directly stored in the ett for-
mat, which allows to start webpage normalisa-
tion before the whole website is downloaded.

• Higher control of the crawling process: the
new module allows for a more controlled
crawling process. For example, it is possible
to avoid following links found in a document
that is not written neither in L1 nor L2.

Document alignment. The modules of Bitex-
tor involved in the identification of parallel doc-
uments in a given website have undergone impor-
tant changes as well. As described in Section 2.1,
previous versions of Bitextor used two sources
of evidence to identify candidate pairs of docu-
ments: a bag-of-words overlapping metric and a
similarity metric based on the structure of the doc-
uments, both using the distribution of the text and
the XML/HTML structure. In Bitextor 4.1, the first
source was used to reduce the search space and cre-
ate a preliminary ranking of n-best candidates for
every document, while the second one, more reli-
able, was used to re-rank this list. Bitextor version
5.0 keeps the initial strategy for reducing the search
space by using the bag-of-words overlapping met-
ric, but adds new sources of evidence and uses a
logistic regression approach to combine them for
re-ranking the n-best list of candidates. These new
sources of information extracted for every candi-
date pair of documents are:

1. The Jaccard index of the URLs: when com-
paring documents D1 and D2, all the URLs in
each document are extracted (using the HTML
tag href) obtaining the sets U1 and U2, re-
spectively; the Jaccard index is then computed

as:
|{U1 ∩ U2}|
|{U1 ∪ U2}|

;

2. The similarity of URLs inside the document,
represented by the Levenshtein distance (Wag-
ner and Fischer, 1974) between the sequence
of the URLs contained both in D1 and D2 at
the character level;

18This means that one of the bottlenecks specified in Sec-
tion 2.1 is avoided in this version.

3. The Jaccard index of the images shared: the
URLs of the images in documents D1 and
D2 are extracted (using the HTML tag img)
obtaining the collections I1 and I2, respec-
tively; the Jaccard index is then computed as:
|{I1 ∩ I2}|
|{I1 ∪ I2}|

;

4. Mutual links: a binary feature that is true
if both documents are mutually linked, and
false otherwise; and

5. Document URL distance: the Levenshtein dis-
tance (Wagner and Fischer, 1974) between the
URLs corresponding to D1 and D2.

These new metrics, together with the two original
ones (bag-of-words overlap and structure compari-
son), are used as features19 in a logistic regression
algorithm based on the use of a multilayer percep-
tron implemented with the Python library keras.20

The logistic regression algorithm is trained to ob-
tain a real number in [0.0, 1.0] where 0.0 means
that the documents are totally unrelated and 1.0
means that the documents are parallel. The score
obtained by the logistic regressor allows to rank
the candidates in the n-best list for every document.
One of the main advantages of this approach, apart
of being more empirical and less arbitrary than the
previous heuristic approach is that it provides a sim-
ilarity score at the level of document pairs, more
reliable and easy to obtain than the one obtained
from hunalign, and which does not require to align
the documents at the level of segments.

3 Bitextor for document alignment in
WMT 2016

This section describes the problem proposed by the
organisers of the shared task in document align-
ment and the two systems submitted by Promp-
sit Language Engineering and the Universitat
d’Alacant, the two main institutions supporting the
tool Bitextor.

3.1 Data sets
The organisers of the shared task on document
alignment provided a collection of lett files con-
taining the collection of documents crawled from
several multilingual websites. Two different data
sets were provided: a training set consisting of a
collection of 49 crawled websites with a total of

19All these metrics are normalised and take values in
[0.0, 1.0] except for mutual link, which is binary.

20http://keras.io
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573,953 documents, and a test set consisting of a
collection of 203 crawled websites, with a total of
1,204,239 documents. For the training set, a col-
lection of gold document alignments was provided
for a sub-set of the whole collection of documents.

The objective of the task is to build a collection
of documents in English aligned to their transla-
tions in French.

3.2 Submitted systems
The only external resource required by Bitextor,
a bilingual lexicon, was taken from the project’s
webpage.21 The two versions of the tool used to
produce the submissions were run with the stan-
dard parameters for document alignment, with the
only exception of the parameter that specifies the
amount of candidates to be taken into account in
the n-best list: that was set to consider only the first
one (see the description of the document alignment
module in Section 2.1). As regards the submission
based on Bitextor 4.1, its standard pipeline includes
a filtering of the document pairs using the score pro-
vided by hunalign (see Section 2.1), while Bitextor
5.0 does not use any filtering at the document level.

Given that Bitextor 4.1 uses an heuristic ap-
proach, the training set was not used to build this
system. However, Bitextor 5.0 does need22 to train
the logistic regressor used to rank the n-best trans-
lation candidates for a given document in a website;
the training set was therefore used for this purpose
in the following way:

1. the websites in the training set, which were
already provided in the lett format, were
processed up to the step in which the n-best
lists are built and the features described in Sec-
tion 2.2 were obtained for every candidate pair
of documents, i.e. for the n pairs consisting of
a document and each of its n-best candidates;

2. those document pairs for which neither of
them was not found in the gold standard pro-
vided by the organisation were discarded;

3. for the remaining pairs of documents, those in
the gold standard were considered as positive
samples (for which the expected output of the
logistic regressor is 1.0), while those aligning
a document in the gold standard with a dif-
ferent document were considered as negative

21https://sf.net/projects/bitextor/
files/lexicons/

22The new release published for Bitextor 5.0 includes a
pre-trained regression model, so it does not need to be trained
every time it is used.

samples (for which the expected output of the
logistic regressor is 0.0).

Following this method, a collection of 30,815 train-
ing samples was obtained,23 which was randomised
to use 10% of the samples as development set, and
the remaining 90% as training set.

3.3 Results
The results obtained with each version of Bitextor
consisted of a collection of 95,760 pairs of docu-
ments in the case of Bitextor 4.1 and 157,682 in
the case of Bitextor 5.0; that is, the new version de-
tected about 60% more document pairs. The organ-
isers of the task took a sample of 2,402 URL pairs
as a gold standard for evaluating the recall of each
system. On this evaluation framework, Bitextor
4.1 obtained a recall of about 31%, while Bitextor
5.0 obtained a recall of about 83%. After a careful
revision of the results obtained, it is worth men-
tioning that some errors were detected in the gold
standard, which led to considering as wrong some
correct document pairs detected by Bitextor. After
fixing them, Bitextor 5.0, the best performing ver-
sion of the tool, obtained a recall of about 87.5%.
In addition, some ambiguities were detected in the
gold standard that had not been taken into account,
such as URL aliases (having two alias that lead
to the same document) or language variants (for
example, having a document in British English and
American English). After adding these ambiguous
cases to the gold standard, the recall of Bitextor
grew to almost 88%. Finally, it was possible to
find websites translated into several languages for
which some documents were not translated and are
therefore written in the default language (English
in most of the cases). This problem is discussed in
Section 3.4.3 and, as explained in this section, af-
ter boilerplates removal, bitextor would keep only
English text from these documents, producing a
valid alignment. If we consider these alignments
as valid, the recall would reach 89%.

Regarding the quality of the aligned document
set obtained, Bitextor 4.1 reached a precision of
about 85%, while in the case of Bitextor 5.0, the
precision was higher than 90%. Taking into ac-
count the errors in the gold standard, this value
grows to more than 95%.

These results confirm that the novelties in the
new version of Bitextor provide a considerable im-
provement in the performance of the tool for docu-

23Since the standard size of the n-best lists is 10, about
10% of the samples were positive, while remaining samples
were negative.
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ment alignment. When compared to other systems
participating in the task, Bitextor obtains a per-
formance that falls in the middle of the ranking.
However, taking into account the issues regarding
the gold standard described in this section, Bitextor
5.0 would rank among the 5-top systems submitted
in the current ranking.24

3.4 Error analysis

A deeper look into the data sets provided by the
organisation of the shared task and the results ob-
tained with Bitextor uncovered some of the most
important problems faced when dealing with docu-
ment alignment in an environment such as that of
multilingual websites. The following are some of
the main problems detected in the case of Bitextor.

3.4.1 Webpages not translated.

It is usual to find websites in which some pages
are not translated in all the languages offered; this
introduces noise into the task, since the tool may be
looking for non-existing translations for some doc-
uments. If this happens only in a language (usually,
the source language in which the original pages
are written) it is not a big problem: untranslated
webpages are just ignored. However, this issue has
a relevant impact in the final accuracy when there
are untranslated documents in both languages; in
this case, the risk to end up aligning two documents
for which no translation is available is higher. A
good example of this situation in the test set is the
website http://academiedesprez.org.

3.4.2 Webpages with little text.

This problem is usual in catalogues in which a
template is used and only a few words or phrases
(names, prices, measures, etc.) change in the dif-
ferent pages. This makes pages very similar and
rises the probability of obtaining wrong alignments,
which affect both precision and recall. An extreme
example of this problem is the website http://
milltowndowntown.com in the test set, that
contains an extensive collection of pictures, each
presented in a webpage without any text. For the
purpose of building a corpus of parallel texts, it
may be interesting to set a filter to discard those
documents that do not contain a minimum amount
of text to reduce the noise produced by this kind of
webpages.

24It is worth noting that fixing these problems in the gold
standard would possibly affect the rest of systems, and the
whole ranking would need to be built again.

3.4.3 Repeated webpages.
In multilingual websites, it is usual to find that,
when an article or a piece of news is not trans-
lated, it is shown in the default (original) language.
As a result, it may happen that two webpages
could be basically equivalent with the only excep-
tion of some menus or titles that are translated
according to the template of the website.25 In a
real-world scenario, any of these “equivalent doc-
uments” would be a valid alignment and it would
not be an error at all; however, given that the gold
standard used for evaluation only provides a valid
candidate for every document, this has an impact
both in the precision and the recall of the tool.
A good example of this problem is the website
https://pawpeds.com. It is worth mention-
ing that, even though this issue affects the evalua-
tion results, if the objective of document alignment
is to produce a parallel corpus, aligning a document
to any of its equivalent translations should not be
considered an error at all.

4 Concluding remarks

This paper describes the systems submitted to the
document alignment shared task at WMT 2016 by
the team consisting of Prompsit Language Engi-
neering and the Universitat d’Alacant. These sub-
missions are based on Bitextor, a free/open-source
tool for building parallel corpora from multilingual
websites. For this shared task, two different ver-
sions of Bitextor were used to produce the two
submissions: version 4.1 and 5.0. The results ob-
tained show that the new version of Bitextor is able
to identify a noticeably higher amount of paral-
lel documents (about 60% more). In addition, the
preliminary results obtained show that version 5.0
performs better than version 4.1 both as regards
precision and recall in document classification.

Bitextor is distributed under version 3 of
the GNU General Public Licence and can
be downloaded from the project’s website:
https://sf.net/projects/bitextor/
files/bitextor/.

Acknowledgements: Supported by the Euro-
pean Commission through project PIAP-GA-2012-
324414 (Abu-MaTran) and by the Spanish gov-
ernment through project TIN2015-69632-R (Effor-
tune).

25This information is usually discarded when boilerplates
are removed.
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Abstract

We apply cross-lingual Latent Semantic In-
dexing to the Bilingual Document Align-
ment Task at WMT16. Reduced-rank
singular value decomposition of a bilin-
gual term-document matrix derived from
known English/French page pairs in the
training data allows us to map monolin-
gual documents into a joint semantic space.
Two variants of cosine similarity between
the vectors that place each document into
the joint semantic space are combined with
a measure of string similarity between cor-
responding URLs to produce 1:1 align-
ments of English/French web pages in a va-
riety of domains. The system achieves a re-
call of ca. 88% if no in-domain data is used
for building the latent semantic model, and
93% if such data is included.

Analysing the system’s errors on the train-
ing data, we argue that evaluating aligner
performance based on exact URL matches
under-estimates their true performance
and propose an alternative that is able to
account for duplicates and near-duplicates
in the underlying data.

1 Introduction

Identifying document pairs that are mutual trans-
lations of one another in large multilingual docu-
ment collections is an important processing step in
harvesting parallel bilingual data from web crawls.
The Shared Task on Bilingual Document Align-
ment at the First Conference on Machine Trans-
lation (WMT16) provides a common framework to
investigate and compare approaches to solving this
problem: given a collection of web site crawls, and
a list of known matches, identify additional docu-
ment pairs in the collection.
This paper explores the use of cross-lingual La-

tent Semantic Indexing (Berry and Young, 1995)
in combination with a URL matching scheme for
this task.

2 Latent Semantic Indexing

2.1 Singular Value Decomposition

Latent Semantic Indexing (LSI; Dumais et al.,
1988; Deerwester et al., 1990) is a well-known in-
dexing technique in information retrieval. It re-
lies on reduced-rank singular value decomposition
to map a high-dimensional term-document matrix
into a “semantic” space of much lower dimension-
ality.
The term-document matrix is set up by counting

word occurrence in documents. Each row in the
matrix corresponds to a term in the vocabulary,
each column to a document. The individual val-
ues in the matrix are weighted term counts of the
respective term in the respective document. For
this work, we use log-normalised term counts (tf
– term frequency) weighted by term specificity as
measured by the inverse document frequency (idf;
Spärck-Jones, 19721):

wt;d = tf · idf (1)
with tf = 1 + log countd(t) (2)

idf = log
|C|

countC(d : t ∈ d)
(3)

where t is a term from the vocabulary V and d a
document from the document collection C.
Singular value decomposition (SVD; cf., for ex-

ample, Manning and Schütze, 1999) is then used to
factorise this term-document matrix M with m =
|V| rows and n = |C| columns into three matrices
Tm×k,Sk×k, and Dn×k (with with k = min(m,n)),
such that T S D T=M.
The column vectors of T and D are orthonor-

mal bases of a k-dimensional vector space; S is
a diagonal matrix with the Eigenvalues of M in
descending order. In other words, dimensions in
which the data differs the most come first, dimen-
sions in which the data differs little come last. By
truncating each of the SVD output matrices to the

1The technique was proposed by Spärck-Jones; the
term idf was coined later.
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respective first r � k columns, we obtain a low-
rank representation that approximates the original
term-document Matrix: T′m×rS

′
r×r(D

′
n×r)

T ≈ M.
(Note, by the way, that D′S′D′T is the cosine sim-
ilarity matrix in the new low-dimensional vector
space.)

2.2 Document fold-in
To map a new document into this vector space, we
compute the corresponding new row to be added
to D′ as dq = MT

qT
′S′−1, where Mq is an additional

column in M that contains the weighted counts of
terms in the respective document.

3 Alignment of multilingual web
pages via cross-lingual LSI

3.1 Introduction
Web pages as delivered by web servers are a mix of
data: HTML markup, which structures the docu-
ment and pulls in additional resources such as cas-
cading style sheets, JavaScript libraries, images,
and video; scripts executable in the web browser
that influence and extend its interactive behaviour
and functionality; embedded images and videos,
and, finally, text visible to the human user. Visi-
ble text comprises boilerplate and payload. Boiler-
plate text is text that appears repeatedly across a
web site in the form of menus, page headers and
footers, etc. While usually highly distinctive of a
specific web site, boilerplate contributes little to
being able to distinguish individual web pages on
a specific site. Web site readers will usually not
pay much attention to boilerplate text except when
navigating the web site; it is nothing that they will
actively read in order to satisfy information needs
other than how to navigate the web site. Payload
text, on the other hand, is text that users visit the
specific page for.
While document structure, embedded links, etc.

can provide valuable clues for the alignment of web
pages, this work focuses on the text extracted from
the original HTML, as provided by the workshop
organisers as part of the data set.

3.2 Approach
The central idea in our approach is to use cross-
lingual LSI to map monolingual documents into a
joint vector space and use similarity between the
corresponding embedding vectors to perform bi-
partite alignment of pairs of documents in different
languages.
To obtain a cross-lingual model of latent seman-

tics, we first set up a bilingual term-document ma-
trix M using parallel documents, keeping the vo-
cabularies of the two languages separate, so that
identical word forms in the two languages corre-
spond to different rows in M. Rank-reduced SVD
is then performed on this bilingual matrix to map

the terms of the two languages into a common se-
mantic space with 1,000 dimensions.2 Via fold-in,
all monolingual documents from the collection that
have been labelled by the language recogniser as
being in one or the other of the language in ques-
tion are also be mapped into this common space.
We then use Competitive Linking (Melamed,

1997) to obtain a bipartite alignment of docu-
ments: first, we rank all possible bipartite align-
ment hypotheses by score. Processing the list
of hypotheses in descending order, we keep all
hypotheses that do not overlap or conflict with
higher-ranking hypotheses and discard the others.
(In fact, competitive linking is what the official
evaluation procedure for this shared task does; for
the purpose of participation in the Shared Task, it
is sufficient to produce a ranked list).

3.3 Term Weighting
As mentioned above, text extracted from a web
page consists of boilerplate and payload text. To
reduce the influence of the former and boost the
impact of the latter on the document vectors, we
compute idf separately for each domain in the set
(rather than globally across all domains). Thus,
terms that occur frequently across a particular web
site will receive a low specificity score (i.e., idf) on
pages from that web site, yet may receive a high
score if they appear elsewhere.

3.4 Scoring functions
In our experiments, we explored and combined the
following scoring functions:

3.4.1 Cosine Similarity (cos)
This is the classical measure of similarity in LSI-
based Information Retrieval. It computes the co-
sine of the angle between the two vectors that em-
bed two candidate documents in the joint semantic
vector space.

3.4.2 “Local” cosine similarity (lcos)
The intuition behind the local cosine similarity
measure is this: since we perform SVD on a bilin-
gual term-document matrix that consists of doc-
ument column vectors for documents from a large
collection of web sites, web pages from each specific
web site will still appear quite similar if the web site
is dedicated to a particular topic area (which the
vast majority of web sites are). Similarity scores
will thus be dominated by the general domain of
the web site rather than the differences between
individual pages within a given web site. The local
cosine similarity measure tries to mediate this phe-
nomenon by shifting the origin of the vector space
to the centre of the sub-space in which the pages of

2We used the open-source software package redsvd
(randomised SVD; Okanohara, 2010) to perform the
singular value decomposition.
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a particular web site reside before computing co-
sine similarity. In practice this is accomplished by
subtracting the mean embedding vector for the do-
main in question from each individual embedding
vector for pages in that domain. Note that we are
only comparing pages that belong to the same web
site within the context of the shared task.

3.4.3 URL similarity (url)
The data provided for the Shared Task contains
many duplicates and near-duplicates of web pages.
Duplicates occur when multiple URLs lead to ex-
actly the same content (e.g. www.domain.com and
www.domain.com/index.html); near-duplicates
are often the result of dynamically created con-
tent, such as results of database look-up (e.g.,
calendars, stock price trackers), embedded page
counts, or different boilerplate due to different
language settings delivering the same payload
(e.g., an English article delivered under two
different country-specific user interfaces using
different boilerplate text). Not knowing how the
reference set for evaluation within the Share Task
was constructed, we conjectured that the gold
standard used for evaluation might be biased
towards URL matches.
Hence, we devised the following match score for

pairs of URLs.

1. All URLs within a domain are tokenised into
blocks of either all letters or all numbers rely-
ing on POSIX UTF-8 character classes; punc-
tuation is discarded.

2. For a given pair of candidate URLs, we de-
termine via the Needleman-Wunsch algorithm
(Needleman and Wunsch, 1970) the cumula-
tive score of the longest match sequence be-
tween the token sequences corresponding to
the two URLs. The match score for each in-
dividual token pair 〈t1, t2〉 in the alignment is
computed as follows.

• score(t1, t2) = 0 if t1 6= t2 and at least
one of them is a number

• score(t1, t2) = 1
cnt(t1)2

if t1 = t2, where
cnt(t) is the position-independent count
of token t in all the URLs in the collec-
tion. The match weighting based on rel-
ative frequency in the domain serves to
discount very frequently occurring URL
components, (such as http or www) and
boost components that are rare in the
URLs for this domain, such as, for ex-
ample, article IDs.

• score(t1, t2) =
2∗lcss(t1,t2)

len(t1)+len(t2)
· 1
cnt(t1)·cnt(t2)

if t1 and t2 both are sequences of let-
ters, where lcss(t1, t2) is the length of the
longest common letter sub-sequence be-
tween t1 and t2. The idea behind this

soft match score is to reward cognates
over candidate pairs that have no sem-
blance of one another whatsoever. For
example, the lcss score component for
the pair 〈London,Londres〉 would be ca.
0.62 ( 2∗4

len(“London”)+len(“Londres”) ), whereas
the pair 〈London,Paris〉 would receive a
match score of 0, each of the scores yet to
be weighted by 1

cnt(t1)·cnt(t2) . This soft
matching score serves to accommodate
web sites that base their URLs on, for ex-
ample, the headlines of articles or posts.

4 Evaluation
4.1 Recall on training and test data
To rank alignment hypotheses, we investigated all
uniform linear combinations of the three individ-
ual scoring functions. Table 1 shows the results for
the training set, and, in the last row, the perfor-
mance of the best feature combination on the test
set. In the first set of experiments on the train-
ing set, whose results are shown in the left half
of the table, we used the list of known matches in
the training data both for seeding cross-lingual LSI
and evaluation. These numbers give us a sense how
well monolingual documents are mapped into the
joint semantic space by LSI and document fold-in.
The first column of the recall numbers (“strict”)
follows the official evaluation procedure, counting
only exact URL matches as correct. The following
columns show the performance if a more lenient
notion of “matching documents” is applied. This
more lenient measures computes the similarity be-
tween the expected and a proposed target docu-
ment for a given source document (and vice versa)
as follows:

score(text1, text2) =
2 · lcss(text1, text2)
|text1|+ |text2|

(4)

The length of the longest common sub-sequence
(lcss) is here measured in terms of space-separated
tokens as they occur in the text. No more sophis-
ticated tokenisation is performed. The content-
based evaluation measure counts a proposed match
as correct if the similarity between a proposed tar-
get (or source) document and the expected docu-
ment is greater or equal to the threshold indicated
in the column header.
The right half of the table shows the results for

the same evaluation performed on the basis of origi-
nal bilingual term-document matrices that exclude
all known matches from the domain in question,
relying only on known matches from other web do-
mains. This leads to fewer vocabulary matches, as
terms specific to the web site in question may not
be included in the model. As expected, we see a
drop in performance, but we are still able to recover
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Table 1: Recall on the training and test data with known in-domain document pairs included in / excluded
from the initial term-document matrix.

performance on the training data
included excluded

features used stricta 1.00b 0.99b 0.95b 0.90b stricta 1.00b 0.99b 0.95b 0.90b

cosine (cos) 86.7 93.4 95.4 96.7 97.6 82.5 88.9 91.3 92.9 93.7
“local” cos. (lcos) 86.7 92.8 94.7 95.8 96.9 83.3 88.9 91.4 92.8 93.6

URL similarity (url) 83.6 87.8 88.1 88.2 88.2 83.6 87.8 88.1 88.2 88.2
cos lcos 87.2 93.7 95.6 96.6 97.5 83.3 89.7 92.1 93.6 94.4
cos url 90.6 94.7 95.6 96.4 97.1 86.3 90.6 91.4 92.7 93.5

lcos url 91.3 95.4 96.3 97.2 97.8 86.8 91.3 92.2 93.4 94.2
cos lcos url 92.8 96.7 97.6 98.5 99.1 88.0 92.5 93.4 94.7 95.5

performance on the test data
cos lcos url 87.6 87.6 94.1 95.5 96.0
a exact string match with the reference ULR pairs
b soft match based on document similarity with different similarity thresholds.

Table 2: Distribution of missed pairs over domains
with a soft similarity threshold of .95. Domains
with a single miss are aggregated under “other”.

domain missed pairs
www.lagardere.com 20
meatballwiki.org 12
www.toucherdubois.ca 8
www.rfimusique.com 8
www.taize.fr 6
www.lalettrediplomatique.fr 4
www.publictendering.com 3
www.iisd.ca 3
hrcouncil.ca 3
arabpressnetwork.org 3
www.technip.com 2
www.kinnarps.com 2
www.gameonly.com 2
www.eufic.org 2
other 17

about 92.5% (down from 96.7%) of the known
matches, even when counting only full matches and
matches with exact duplicates.

4.2 Error analysis

Table 2 shows the distribution of missed page
pairs over the respective domains in the test data.
As we can see, errors are concentrated in only
a few of the 203 domains in the test set. We
will briefly discuss the top five here. The er-
rors in www.lagardere.com originate from mixed-
language pages, typically pages with the boiler-
plate text for the user interface in one language and
the actual content in the other. The missed pairs
in meatballwiki.org can be attributed to red her-
rings: URL pairs that erroneously suggest a corre-

spondence between the two pairs in question. The
web site www.toucherdubois.ca provides teach-
ing resources (including images and lesson plans)
for teaching students about “the sociocultural her-
itage of the people of Madawaska” in Canada and
the US. Some of the pages consist of little text
wrapped around image resources; lesson plans are
often very similar in terms of the vocabulary used,
thus confusing the LSA model. The missing pairs
from www.rfimusique.com and www.taize.fr are
pairs of pages with a low payload-to-boilerplate (or
near-boilerplate) ratio, i.e., they are dominated by
text that can be found on multiple pages, thus lead-
ing to document alignment errors.

5 Related work
One of the first systematic approaches to identify-
ing parallel data on the web is the STRAND algo-
rithm (Resnik, 1999). It is a pipeline process that
first generates candidate pairs via a web search (or
by link analysis if a complete download of a web
site is available). It then performs language iden-
tification on the retrieved pages and analyses the
HTML structure of candidate documents in order
to filter out document pairs that are too dissimilar
in their document structure. Resnik and Smith
(2003) extend this approach by adding content-
based analysis. They use probabilistic word trans-
lation lexicons to assess the probability that two
pages are translations of each other.
Very similarly to the work presented in this pa-

per, Saad et al. (2014) use LSI for identification
of parallel and comparable corpora. In addition
to the cross-lingual LSI approach taken here, they
also investigate monolingual LSI after document
translation. They conclude that cross-lingual LSI
is competitive with monolingual LSI of automati-
cally translated texts.
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6 Conclusion

We have investigated the feasibility of using cross-
lingual LSI for identifying parallel documents in
large collections of text. Our results suggest that
this is a viable approach to harvesting parallel data
from web crawls. We achieve the best performance
with a combination of classical cosine measure, “lo-
cal” cosine measure, and URL matching.
The existence of duplicate and near-duplicate

documents in the data raises the question whether
it is reasonable to measure performance in terms
of URL matches, or whether evaluation should be
based on the distance between retrieved and ex-
pected documents.
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Abstract
In this paper we describe a method for se-
lecting pairs of parallel documents (docu-
ments that are a translation of each other)
from a large collection of documents ob-
tained from the web. Our approach is
based on a coverage score that reflects the
number of distinct bilingual phrase pairs
found in each pair of documents, normal-
ized by the total number of unique phrases
found in them. Since parallel documents
tend to share more bilingual phrase pairs
than non-parallel documents, our align-
ment algorithm selects pairs of documents
with the maximum coverage score from all
possible pairings involving either one of
the two documents.

1 Introduction

In this paper we describe our algorithm for bilin-
gual document alignment, which is based on a
coverage scoring function that reflects the ratio of
unique bilingual phrase pairs from a Moses phrase
table (Koehn et al., 2007) that are found in each
bilingual pair of documents1.

Basically, we exploit the fact that (parallel)
phrase pairs are more likely to co-occur in par-
allel documents than in non-parallel ones. This
insight came to our mind when we learned about
the MT-based approach proposed by Sennrich and
Volk (2010) to the closely related sentence align-
ment problem, which is to align parallel sentences
within a pair of parallel documents. The MT-based
approach to sentence alignment uses the BLEU
score between sentences of one document and ma-
chine translated sentences of the other, as an in-
dicator of parallelism between sentences. By us-
ing a phrase table directly we circumvent the de-
coding process which inevitably makes translation

1hereafter we will avoid repeating the word bilingual
whenever we mention pairs of documents or phrases

choices (and sometimes errors) that differ from the
ones made by the human translators.

One may argue that using a decoder would have
the advantage of avoiding ”noisy” phrase pairs
from the phrase table. However, we observed that
most of the ”noisy” phrase pairs in the phrase ta-
ble are not completely unrelated. Instead, they
sometimes miss a word or two on one of the
sides, but are otherwise parallel to some extent.
Nevertheless, since we employ uniform weight-
ing for all phrase pairs (we treat them as binary
features; either they are present in a document or
not), the effect of noisy entries becomes diluted in
a large number of features. For the most sceptical
amongst us, please consider that even if the phrase
table was created by a random aligner, the mere
fact that the phrase pairs were sampled from par-
allel sentences, would cause parallel documents to
statistically share more of such phrase pairs than
non-parallel documents.

Our earlier successful application of coverage-
based scores to the problem of sentence alignment
(Gomes and Lopes, 2016) prompted us to develop
a similar solution to the document alignment prob-
lem. The main characteristics of our approach are:

• it takes advantage of existing knowledge en-
coded in PBSMT phrase tables (we consider
this to be our main characteristic, as it was
our foremost goal to reuse existing knowl-
edge);

• it identifies pairs of documents with vari-
ous degrees of document parallelism ranging
from barely comparable to parallel;

• it is language and domain2 independent, as
long as we can manage to create a phrase ta-
ble for the pair of languages at hand from a
relatively general-domain parallel corpus;

2here domain refers to text domain
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• it is purely content based (although this is not
an advantage for the present shared task and
other scenarios where metadata is available);

• it is agnostic with respect to document format
(again, this is not an advantage in the present
task, because all documents are HTML pages
and some tag-structure features could be
helpful)

2 Alignment Method Description

Our alignment method has three major steps:
a preparation step, which constructs a
phrase→document indexing data structure, a
candidate generation step, which generates
bilingual pairs of putative parallel documents, and
finally, a candidate selection step which selects
the pairs with maximum coverage score among
all competing candidates from the generated set
(we will define precisely what are competing
candidates).

Each of these steps is described ahead, in dedi-
cated sub-sections, but first we will define the cov-
erage score which is the key concept of the whole
method.

2.1 Coverage Score
We define the coverage score of a bilingual pair
of documents as the geometric mean between two
coverage ratios, one for each document. The
coverage ratio of an English3 document E when
paired with a candidate parallel French document
F is given by equation 1:

C(E,F ) =
|E ∩ F |
|E| (1)

Conversely, to compute the coverage ratio of a
French document F when paired with a candidate
English document E we simply swap E with F in
the equation above.

More formally, the capital letters E and F rep-
resent the set of unique phrases present in each
document (i.e. in this algorithm a document is
represented by the set of unique phrases occur-
ring in it). To compute the cross-lingual intersec-
tion of E and F we resort to the Moses phrase ta-
ble which allows us to match phrases of both lan-
guages. Please note that some phrases are com-
mon to English and French, such as proper nouns,

3although we refer to English and French documents
throughout the document, the algorithm is nonetheless lan-
guage independent

numbers, URLs, postal addresses, etc. We also
consider such phrases as belonging to the cross-
lingual intersection of E and F when computing
the coverage score, even if they are not in the
phrase table.

The coverage score of a candidate pair of doc-
uments, is given by a non-parametric combina-
tion of the two coverage ratios (C(E,F ) and
C(F,E)). We chose the geometric mean (equa-
tion 2b) instead of the arithmetic (equation 2a)
or harmonic (equation 2c) means, because it sits
in the middle ground between the other two in
terms of response to unbalanced inputs (see equa-
tion 2d). In fact, the equalities between the three
means (equation 2d) only hold if the inputs a and
b have the same value.

A(a, b) =
a+ b

2
(2a)

G(a, b) =
√
ab (2b)

H(a, b) =
2ab

a+ b
(2c)

H(a, b) ≤ G(a, b) ≤ A(a, b) (2d)

To better understand our choice of the geomet-
ric mean, let us consider for example three pairs
of coverage ratios for three hypothetical pairings
of documents: (0.9, 0.1), (0.65, 0.35) and (0.5,
0.5). The arithmetic mean of each of these pairs
is 0.5 (the same for all pairs) while the geometric
mean is 0.3 for the first, 0.48 for the second and
0.5 for the third, which is the most balanced pair.
Therefore, if we use the arithmetic mean, then we
will not differentiate among these three cases, al-
though the pair with more balanced coverage ra-
tios is more likely to be parallel. From observa-
tion we learned that extremely unbalanced cover-
age ratios typically indicate that one of the docu-
ments is much longer than the other. Since longer
documents tend to have more unique phrases than
shorter ones, whenever we compute the coverage
ratios for such a pairing, the shorter document will
have a greater coverage ratio than the the longer
document. More precisely, the numerator of equa-
tion 1 is the same for both paired documents, but
the denominator will be larger for the document
with more unique phrases. The harmonic mean is
slightly more sensitive to unbalanced input values
than the geometric mean, and for the three pairings
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in the previous example we would get 0.18, 0.46
and 0.5 (which are not too far from the respective
geometric means). In future work we may exper-
iment replacing the geometric with the harmonic
mean, but we do not expect dramatic changes in
the performance.

Replacing a and b in equation 2b by the equa-
tion 1 for both documents, we get the following
equation for the coverage score:

S(E,F ) =

( |E ∩ F |2
|E| |F |

) 1
2

(3)

For reasons explained in § 2.4, we will not sim-
plify this equation.

2.2 Preparation Step

The preparation step is responsible for creating
two phrase→document indices, one for each lan-
guage, which are used later in the candidate gen-
eration step. In our prototype, these indices
are implemented as hash tables mapping phrases
(strings) into lists of document Ids (integers). The
time needed for creation of these indices is pro-
portional to the size of the document set, while the
memory required is proportional to the number of
unique phrases (hash table keys) times the average
document-frequency of phrases (each phrase is as-
sociated with a list of unique document Ids where
it occurs at least once). The creation of the indices
is as simple as follows:

• for each document of a given web domain:

– extract all unique phrases up to 5 tokens
(the same maximum phrase length as the
phrase table)

– insert each phrase in the hash table of
the respective language (if not there al-
ready) and append the document Id to
the list of document Ids associated with
each phrase

One important implementation detail is that the to-
kenization algorithm employed for processing the
documents must be exactly the same as the one
used to process the corpus from where the phrase
table was extracted. In our prototype we used the
tokenizer from the Moses toolkit (Koehn et al.,
2007), and a pre-computed English-French phrase
table extracted from the Europarl corpus (Koehn,
2005). Both the tokenizer and the pre-computed

EN   ID   FR

Phrase table

1
2
3
4
5
6
7
8
9

...    ...    ...

EN Docs

EN Index
Phrase ⇒ DocIds

1, 2, 3
5, 6
2, 8, 9
4
1, 7

...        ...

1
2

FR Docs

FR Index
Phrase ⇒ DocIds

1, 2, 3
5, 6
2, 8, 9
4
1, 7

...        ...

1
2

intersect
phrases

pairs of 
documents

sharing
common
phrases

intersect
phrase
pairs

pairs of
documents
matching
bilingual
phrase
pairs

Figure 1: Overview of the candidate generation
algorithm

phrase table were downloaded from the Moses
website4.

2.3 Candidate Generation Algorithm

The candidate generation algorithm is responsible
for balancing the computation time required with
the precision and recall of the aligner. If it gen-
erates too many candidates, then the aligner will
take a long time to evaluate all generated candi-
dates. If it generates too few candidates then there
is an increased chance that some true parallel pairs
are not among the generated candidates, and thus
absent from the final aligner output.

For the smaller web domains, we may gener-
ate all possible pairings, thus ensuring that all true
parallel pairs are passed into the selection step.
However, in the general case, we need to prune
the hypothesis space and generate only a subset of
all possible pairs.

4http://www.statmt.org/moses/RELEASE-3.0/
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Our heuristic for candidate generation is to de-
fine an average minimum number of candidates
k to be generated for each document (we used
k=100 in our experiments). Then, the global min-
imum number of candidates to be generated is
computed by multiplying k by the average num-
ber of documents in both languages. For ex-
ample, if there are 400 English documents and
600 French documents, and we set k=100, then
the global minimum number of candidates to
be generated is k 400+600

2 =50,000 which is much
lower than the number of all possible pairings
(400×600=240,000).

The algorithm generates candidate pairs incre-
mentally, considering one bilingual pair of phrases
at a time. It starts from the least frequent phrase
pairs, which are also the most discriminant5, and
progresses towards the more frequent phrase pairs.
For each bilingual phrase pair considered we gen-
erate all pairs of documents from the Cartesian
product of the document Ids associated with each
of the two phrases. Figure 1 shows an overview of
the candidate generation algorithm and its interac-
tion with the phrase indices and the phrase table.

As an example of this Cartesian product-based
generation, if the English phrase ”thank you” oc-
curred in English documents 3 and 7 and the
French phrase ”merci” occurred in documents 2,
5 and 9, we would generate the following 6 candi-
date pairs: (3,2), (3,5), (3,9), (7,2), (7,5) and (7,9).

The candidate generation terminates when the
required global minimum number of candidates
has been generated.

2.4 Candidate Selection Algorithm

The candidate selection algorithm is responsible
for selecting, among each group of competing can-
didate pairs (alternative hypotheses), the one with
maximum coverage score.

We define competing candidate pairs of docu-
ments as pairs that share either of the two doc-
uments. For example, the pairs (E1, F1) and
(E1, F2) are competing pairs since they share the
English document E1, but the pairs (E1, F1) and
(E2, F2) are not. We assume that only one pair
of all competing candidate pairs is indeed parallel,
i.e. there is at most one parallel French document
for each English document (and vice versa).

More formally, the selection algorithm selects

5A phrase pair that occurs in almost every document (such
as the pair ”the”↔”la”) has very little discriminative power.

pairs of documents (E,F ) that verify the follow-
ing two inequalities, which warrant a maximum
coverage among all competing pairs:

S(E,F ) > S(E, F̂ ) ∀F̂ 6= F (4a)

S(E,F ) > S(Ê, F ) ∀Ê 6= E (4b)

We call the selected (E,F ) pairs as maximal
pairs.

Please recall the coverage score equation
S(E,F ) (equation 3), and its wrapping square
root which we did not simplify away. Since the
square root is a monotonically increasing function,
and given that we are comparing coverage scores
of competing pairings instead of looking at their
absolute values, we may drop the square root from
the equation and the comparisons across compet-
ing candidates will hold the same as before. Thus,
we save a few computer clocks per candidate pair
analysed.

3 Evaluation

The evaluation in this shared task is based on re-
call, i.e. the ratio of URL pairs from the testset
that are correctly identified by the aligner. A one-
to-one rule is enforced, which allows each English
URL to be aligned with at most one French URL
and vice versa.

Despite the merits of a pure content-based ap-
proach, which is applicable in scenarios where
URLs and other metadata are not available, we ac-
knowledge that for the present task we may ob-
tain better results if we take advantage of all infor-
mation available (page URL and HTML structure)
besides the plain text content.

Therefore, besides evaluating our content-based
method on its own, we submitted two additional
extended sets of results obtained by trivial com-
binations of our content-based method with the
metadata-based (URL-based) baseline method.

The first extended set, called coverage/url,
gives priority to predictions of the coverage-based
method, adding only URL-predicted pairs for
URLs that were not aligned by the coverage-based
method. Conversely, the second extended set,
called url/coverage, gives priority to the predic-
tions of the URL-based aligner.

The results obtained with our coverage-based
aligner and the two trivial combinations with the
baseline aligner for the development and test sets
are summarized in Tables 1 and 2, respectively.
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Method Recall # Predicted Pairs

baseline 67.92% 119979
coverage 72.78% 63207

coverage/url 89.53% 147857
url/coverage 90.52% 148278

Table 1: Evaluation results on the development
set.

Method Recall # Predicted Pairs

baseline 53.03% 136086
coverage 85.76% 207022

coverage/url 88.63% 235763
url/coverage 94.96% 235812

Table 2: Evaluation results on the final test set.

The coverage-based aligner, alone, improves
5% over the baseline on the development set and
33% on the test set. But when combined with the
baseline aligner, the recall is boosted up to 23%
above the baseline on the development set and up
to 42% on the test set. A possible explanation for
the boosted recall is that since the methods rely on
completely different feature sets, their predictions
are to some degree complementary.

We would like to point out that the coverage-
based aligner made substantially fewer predictions
than the baseline (52.7%) in the development set,
and still yielded higher recall (+4.86%). This
allows us to speculate that the precision of the
coverage-based alignment is likely to be higher
than the precision of the baseline.

4 Future Work

This was our first look into the document align-
ment problem and a number of ideas for improving
the current algorithm sprung up during the exper-
iments. Next, we will briefly discuss ideas which
we intend to explore in future work.

4.1 Improve Candidate Generation Strategy

The candidate generation algorithm presented in
§2.3 is perhaps the weakest point of the whole
method. We arrived at this conclusion when we
noticed that many URL pairs from the develop-
ment set were not being generated due to a too low
frequency threshold, particularly for the largest
domains. When we tried to counter this effect
by increasing the threshold, then the algorithm

started to exhibit square asymptotic complexity,
taking too long to align the larger domains. In the
meantime, we discovered a better candidate gen-
eration strategy, but unfortunately, it was not pos-
sible to implement it on time for this shared task.
The main difference is that instead of a global fre-
quency threshold, we fix a minimum number of
competing candidates to be compared with each
document.

4.2 Better Integration With Metadata-based
Features

As described earlier, we submitted two extra
datasets resulting from trivial combinations of our
aligner and baseline outputs. Due to lack of time,
we didn’t try more sophisticated forms of combin-
ing our content-based features with other kinds of
feature, such as URL matching and HTML doc-
ument structure as proposed in the Bitextor pa-
per (Esplà-Gomis et al., 2010).

Since the trivial combinations achieved the best
performance in the development set, we expect to
improve the performance further still, if we com-
bine content-, structure- and metadata-based fea-
tures in a more principled manner.

One possibility for making use of URLs would
be to consider the path component of URLs as a
slash-delimited sentence, and match phrases from
this sentence in the same way that we do for
phrases in the text. Therefore, even if the URLs
are not exactly identical (after stripping language-
specific markers such as ”lang=en”), they could
still match partially.

4.3 Using Document Structure Information

Following the idea introduced by Bitextor (Esplà-
Gomis et al., 2010), we could also compute doc-
ument similarity based on HTML tag structure,
given that many parallel webpages also have a par-
allel HTML structure. They propose a distance
measure, based on edit-distance of a sequence of
tags intermixed with text chunks (represented by
their length). The computation of the distance
measure takes O(NM) time to compute, for a pair
of documents with N and M tags respectively.
This may be computationally expensive, particu-
larly for large web domains, but we might resort
to this measure only for documents with a very
low coverage score and/or a very small distance to
the second choices in the selection algorithm de-
scribed in section 2.4.
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5 Conclusion

The bilingual document alignment algorithm pre-
sented in this paper has several interesting proper-
ties, in our view: it is language and domain inde-
pendent, it is able to align documents with varying
degrees of parallelism (ranging from barely com-
parable documents to fully parallel ones), and it is
purely content-based, which makes it applicable in
a wider range of scenarios.

On its own, the performance of our aligner is
above the baseline, but is not outstanding: 73%
recall on the development set and 86% on the test
set. But when combined with the URL-based pre-
dictions of the baseline aligner, we achieve 90%
recall on the development set and 95% on the test-
set. The performance boost of the combined sys-
tems may be explained by the complementary na-
ture of the features employed by each method.

Finally, we believe that the phrase-table-
coverage approach still has room for improve-
ment, because this was our first look into the prob-
lem and we have several untried ideas for improv-
ing it.
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Abstract

We participated in the Bilingual Document
Alignment shared task of WMT 2016 with
the intent of testing plain cross-lingual in-
formation retrieval platform built on top of
the Apache Lucene framework. We de-
vised a number of interesting variants, in-
cluding one that only considers the URLs
of the pages, and that offers — without
any heuristic — surprisingly high perfor-
mances. We finally submitted the output
of a system that combines two informa-
tions (text and url) from documents
and a post-treatment for an accuracy that
reaches 92% on the development dataset
distributed for the shared task.

1 Introduction

While many recent efforts within the machine
translation community are geared toward ex-
ploiting bilingual comparable corpora — see
(Munteanu and Marcu, 2005) for a pioneering
work and (Sharoff et al., 2013) for an extensive
review — there is comparatively much less work
devoted to identifying parallel documents in a (po-
tentially huge) collection. See (Uszkoreit et al.,
2010; Smith et al., 2013) for two notable excep-
tions. This is due in large part to conventional
wisdom that holds that comparable corpora can
be found more easily and in larger quantity than
parallel data. Still, we believe that parallel data
should not be neglected and should even be pre-
ferred when available.

The Bilingual Document Alignment shared task
of WMT 2016 is designed for precisely identify-
ing parallel data in a (huge) collection of bilingual
documents mined over the Web. The collection
has been processed by the organizers in such a way
that this is easy to test systems: the language of the

documents is already detected, and we have access
to the content of the Web pages. Although the or-
ganizers encouraged participants to test their own
way of pre-processing data, we decided (for the
sake of simplicity) to use the data as prepared.

We describe the overall architecture of the
BADLUC framework as well as its components in
Section 2. We explain in Section 3 the experiments
we conducted and provide some analysis in Sec-
tion 4. We conclude in Section 5.

2 BADLUC

We built variants of a Cross-Language Informa-
tion Retrieval (CLIR) platform making use of the
popular Apache framework Lucene.1 We de-
scribe here the different components embedded in
this platform.

We participated in this task by relying entirely
on the pre-processing carried out by the organiz-
ers, that is, we used the text of the pages as it was
extracted. Figure 1 shows an excerpt of the text
extracted from a given URL. Sometimes, the con-
version to text is noisy and deserves further work.
While we could have used the machine translation
provided as well, we decided to resort to a bilin-
gual dictionary, mainly for the sake of simplicity:
the resulting system is very light and can be de-
ployed without retraining any component.

After some exploration with the platform, we
settled for a configuration — named RALI — that
we used for treating the official dataset of the
shared task. RALI is a combination of variants that
delivers good performance both in terms of pro-
cessing time and accuracy. This system achieves
92.1% TOP@1 on the development dataset, a per-
formance we consider satisfactory considering the
simplicity of the approach.

1https://lucene.apache.org/core/
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2.1 Indexes
We built two main indexes. One from the source
and one from the target documents of the collec-
tion provided. This last was organized into web-
domains (49 in the development set) but, to ease
implementation, we built the indexes from all, and
enforced a posteriori that only target documents
of a given web-domain are returned. In each in-
dex, documents are indexed (and tokenized) into
three Lucene fields, one based on the text itself
(text), one based on its url and one with the
size of the text content (in number of tokens).
Lucene provides a number of tokenizers, but

we felt the need to develop our own in order to
properly handle the cases where punctuations is
glued to words, and other typical cases one finds in
real data. One point worth mentioning is that our
tokenizer splits urls into several tokens.2 This
way of handling urls leads us to a simple but ef-
ficient url-based baseline. See Figure 1 for an
illustration of a few bag-of-word queries consid-
ered in BADLUC.

2.2 Query Instantiation
Each field of each (source) document can be
treated as a bag-of-word query. We used the More-
LikeThis query generator available in Lucene3

to implement this. The generator uses a vari-
ant of tf.idf and allows for the adjustment of a
number of meta-parameters mainly for finding an
application-specific compromise between the re-
trieval speed and its accuracy. We investigated the
following ones4:

• minimum frequency of a term in a document
(tf ) for it to be considered in a query,

• minimum (mindf ) and maximum (maxdf )
number of documents in the collection that
should contain a candidate query term,

• minimum (minwl) and maximum (maxwl)
word length of a term in a query,

• maximum number of terms in a query (size),

• only words absent from a specified stop-list
are legitimate query terms (stop).

2We split urls according to a list of 33 separators, among
which: @,?,/,<,>,(,),+,!,%,∼

3https://lucene.apache.org/core/4_4_0/
queries/index.html

4The MoreLikeThis mechanism also allows to settle a
boost factor per query term, but we did not play with it.

These meta-parameters allow to easily create
specific-purpose queries on the fly. For instance,
by setting mindf and maxdf to 1, we built a
collection-wide hapax query, while setting minwl
and maxwl to 1 allows to build queries containing
only punctuations marks.

2.2.1 Mono and Bilingual Queries
We tested two main families of queries: monolin-
gual (mono) and bilingual (bili). The former is
a way of easily capturing the tendency of a docu-
ment and its translation to share a number of spe-
cific entities such as named-entities, numbers, or
urls, for which no translation is required. Obvi-
ously, we were not expecting a high accuracy with
monolingual queries, but we thought it would pro-
vide us with a very simple baseline. Actually the
performance of such an engine on a given collec-
tion might be a valid metric to report, as a measure
of the difficulty of the collection.

Bilingual queries involve a translation proce-
dure. We simply translate the terms of the query
based on a bilingual lexicon. We could have used
the machine translated text provided by the orga-
nizers, but we decided early on in our experiments
to resort to a simple bilingual lexicon approach,
to simplify deployment. As a matter of fact, in a
previous work on identifying parallel material in
Wikipedia (Rebout and Langlais, 2014), we ob-
served the inadequacy of the features computed
from a generic SMT engine. Arguably our lexi-
con might not be very good either to deal with the
nature of data collected over the Web, but we felt
that a general bilingual lexicon might be more ro-
bust in this situation.

There are two meta-parameters that control our
translation procedure:

• keep when set to true (which we note K),
will leave untranslated terms (that is, terms
unknown from our lexicon) in the query.5

Hopefully this will leave in named- and
numerical-entities that are useful for dis-
tinguishing parallel documents (Patry and
Langlais, 2011).

• nbTrans controls the number of translations
to keep when there is more than one avail-
able for a given source term. We consider
two possible values: all puts all available

5At least terms that meet the MoreLikeThis meta-
parameters.
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http://creationwiki.org/Earth
Earth - CreationWiki, the encyclopedia of creation science [...] 23.439281 0.409rad 26.044grad
Physical characteristics Mass 5.9736 * 1024 kg [...] taking 23 hours, 56 minutes, and 4.091
seconds to line up relative to the stars (Sidereal day), and 24 hours plus or minus 20 seconds to
line up relative to the sun [...] is closer to the sun at some times of the year than others; the Earth
moves faster [...] Kepler’s laws of planetary motion [...] Saturnine - Uranian - Neptunian [...]
text mono texttok: hours neptunian 1024 tennessee 2008 closer 397 . . .

bili texttok: hours neptunian 1024 penchant théorie visible intensité fois ten-
nessee prononcée prénommé 2008 métrique note closer équateur . . .

url mono urltok: earth creationwiki / org http . : . . .
bili urltok: déblai masse tanière terre earth creationwiki / org http . : . . .

both bili texttok: hours neptunian 1024 penchant théorie tennessee absorbant
prononcée prénommé 2008 métrique 397 équateur . . .
urltok: déblai masse tanière terre earth creationwiki / org http . : . . .

Figure 1: Excerpt of bag-of-word queries for http://creationwiki.org/Earth.

translations in the query, while first picks
the first one listed in the bilingual lexicon.6

2.2.2 Queries on Both Fields

Lucene allows to combine queries made on dif-
ferent fields. We use this functionality in order
to produce queries with terms to be searched in
both fields (text and url) in a single pass. An
explicit example of this query is illustrated at the
bottom of Figure 1.

2.2.3 Length-based Filter

Lucene allows to write queries as filters. It is
basically a query that is executed before the main
one and that returns an initial list of target docu-
ments on which the main query is applied. We im-
plemented one such filter (size), using the third
indexed field, based on the observation that pairs
of parallel documents should have similar lengths
(counted in tokens). We assumed the size ratio of
source/target documents follows a normal distri-
bution whose variance defines a confidence inter-
val in which the target document size should fall.
Unfortunately we estimated the parameters of the
normal distribution on all reference pairs of docu-
ments provided by the shared task. This could ex-
plain our unsatisfactory scores on the official test
set of the shared task7.

6There is no specific order in the multiple translations
listed in our lexicon for a given term, but some lexicons might
list more general translations first.

7We noticed this bias after the submission period.

2.3 Post Processors
Query execution produces for each source docu-
ment a ranked list of target documents. Since each
query is carried out independently over the col-
lection, we run the risk of having a given target
document associated with more than one source
document. As a solution, we tested a few post-
processors that select exactly one candidate per
source document:

hungarian the Hungarian Algorithm (Kuhn,
1955) is a well-known combinatorial opti-
mization algorithm8 that solves the assign-
ment problem in polynomial time.

b-greedy a batch greedy solution which picks
the best ranked candidate among all the
source documents paired, removes the se-
lected pairs and loops until all source docu-
ments get paired with exactly one document.

o-greedy an online version of the greedy pro-
cedure just described, where we select for
each source document the top ranked candi-
date that has not been paired with a previous
source document yet. Once selected, the tar-
get document is removed from the potential
list of candidates for subsequent source doc-
uments.

On a task of identifying parallel documents in
Wikipedia, (Rebout and Langlais, 2014) shows
that both the hungarian and the b-greedy al-
gorithms deliver good performance overall.

8Implementation available here: https://github.
com/KevinStern/software-and-algorithms
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Strategies TOP (%)

Query [MLT] + [Trans] @1 @5 @100

text variants
default mono [2, 5,∞, 0, 25,F] 6.4 15.8 49.5

default+tok [2, 5,∞, 0, 25,F] 35.4 57.0 83.9
[1, 1,∞, 1, 200,F] 48.3 78.2 94.7
[1, 1,∞, 1,∞,T] 57.2 86.2 96.2
[1, 1,∞, 1, 200,T] 64.9 87.2 96.8

+size [1, 1,∞, 1, 200,T] 76.2 92.1 97.3
+size [1, 1,∞, 1,∞,T] 76.6 92.6 97.2

stop words +size [1, 1,∞, 1,∞,F] 69.2 89.7 96.4
wl = 3 +size [1, 1,∞, 3,∞,T] 75.1 92.0 97.1
hapax +size [1, 1, 1, 1,∞,T] 49.5 49.8 49.8

bili [1, 1,∞, 1,∞,T] + [K,first] 74.4 93.5 98.7
[1, 1,∞, 1,∞,F] + [K,first] 71.9 92.8 98.8
[1, 1,∞, 1,∞,F] + [K,all] 34.5 53.2 88.4
[1, 1,∞, 1,∞,T] + [K,all] 44.1 64.5 95.0

+size [1, 1,∞, 1,∞,F] + [K,all] 81.2 97.1 98.3
+size [1, 1,∞, 1,∞,T] + [¬K,all] 81.0 94.8 98.2

best-text +size [1, 1,∞, 1,∞,T] + [K,first] 83.3 96.2 98.2

url variants
WMT 2016 67.9

mono [1, 1,∞, 1,∞,F] 75.4 84.4 92.9
+size [1, 1,∞, 1,∞,F] 78.4 87.5 95.3

bili [1, 1,∞, 1,∞,F] + [K,all] 77.0 86.6 93.5
+size [1, 1,∞, 1,∞,F] + [K,first] 78.8 88.0 91.3

best-url +size [1, 1,∞, 1,∞,F] + [K,all] 80.1 88.6 95.6

RALI bili-size best-text+best-url 88.6 97.6 98.3

Table 1: Performances of some selected variants we tested. The MLT meta-parameters are [tf ,
mindf , maxdf , minwl, maxwl, size, stop], while those specific to the translation process are [keep,
nbTrans]. See Section 2 for more.

3 Experiments

3.1 Protocol

We conducted these experiments on the
lett.train webcrawl available on the
WMT2016 shared task webpage.9 This crawl
consists of 49 webdomains of various sizes,
and the language of each document has been
identified.

The test set made available for participants
to calibrate their systems contains 1624 English
urls for which the target (French) parallel coun-

9http://www.statmt.org/wmt16/
bilingual-task.html

terpart is known. It is noteworthy that the task
does not evaluate the ability of a system to detect
whether a given source url has its parallel coun-
terpart in the collection, which would require to
train a classifier. 10 Because of this, we always
propose a target url for a source one; and we
measure performance with accuracy at rank 1, 5
and 100. Accuracy at rank i (TOP@i) is computed
as the percentage of source urls for which the
reference url is identified in the top-i candidates.

On top of our tokenizer which is clearly bi-

10We have conducted the training of such a classifier in
past experiments (Rebout and Langlais, 2014), with results
we evaluated to be around 85%.
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ased toward space-oriented language scripts, we
use two language specific resources: a stop-word
list for English which comprises 572 entries,11 as
well as an in-house English-French bilingual lexi-
con of 107 799 entries. Very roughly, our lexicon
could help the translation of only half of the query
terms, which is an issue we should look at in the
future.

3.2 Results

We tested over a thousand configurations, varying
the meta-parameters of the MoreLikeThis (MLT)
query generator, as well as the components de-
scribed in the previous section. Table 1 shows a se-
lection of some of the variants we tested. A line in
this table indicates the best MLT meta-parameters
we found for the configuration specified.

First of all, and without much surprise, we are
able to outperform the url baseline (line WMT

2016) proposed by the organizers and which re-
lies on some rules for matching urls in both lan-
guage. Our best variant (line best-url) relying
only on urls significantly outperforms this base-
line by 12 absolute points in TOP@1. This variant
tokenizes the url, then translates its words.12

Focusing on variants that exploit the text of the
documents, we achieve a decent result without in-
volving translation at all: the best monolingual
variant we tested performs at 76.6 TOP@1, which
also outperforms the WMT baseline. It should be
noted that the default Lucene configuration (line
default) does not perform well at all. Clearly,
some tuning is necessary. In particular, using our
tokenizer instead of the default one (which sepa-
rates words at spaces) drastically increases perfor-
mance (line default+tok). See Figure 1 for
the kind of noisy input a tokenizer needs to han-
dle. Unquestionably, using translation increases
performance. The best variant we tested (line best-
text) picks only one translation per source word,
and leaves in the query the terms without transla-
tion.

Another interesting fact is the positive impact of
the length-based filter presented in Section 2.2.3.
Not only does this filter improve performances (a
gain of 2 to 40 absolute points in TOP@1 is ob-
served depending on the configuration tested), it

11We downloaded it from: http://www.perseus.
tufts.edu/hopper/stopwords

12Keeping all translations is in this case preferable to keep-
ing only one translation.

also gives an appreciable speed up (2 to 10, de-
pending on the variants).

Incidentally, we reproduced a proxy to systems
that would only consider hapax words, somehow
similarly to (Enright and Kondrak, 2007; Patry
and Langlais, 2011). The best variant we obtained
lagged far behind other variants exploiting all the
available text. One reason for this bad result might
simply be that only collection-wide hapax terms
are considered here.

The impact of the post-processor can be ob-
served in Table 2. With the exception of the
url variants, applying a post-processor improves
TOP@1, a finding that corroborates the observa-
tions made in (Rebout and Langlais, 2014). We
do not observe a huge performance difference be-
tween the algorithms. For the final submission,
we applied the o-greedy algorithm because the
others could not handle the size of the data set13.

url text both

w/o 80.1 83.3 88.6
o-greedy 79.7 87.6 91.6
b-greedy 80.7 87.9 92.1
hungarian 80.4 87.9 92.1

Table 2: TOP@1 of the post-processors we tested.

4 Analysis

4.1 Sensitivity to Source Document Size

We explored how our variants behave as a function
of (source) document length. Figure 2 reports the
cumulative accuracy of selected variants as a func-
tion of document size. We observe (red curve) the
tendency for the RALI variant (the one we submit-
ted) to globally improve as source documents get
larger. Comparing the two dotted green curves,
we also see that the benefit of embedding transla-
tion increases with document size. It is not entirely
clear why we observe an increase in performance
of the url variants as document size increases,
since only the urls are considered. There are not
many documents with a very short size, therefore
the very first point of each curve is likely not sig-
nificant.

13Without deep modifications of the algorithms.
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Almost no text inside
src http://rehazenter.lu/en/medical/explorations_fonctionnelles/explorations_posture/laboratoire_

de_biomecanique
trg http://rehazenter.lu/fr/medical/explorations_fonctionnelles/explorations_posture/laboratoire_

de_biomecanique

src http://www.dakar.com/2009/DAK/RIDERS/us/equipage/57.html
trg http://www.dakar.com/2009/DAK/RIDERS/fr/equipage/57.html

Reference problem
src http://www.nauticnews.com/en/2009/06/23/burger-boat-company-launches-151-03-fantail-motor-

yacht-sycara-iv
trg http://www.nauticnews.com/2009/07/13/ishares-cup-2009-a-bord-dholmatro

Table 3: Examples of problematic pairs of urls found in the development set.

Figure 2: Accuracy (TOP@1) as a function of doc-
ument size (counted in tokens).

4.2 Error Analysis

We conducted a small-scale analysis of the er-
rors made by the RALI configuration. First of all,
we observed frequent cases where a French page
contains a fair amount of English material (which
might explain part of the performance of monolin-
gual variants). We also noticed that a given doc-
ument has often several associated urls. In such
a situation, our system will almost invariably pick
the largest url (more tokens do match), which is
not necessarily the case of the reference.

In the 1.7% cases of RALI could not identify the
expected target document in the top-100 positions,
we observed that many documents contained al-
most no text. Typical examples are provided in
Table 3. In such cases, the url-based approach
should be more efficient. This means that learn-
ing which variant to trust given a source document
could be fruitful. We also observed inevitable ref-
erence errors (see the bottom line of Table 3 for an
example). Last, we noticed that some documents
are rather specific, and our lexicon does not help

much the translation process. This is the case for
the document shown in Figure 1.

5 Conclusion

Our participation in the shared task has been car-
ried out thanks to the Lucene framework. We
devised a number of configurations by varying
the parameters of the MoreLikeThis query mech-
anism, as well as by exploiting other built-in fea-
tures. We notably found a simple yet efficient
way of matching documents thanks to their urls,
which outperforms the baseline provided by the
organizers. We also observe that querying the tar-
get collection with queries built without transla-
tion already achieves a decent performance and
that involving a translation mechanism as simple
as using a bilingual lexicon gives a nice boost in
performance. We also propose to filter target doc-
uments based on the length of the source docu-
ment. This not only improves results, but also
speeds up retrieval. Last, we measured that ap-
plying a post-processor (such as the Hungarian al-
gorithm) further improves performance.

The best system we identified on the develop-
ment set combines (in a single query) terms trans-
lated from the source document as well as terms
from its url. A length-based filter is applied, as
well as a post-processor (Hungarian algorithm).
This system achieves a TOP@1 of 92.1, and a
TOP@100 of 98.6, a respectable performance for
such a simple system.

We are currently investigating whether better
performance can be obtained by using machine
translation instead of the lexicon-based translation
approach used here.
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Abstract

The WMT Bilingual Document Align-
ment Task requires systems to assign
source pages to their “translations”, in a
big space of possible pairs. We present
four methods: The first one uses the term
position similarity between candidate doc-
ument pairs. The second method requires
automatically translated versions of the
target text, and matches them with the can-
didates. The third and fourth methods try
to overcome some of the challenges pre-
sented by the nature of the corpus, by
considering the string similarity of source
URL and candidate URL, and combining
the first two approaches.

1 Introduction

Parallel data play an essential role in training
of statistical machine translation (MT) systems.
While big collections have been already created,
e.g. the corpus OPUS (Tiedemann, 2012), the
World Wide Web remains a largely underex-
ploited source. That is the motivation for the
shared task “Bilingual Document Alignment” of
the ACL 2016 workshop First Conference on Ma-
chine Translation (WMT16) which requires par-
ticipants to align web page in one language to their
translation counterparts in another language.

Given a large collection of documents, the first
step in extracting parallel data is to organize the
documents into heaps by the language they are
written in. For two languages of interest, a brute-
force approach would consider all pairs of docu-
ments from the two heaps. Since the number of
possible pairings is too high, it is necessary to em-
ploy some broad and fast heuristics to filter out the
obviously wrong pairs.

Some approaches to the task rely on document
metadata (e.g. the similarity of document URLs
or language tags within URLs), some emphasize
more the actual content of the documents. Previ-
ous work (Rapp, 1999; Ma and Liberman, 1999)
focused on document alignment by counting word
co-occurrences between source and target docu-
ments in a fixed-size window. More recently,
methods from cross-lingual information retrieval
(CLIR) have been used (Snover et al., 2008; Ab-
dul Rauf and Schwenk, 2011), ranking lists of tar-
get documents given a source document by a prob-
abilistic model. Locality sensitive hashing has also
been applied (Krstovski and Smith, 2011).

In this paper, we describe our attempt. The rest
of the paper is organized as follows: In Section 2,
we describe the methods we used in our four sub-
mitted systems. Section 3 describes our experi-
mental setup and compares the results of the pro-
posed methods. We conclude the paper and dis-
cuss possible future improvements in Section 4.
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2 Methods

We submitted four different systems: UFAL-
1 uses term position similarity (especially rare
terms) between documents. UFAL-2 uses lan-
guage modeling on automatically translated docu-
ments to perform the matching. UFAL-3 reorders
the results of UFAL-2 to take into account the sim-
ilarity in the URL structure, and UFAL-4 com-
bines UFAL-3 and UFAL-1 to further improve the
results.

2.1 Term position similarity (UFAL-1)
Two similar languages such as English and French
can easily share a portion of their lexicons, es-
pecially proper names, some acronyms and num-
bers are likely to keep their forms after transla-
tion. If two documents are mutual translations,
the sequence of positions of those terms should
be correlated. Much past research (Ma and Liber-
man, 1999; Rapp, 1999) has exploited these fea-
tures, using a fixed-size window and counting
the co-occurrences in this range. This method,
however, requires considerable tuning of param-
eters, and if two shared terms are located out-
side of the window, no credit will be added. In
this work, we consider similarity which not only
takes into account co-occurrences of terms but
also their positions. This metric also assumes that
co-occurrences of rare terms are more important
than those of common terms. Experiments below
show that our method performs much better than
the fixed-window method.

Our term position similarity is defined as fol-
lows:

ρ(S, T ) =
∑

t∈S∩T
log(1 +

max(c)

ct
) ·

·
Nt∑

i

lS − |piSt
− piTt

|
lS

(1)

Here S, T are the source and target docu-
ments, respectively, S ∩ T is the set containing
all terms which occurs in both documents, Nt =
min(|St|, |Tt|) where St, Tt is the number of oc-
currences of term t in the respective document.
The length of the source document is denoted lS .
piSt

is the position of i-th occurrence of the term
t in the source document and similarly for the tar-
get document (piTt

). Finally, ct is the total num-
ber occurrences of t in the data set and max(c) is

Figure 1: The noisy channel model for Bilingual
Document Alignment

the total number of occurrences of the most fre-
quent term in all the source documents. In sum,
log(1 + max(c)

ct
) is a weight to promote the impor-

tance of rare terms and the inner sum
∑Nt

i mea-
sures the relative displacement of the term w in S
compared to T .

To increase the number of terms contributing to
the metric result, we employ a bilingual dictionary
and translate all words from target document that
do not appear in the source into their most frequent
translation.

The submission using this method is called
UFAL-1.

2.2 Language model-based approach
(UFAL-2)

In contrast to the method in Section 2.1, the ap-
proach labeled UFAL-2 relies on automatic trans-
lation from one side to the other (either source-
to-target or vice versa). With documents on both
sides converted to one language, we then treat the
task as a noisy channel problem, similarly to many
works of information retrieval based on language
modelling techniques (Ponte and Croft, 1998; Zhai
and Lafferty, 2001; Xu et al., 2001).

Specifically, we assume that the observed out-
put is the source page S , damaged by noisy trans-
fer of some target page T . Through decoding, we
want to find the target page T that most likely lead
to the observed output S. The process is visual-
ized in Figure 1. Therefore, like in the noisy chan-
nel model (Brill and Moore, 2000), to decode the
input T , we estimate the probability of T given the
output observation S, P (T |S). Following Bayes’
rule, the problem is characterized by Equation 2:

P (T |S) = P (S|T )P (T )
P (S)

(2)

(At this stage, it is no longer important, that T was
the automatic translation of a French page into En-
glish and S was the original English source page.)
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As our final aim is to find the best T that causes the
output S, we can ignore the denominator P (S) in
Equation 2, since it is the same for every value of
T . So we have the problem equation as follows:

Tbest = argmax
T

P (S|T )︸ ︷︷ ︸
generative model

prior︷ ︸︸ ︷
P (T ) (3)

Since estimating the generative model P (S|T ) in
Equation 3 is intractable, we assume conditional
independence of terms ti, tj ∈ S given T :

P (S|T ) = P (t1, ..., t|S||T ) ≈
|S|∏

i=1

P (ti|T ) (4)

To slightly speed up the computation in Equa-
tion 4, we can group all occurrences of the same
term together as in Equation 5. To avoid an un-
derflow problem, we move the computation to log
space, see Equation 6:

P (S|T ) ≈
∏

distinct t∈S
P (t|T )tfS (5)

log(P (S|T )) ≈
∑

distinct t∈S
tfS log(P (t|T )) (6)

where tfS is the number of occurrences of the term
t in S. The remaining problem is to estimate
P (t|T ). Fortunately, this can be achieved sim-
ply using maximum likelihood estimation (Scholz,
1985) and it turns out to be the unigram language
model (LM) as follows:

P (t|T ) = tfT
|T | (7)

where tfT is the number of occurrences of the
term t in T . In order to avoid zero probabil-
ities, a smoothing technique is necessary. We
used Jelinek-Mercer smoothing (Jelinek, 1980).
The estimation at document level in Equation 7
is smoothed with the estimation over the domain
level, P (t|D), whereD is the set of all page trans-
lations available for webdomain D of page T . We
additionally use add-one smoothing for P (t|D) to
make sure the model handles well also terms never
seen in the webdomain data.

Back to prior in the problem equation (Equa-
tion 3), it may be used to integrate very useful in-
formation for each target French page. For exam-
ple, a French page that has been selected to be a
pair with another page should have a lower prior

Figure 2: Performance of UFAL-2 on individual
webdomains in the training set

for the next prediction. The prior may also re-
flect the difference in length of T and S, avoiding
the alignment of pages differing too much. Here,
for simplicity, we use uniform distribution as the
prior. The final equation ranking target French
pages T with respect to a given English source
document S is thus:

Tbest = argmax
T

∑

distinct t∈S
tfS log(λP (t|T )

+(1− λ)P (t|D)) (8)

where P (t|D) , as mentioned, is the probability of
the term t occurring in the webdomain D and the
parameter λ of Jelinek-Mercer smoothing is set to
0.5. We submit this method for evaluation under
the label UFAL-2.

2.3 Optimizing for top-1 evaluation
(UFAL-3)

We noticed that there were many cases where sev-
eral documents contained the same (or almost the
same) text, which therefore get scored (roughly)
the same by each of UFAL-1 and UFAL-2. This
issue will create noise that can harm us in the eval-
uation of the shared task, as can be seen in Fig-
ure 2: There is a significant difference between
the top 1 and top 2 accuracy of our UFAL-2 sys-
tem from Section 2.2, see e.g. the webdomains 5,
7, 13 (kusu.com), or 34 (www.eu2007.de).
While both the 1st best and the 2nd best top predic-
tions could be assumed correct since the two pre-
dicted pages are not distinguishable or only differ
in unimportant details (e.g. Google Ads), the offi-
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cial scoring will be based on a single-best answer.1

A closer investigation reveals that the URLs that
are marked correct in the training data are usually
the ones most similar to the source URL. We there-
fore look at the top 10 candidates from the UFAL-
2, and choose the candidate that is within some
threshold of the top result and closest in Leven-
shtein distance from the source URL. The thresh-
old value of 85 was obtained experimentally on
the training data. The result after this refinement
is submitted for the evaluation under the name
UFAL-3.

2.4 Combining UFAL-3 and UFAL-1 into
UFAL-4

We now have the outputs of two methods, UFAL-
1 and UFAL-3 (as a replacement of UFAL-2), and
we would like to combine them to one method.
Since the result of UFAL-3 is very good (see Sec-
tion 3.2), we decided to report UFAL-3 in most
cases and resort to UFAL-1 only if we do not trust
the proposal of UFAL-3.

To estimate the certainty of UFAL-3 predic-
tion, we use Kullback-Leibler divergence (Kull-
back and Leibler, 1951) and measure how mis-
matching the predicted pair of documents is. To do
so, we model the English source text and transla-
tion of the predicted candidate as multinomial dis-
tributions, and then compute the KL-divergence to
see what their distance is. In particular, a higher
KL-score presents a bigger distance between the
pairs, in other words, they are less likely to be a
correct pair.

Given the overall good performance of UFAL-
3, there are not many negative examples to opti-
mize the threshold for rejecting the predicted pair.
We solve the issue by artificially creating new neg-
ative cases: we remove automatic translations of
correct target French pages for two webdomains,
rerun the predictions and then compute the KL-
divergence for all predicted pairs. The result of
1624 pairs predicted is reported in Figure 3, in
which the artificial negative examples are high-
lighted with a blue line.

Based on observations for the modified training
data, we set the threshold to 0.35. If the KL diver-
gence for a pair of documents predicted by UFAL-
3 exceeds this value, the pair is considered a wrong
prediction. In that case, we use the method from

1We were told by the organizers later that the test set does
not suffer from this problem of many very similar pages.

Figure 3: KL-divergence for all 1624 predicted
pairs in the modified training set where two cor-
rect translations are removed.

Section 2.1 (UFAL-1) with the bilingual dictio-
nary size of 5000 entries. Similar to the method
from Section 2.3 (UFAL-3), we consider the top 2
candidates and choose the one with a lower Lev-
enshtein distance. We call this combined method
UFAL-4 in the evaluation.

3 Experiments

3.1 Experimental setup

We used the data published with the Shared Task
on Bilingual Document Alignment (WMT 2016),
containing roughly 4200 million pairs, in which
1624 pairs have been labeled as mutual transla-
tions to serve as a development set.

Work on information extraction typically uses
precision and recall of the extracted information
as an evaluation measure. However, in this task,
manually classifying all possible pairs is impos-
sible, so the true recall cannot be established.
The organizers thus decided to evaluate the meth-
ods on the recall within the fixed set of document
pairs, the development set released prior submis-
sion deadline and the official test set disclosed
only with the final results.

While the official scores are top-1 recall (i.e.
the recall taking the single-best prediction for each
input sentence), we also evaluate our systems at
top 2 and top 5 outputs because, as discussed in
Section 2.3, the there are many documents with
the same content, but the development set of pairs
mentions only one of them.

All documents are tokenized by splitting on
white-space and passed to a filter which prunes all
pairs having a ratio of the lengths in tokens of two
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Systems
Dictionary

size Baseline Fixed
window

Term
position

0 67.92 78.94 88.30
1000 67.92 80.6 88.36
5000 67.92 81.9 89.53 (UFAL-1)

10000 67.92 85.71 91.63
25000 67.92 88.73 94.27
50000 67.92 90.76 96.06

Table 1: Recall measures by baseline system, sys-
tem using fixed-size window method and system
using term position similarity

documents bigger than 2. Afterwards, all docu-
ments are ranked by the discussed methods. The
first 1, 2 or 5 ranked documents with score higher
than a threshold are reported.

In the first experiment, we prepare three sys-
tems for comparison. We use the provided base-
line system in the mentioned shared task which
simply finds matching URLs by discarding lan-
guage identifiers, such as en, fr. We also imple-
ment a fixed-size window method as described in
Ma and Liberman (1999). We compare the fixed-
size window method with our term position simi-
larity in 6 tests with increasing size of the under-
lying bilingual dictionary. This dictionary is ob-
tained by running IBM Model 2 implemented by
Dyer et al. (2013) on the translations of the data set
provided by the organizers. We extract the 50000
most frequent word alignments fr − en having
P (en | fr) > 0.7 and then randomly draw a
subset of this dictionary for each test. The variant
with 5000 entries is our submission called UFAL-
1. If two documents have an identical score, the
one having a shorter URL is preferred.

In the second experiment, we compare the
term position similarity method (UFAL-1) with
the language model-based approach (UFAL-2 and
UFAL-3) and the combination method (UFAL-4).
The term position similarity method uses a bilin-
gual dictionary containing 5000 entries. Auto-
matic translations for all target documents were
provided by the organizers who used a baseline
Moses setup trained on Europarl and the News
Commentary corpus.

3.2 Experiment result

The results for first experiment are in Table 1.
From these results, we can clearly see that term

Method Recall
Top 1 Top 2 Top 5

Baseline 67.92
UFAL-1 89.53
UFAL-2 88.40 97.40 98.30
UFAL-3 93.70
UFAL-4 94.70

Table 2: Result on the development set

position similarity outperforms the fixed-size win-
dow method and surpasses the baseline system
with around 20% even without a bilingual dic-
tionary. By increasing size of the bilingual dic-
tionary up to 50000 entries, we can boost up the
term position similarity method by 8% to 96.06%.
However, there are still a number of avenues
for improvement. First, as we found that our
method encountered many errors on the webdo-
main www.luontoportti.com that contains
extremely specialized words not covered by our
dictionary, this makes a domain-based bilingual
dictionary one of the most desirable potential im-
provements. Secondly, the term position similarity
method is very sensitive to the case when a tar-
get document contains source language text, be-
cause it increases the co-occurrence rate between
two documents. Any errors in language identifi-
cation can thus adversely affect the final extracted
parallel corpus.

We present the results of the second experiment
in Table 2. The improved methods UFAL-3 and
UFAL-4 show significant gains, achieving 93.7%
and 94.7% in recall. We also clearly see the re-
markable changes in recall for the top match vs.
top two matches caused by the similar documents
in the corpus, as discussed in Section 2.3.

Finally, we report the official scores in Table 3.
The official test set consists of 2402 document
pairs and methods are evaluated in terms of the
percentage of these pairs that they reported (“Re-
call”). The shared task winner NovaLincs-url-
coverage (denoted “NovaLics” in the table for
short) reached 94.96%, our best method UFAL-
4 ranked about in the middle of the methods with
the recall of 84.22%. As we see in the remain-
ing columns, UFAL-4 produces by far the highest
number of document pairs (more that 1M). The of-
ficial scoring script filters this list and keeps only
the pairs where neither the source URL nor the tar-
get URL was previously reported (“After 1-1”).
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Official Pairs Lenient
Method Recall [%] Reported After 1-1 Recall
NovaLincs 94.96 235812 235812 ?
UFAL-4 84.22 1080962 268105 92.67
UFAL-1 81.31 592337 248344 87.89
UFAL-3 80.68 574434 207358 89.97
UFAL-2 79.14 574433 178038 88.43

Table 3: The winner and our methods on the offi-
cial test set.

After this style of deduplication, the number of
pairs reduces to about 268k, slightly higher than
the number of pairs reported by the winner.

The official test set results are in line with our
observation on the development set: term posi-
tion similarity (UFAL-1) performs well (although
not as well as on the development set) and the
two variations of the noisy-channel approach are
slightly worse, with UFAL-3 (URL similarity) bet-
ter than UFAL-2. The combination (UFAL-4) is
the best of our methods.

We note that for systems like ours that produce
all URL pairs they deem good enough, the 1-1
deduplication may be too strict. We thus also re-
port a lenient form of the recall: whenever a pair
of URLs from the test set appears (as an unordered
pair) among the pairs produced by our method, we
give a credit for it. As seen in the last column
of Table 3, the noisy-channel methods seem bet-
ter than term position similarity in this measure.
Considering that UFAL-2 and UFAL-3 produced
slightly fewer pairs than UFAL-1, it may seem that
they are more precise. This however need not be
the case; the set of pairs produced by the systems
is again too large for manual validation so the true
precision cannot be evaluated.

4 Conclusion and future work

In this paper, we presented four systems for
the Bilingual Document Alignment shared task.
These system all perform well on the provided de-
velopment set (roughly 90% accuracy for top 1
recall) as well as on the official test set (above
80%; about in the middle of all the participating
methods). One system, UFAL-1, uses term posi-
tion similarity. The second system, UFAL-2, uses
a probabilistic model inspired by language mod-
elling and the noisy channel model. Two others
systems, UFAL-3 and 4, are improvements of the
two former ones, where UFAL-3 tries to overcome
the fact that content is repeated in a web-based cor-
pus and UFAL-4 is a more advanced combination

of UFAL-3 and 1.
Several refinements of the proposed approaches

are worth further investigation. In particular, a sys-
tematic method of creating a bilingual dictionary
dedicated for each specific webdomain should in-
crease the accuracy of the term position similar-
ity method. For the language model approach,
it might be valuable to use a more comprehen-
sive generative model (e.g. bi/tri-gram language
model). Adding a prior might also enhance model
accuracy. Another potential for the LM-based ap-
proach is, instead of depending on translations of
target pages, to apply a bilingual dictionary or a
translation model directly for the generative pro-
cess.

The method of UFAL-3 still misses some of the
straightforward cases of URL mapping. For in-
stance, it might be advisable to use a more spe-
cific variant of edit distance variant, e.g. to pe-
nalize changes in special characters like “/” or “?”
compared to normal word characters.

Beyond our submissions to the shared task, we
suggest that more attention should be paid to the
evaluation method. The problem of repeated or
very similar content on the web is omnipresent, so
any attempt to handle it is likely to improve the re-
liability of top-1 recall measurements, improving
the bilingual alignment task itself.
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Abstract

Comparable corpora have been shown to
be useful in several multilingual natural
language processing (NLP) tasks. Many
previous papers have focused on how to
improve the extraction of parallel data
from this kind of corpus on different lev-
els. In this paper, we are interested in im-
proving the quality of bilingual compara-
ble corpora according to increased docu-
ment alignment score. We describe our
participation in the bilingual document
alignment shared task of the First Confer-
ence on Machine Translation (WMT16).
We propose a technique based on source-
to-target sentence- and word-based scores
and the fraction of matched source named
entities. We performed our experiments on
English-to-French document alignments
for this bilingual task.

1 Introduction

Parallel corpora (or “bitexts”), comprising bilin-
gual/multilingual texts extracted from parallel
documents, are crucial resources for building SMT
systems. Unfortunately, parallel documents are
a scarce resource for many language pairs with
the exception of English, French, Spanish, Arabic,
Chinese and some European languages included in
Europarl1 (Koehn, 2005) and OPUS (Tiedemann,
2012).2 Furthermore, these existing available cor-
pora do not cover some special domains or sub-
domains.

For the field of SMT, this can be problematic,
because MT systems trained on data from a spe-
cific domain (e.g. parliamentary proceedings) per-
form poorly when applied to other domains, e.g.

1http://www.statmt.org/europarl/
2http://opus.lingfil.uu.se/

sports news articles. As a result, the area of do-
main adaptation has been a hot topic in MT over
the past few years.

One way to overcome this lack of data is to ex-
ploit comparable corpora which are much more
easily available (Munteanu and Marcu, 2005). A
comparable corpus is a collection of texts com-
posed independently in their respective languages
and combined on the basis of similarity of con-
tent. These are bilingual/multilingual documents
that are comparable in content and form to various
degrees and dimensions. Potential sources of tex-
tual comparable corpora are the output from multi-
lingual news organizations such as Agence France
Presse (AFP), Xinhua, Reuters, CNN, BBC, etc.
These texts are widely available on the Web for
many language pairs (Resnik and Smith, 2003).
Another example is Euronews, which proposes
news text in several languages clustered by do-
main (e.g. sports, finance, etc.). The degree of
parallelism can vary considerably, from noisy par-
allel texts, to ‘quasi parallel’ texts (Fung and Che-
ung, 2004).

No matter what data we are dealing with, if
we want to automatically create large amounts of
parallel documents for SMT training, the ability
to detect parallel sentences or sub-sentences con-
tained in these kinds of comparable corpus is cru-
cial. However, for some specific domains, such
as news, the problem of document alignment can
drastically reduce the quantity of the final paral-
lel data extracted. For example, Afli et al. (2012)
showed that they were able to extract only 20% of
an expected 1.9M-token parallel sentence collec-
tion using their automatic parallel data extraction
method. For this reason, they tried to improve this
method by exploiting parallel phrases (i.e. not just
parallel sentences) which increased the quantity of
extracted data (Afli et al., 2013, 2016).

However, the precision of such automatic meth-
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ods is still much less than expected. We con-
tend that the main problem comes from the doc-
ument alignment of such comparable corpora.
One of the challenges of our research is to build
data and techniques for some under-resourced do-
mains. We propose to investigate the improvement
of alignment of bilingual comparable documents
in order to solve this problem.

Accordingly, in this paper we describe an ex-
perimental framework designed to address a situa-
tion when we have large quantities of non-aligned
parallel or comparable documents in different lan-
guages that we need to exploit. Our document
alignment methods are based on a new scoring
technique for parallel document detection based
on the word-length and sentence-length ratio and
named entity recognition (NER).

Apart from this, we also compared the total
number of source and target named entities (NEs)
so that they should not differ significantly which
can play a major role in determining the compara-
bility of two texts.

The remainder of the paper is structured as fol-
lows. The related work on parallel data extraction
and comparability measures is briefly discussed in
Section 2. In Section 3, we detail our proposed
method and provide the results of our experiments
on WMT-2016 data in Section 4. In Section 5,
we present the conclusion and directions for future
work.

2 Related work

In the “Big Data” world that we now live in, it
is widely believed that there is no better data
than more data (e.g. Mayer-Schönberger and
Cukier (2013)). In line with this idea, a con-
siderable amount of work has taken place in
the NLP community on discovering parallel sen-
tences/fragments in a comparable corpus in or-
der to augment existing parallel data collections.
However, the extensive literature related to the
problem of exploiting comparable corpora takes a
somewhat different perspective than we do in this
paper.

Typically, comparable corpora do not have any
information regarding document-pair similarity.
They are made of many documents in one lan-
guage which do not have any corresponding trans-
lated document in the other language. Further-
more, when the documents are paired, they are
not literal translations of each other. Thus, ex-

tracting parallel data from such corpora requires
special algorithms. Many papers use the Web as a
comparable corpus. An adaptive approach, pro-
posed by Zhao and Vogel (2002), aims at min-
ing parallel sentences from a bilingual compara-
ble news collection collected from the Web. A
maximum likelihood criterion was used by com-
bining sentence-length models with lexicon-based
models. The translation lexicon is iteratively up-
dated using the mined parallel data to obtain bet-
ter vocabulary coverage and translation probabil-
ity estimation. Resnik and Smith (2003) pro-
pose a web-mining-based system called STRAND
and show that their approach is able to find large
numbers of similar document pairs. Yang and
Li (2003) present an alignment method at differ-
ent levels (title, word and character) based on dy-
namic programming (DP). The goal is to iden-
tify one-to-one title pairs in an English–Chinese
corpus collected from the Web. They apply the
longest common sub-sequence to find the most
reliable Chinese translation of an English word.
One of the main methods relies on cross-lingual
information retrieval (CLIR), with different tech-
niques for transferring the request into the target
language (using a bilingual dictionary or a full
SMT system). Utiyama and Isahara (2003) use
CLIR techniques and DP to extract sentences from
an English–Japanese comparable corpus. They
identify similar article pairs, and having consid-
ered them as parallel texts, then align sentences
using a sentence-pair similarity score and use DP
to find the least-cost alignment over the document
pair. Munteanu and Marcu (2005) use a bilin-
gual lexicon to translate some of the words of the
source sentence. These translations are then used
to query the database to find matching translations
using IR techniques. There have been only a few
studies trying to investigate the formal quantifi-
cation of how similar two comparable documents
are. Li and Gaussier (2010) presented one of the
first works on developing a comparability mea-
sure based on the expectation of finding translation
word pairs in the corpus. Our approach follows
this line of work based on a method developed by
Sennrich and Volk (2010).
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3 Aligning comparable documents

3.1 Processing the comparable documents
In this work, experiments are conducted on the
test data3 provided by the WMT-2016 organiz-
ers, which comprised 203 web domains with more
than 1 million documents in total. The data is pro-
vided in .lett format with following fields, 1) Lan-
guage ID, 2) MIME type, 3) Encoding, 4) URL,
5) Complete content in Base64 encoding and 6)
Main textual content in Base64 encoding. We ex-
tracted URLs and texts from this collection of data
and converted them into UTF-8 format.

3.2 Basic Idea

Figure 1: Architecture of comparable alignment
system

In this work we propose an extension of the
method described in Sennrich and Volk (2010).
The basic system architecture is described in Fig-
ure 1. We begin by removing those documents
that have very little contents in order to avoid all
possible comparisons. Subsequently, we introduce
three steps: sentence-based scoring, word-based
scoring and NE-based scoring. Finally we used
a combined weighted score of the three scores to
select the target document with highest value.

3.3 Sentence-based scoring
Since there are a large number of source and tar-
get documents, there are billions of possible com-

3http://www.statmt.org/wmt16/
bilingual-task.html

parisons required to complete the calculations of
finding possible document alignments. Therefore,
we have to restrict the comparison calculations
only to those source-target text pairs that have
a close sentence-length ratio, otherwise they are
less likely to be comparable texts. This is neces-
sary since comparing each source with each target
text would result in an undesirably large number
of comparisons and thus a very long time to pro-
cess all steps even for a single domain. Let us as-
sume that Ss and St are the number of sentences in
the source and target texts, respectively. We then
follow a very simple formula to calculate source-
target sentence-length ratio(RSL), as in (1) :

RSL =
min(Ss, St)

max(Ss, St)
(1)

We construct this equation in order to confine
the value between 0 and 1 which implies that if
either of the source or target text contains no sen-
tences, RSL will be 0, and 1 if they have the same
number of sentences. Therefore, a value of 1 or
even very close to it has a positive indication to-
wards being comparable but this is not the only re-
quirement, as there are many documents with the
same (or very similar) number of sentences. For
this reason, we consider word and NE-based scor-
ing in Sections 3.4 and 3.5, respectively.

3.4 Word-based scoring

The reason behind this step is very similar to the
step discussed in Section 3.3, but here it is based
on word-length comparison. Let us assume that
Ws and Wt are the number of words in the source
and target texts, respectively. Hence our equa-
tion for calculating source-target word-length ratio
(RWL) is (2):

RWL =
min(Ws,Wt)

max(Ws,Wt)
(2)

3.5 NE-based scoring

Having studies the comparable documents from a
linguistic point of view, it appeared that looking
for NEs present in both source and target texts
might be a good way to select the 1-best target
document. We extracted NEs from all the doc-
uments to be compared. Let us assume that the
number of NEs in a source text and in a target text
are NES and NET , respectively. Initially we cal-
culate source-target NE-length ratio (RNL) as in
(3):
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RNL =
min(NES , NET )

max(NES , NET )
(3)

Then we calculated the ratio of the total number
of source-target NE matches to the total number
of source NEs, which we call RSNM . Let us
assume that the total number of NEs matched is
MNE . Considering this, RSNM can be calculated
as shown in (4):

RSNM =
MNE

NES
(4)

In many cases a text-pair in a comparison can
have a huge difference between the number of NEs
present in both documents. For example, if NES

and NET are 5 and 50, respectively, and all of
the source NEs match the target NEs, we might
not necessarily want to link them. Accordingly,
therefore, (3) is also taken into account, and we
multiply RSNM by RNLto give our overall NE-
based score(SCNE) in (5) :

SCNE = RSNM ∗RNL (5)

3.6 Combining all scores
We propose to re-rank our possible alignments
based on adding sentence-, word- and NE-based
scores and call this our alignment-score (SCA), as
in (6) :

SCA = RSL +RWL + SCNE (6)

Using equation (6), we calculate scores for each
possible document pair and retain the 1-best pair
with the maximum value.

4 Experimental results

4.1 Data and systems
In order to test our proposed techniques we
conducted experiments on the provided develop-
ment data and corresponding references. As dis-
cussed in Sections 3.4 and 3.5, we selected only
those document pairs for comparison that have
a sentence-length and word-length ratio of 1 (or
very close to it).

It is usually seen that on average a French trans-
lation of an English document has 1.2 words for
every English word in the original. In this work,
since we are dealing with the comparable texts that
are usually not proper translations of each other
but contain similar information, we choose to set
this ratio closer to 1.

In addition to this, we applied different
weighted scores for the three features (i.e.
sentence-based, word-based and NE-based scor-
ing). The weights applied on the test data were
extracted from our experiments on the develop-
ment data. We held out the documents randomly
selected from 10 web-domains in the training data.
We assigned different sets of weights to the three
features and conducted experiments on the devel-
opment set using these weighted scores.

The Stanford Named Entity Recognizer4 was
used to detect NEs in our system.

4.2 Results

We assigned weights to the three features in five
different combinations (termed as Cn, where n=1,
2 . . . 5) as shown in Table 1. The summation of
these weights is always 1.

Feature Weight assigned
C1 C2 C3 C4 C5

RSL 0.33 0.25 0.15 0.1 0

RWL 0.33 0.25 0.15 0.1 0

SCNE 0.33 0.5 0.7 0.8 1

Table 1: Weights assigned to different features
with different combinations.

As can be seen in Table 1, C1 represents the
combination where all features are assigned an
equal score. Subsequently, the weights ofRSL and
RWL are decreased but for SCNE it is increased.
C5 indicates that the whole weight is assigned to
SCNE whereas RSL and RWL are not taken into
account. Let us assume that the weights assigned
to the sentence-based, word-based and NE-based
features are λ1, λ2 and λ3, respectively. Taking
these weights into account, the overall alignment
score of a document-pair is calculated as shown in
equation (7):

SCA = λ1RSL + λ2RWL + λ3SCNE (7)

where, λ1 + λ2 + λ3 = 1
The experimental results on the development

data with different scoring combinations are given
in Table 2.

Table 3 shows the detailed results using C3

combinations. Prior to tuning the feature weights
in the development phase, our published result on

4http://nlp.stanford.edu/software/
CRF-NER.shtml
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Combination References System Recall
of Weights output
C1 247 147 59.51

C2 247 152 61.53

C3 247 153 61.94

C4 247 153 61.94

C5 247 147 59.51

Table 2: Results of document alignment method
used in our experiments.

Web-domain Ref. Sys. Recall
name o/p
bugadacargnel.com 19 9 47.36

cbsc.ca 20 12 60.0

cineuropa.mobi 73 58 79.45

creationwiki.org 22 4 18.18

eu2007.de 11 4 36.36

eu.blizzard.com 10 8 80.0

forcesavenir.qc.ca 8 3 37.5

galacticchannelings.com 9 1 11.11

golftrotter.com 8 8 100.0

iiz-dvv.de 67 45 67.16

Table 3: Detailed results of 10 web-domains of the
development data.

the test data was based on simple addition of the
three features we used. The result is published on
the basis of recall and contains 2,402 alignment
pairs. We extended the published results with the
precision values which is shown in Table 4.

Subsequently, we tuned the feature weights in
the development phase and selected the weight
combination C3 to apply on the test data. Table
5 shows the results.

It can be observed from Table 5 that applying
the tuned feature weights helps in increasing the
recall value by up to 2% compared to our initial
results (‘ADAPT’ in Table 4). The precision value
is also slightly increased from 1.05% (in ADAPT-
2) to 1.1%. However, in both Table 4 and Table
5, it is obvious that both of our systems produced
much lower recall value than the top-ranked sys-
tems (e.g. NovaLincs, UEdin1_cosine etc.). In
contrast, our precision is quite competitive to these
systems and higher than most of the submitted sys-
tems.

Another very important observation is that our
results on the development data are much better
than on the test data. The main reason for this is

System Rec. Prec. Num. 1-1
submitted found pairs
ADAPT 27.10 0.93 651 69, 518

ADAPT-2 26.81 1.05 644 61, 094

arcpv42 84.92 0.7 2040 287, 860

ITRI-DCU 0.49 0.008 12 146, 566

DOCAL 88.59 1.1 2128 191, 993

Jakubina-Langlais 79.30 0.72 1905 263, 133

JIS 1.99 0.16 48 28, 903

Meved 79.39 1.22 1907 155, 891

NovaLincs 85.76 0.99 2060 207, 022

NovaLincs-2 88.63 0.9 2129 235, 763

NovaLincs-3 94.96 0.96 2281 235, 812

UA_bitextor_4.1 31.14 0.78 748 95, 760

UA_bitextor_5.0 83.30 1.26 2001 157, 682

UEdin1_cosine 89.09 0.58 2140 368, 260

UEdin2_LSI-v2 87.63 0.57 2105 367, 948

UEdin2_LSI 85.84 0.75 2062 271, 626

UFAL-1 81.30 0.78 1953 248, 344

UFAL-2 79.14 1.06 1901 178, 038

UFAL-3 80.68 0.93 1938 207, 358

UFAL-4 84.22 0.75 2023 268, 105

Yandex 84.13 0.72 2021 277, 896

YODA 93.92 0.7 2256 318, 568

Table 4: Published results with an extension of
precision values.

Combination Rec. Prec. Num. 1-1
of weights found pairs
C3 29.1 1.1 699 63, 255

Table 5: Results obtained after applying tuned fea-
ture weights.

that we strictly pruned out many of the possible
comparisons for the web-domains in the test set
having a large number of texts in order to reduce
the runtime of the whole process. It would have
consumed a lot of time if we had considered all the
documents (i.e. more than one million document
pairs). Therefore, we removed those documents
that contain only a few lines of text which resulted
in discarding many possible alignments. In con-
trast, we applied a much softer pruning technique
on the development data and produced much bet-
ter recall values than that on the test data.

Finally, analysing the source of the problem of
misalignments, we found that in our data we have
many articles that deal with similar topics in dif-
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ferent documents. Hence it may not always be
helpful to rely mostly on NE-matching.

5 Conclusion

Despite the fact that phrase-based models of trans-
lation obtain state-of-the-art performance, suffi-
cient amounts of good quality training data do not
exist for many language pairs. Even for those
language pairs where large amounts of data are
available, these do not always occur in the re-
quired domain of application. Accordingly, many
researchers have investigated the use of compara-
ble corpora either to generate initial training data
for SMT engines, or to supplement what data is
already available.

In this paper, we seek to improve the qual-
ity of the multilingual comparable documents re-
trieved. In our approach, we actually quantify the
amount of correct target-language documents re-
trieved. Here we propose a technique combining
three features. The first one is based on matched
source-to-target sentence scoring, the second on
matched source-to-target sentence scoring and the
third on NE-based scoring.

Analysing this result, in future work we would
like to add more semantic features to our sys-
tem and apply these techniques to other lan-
guage pairs and data types. In addition to this,
we would also like to automatically determine
the weighted scores, for instance by using n-fold
cross-validation. Our proposed method does not
consider the difference between translation ratio of
languages as we are dealing with different quali-
ties of comparable corpora in this task, but we plan
to investigate this problem with a specific corpus
in different languages for our future work.
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Abstract

Large aligned corpora are required for any
computer aided translation system to be-
come effective. In this scenario, bilin-
gual document alignment has gained ut-
most importance in recent days. We at-
tempt a simple yet effective approach to
align URLs (Uniform Resource Locator)
within two documents in two languages
as a part of WMT2016 Bilingual Docu-
ment Alignment Shared Task. Our ap-
proach includes the processing of URLs
and their embedded texts, which serves as
the main matching criterion. In order to
align the text initially, we have used Gale-
Church algorithm, dictionary based trans-
lation and Cosine Similarity that in turn
helps us to achieve better results in the
alignment task.

1 Introduction

Bilingual document alignment has gained ut-
most importance these days [Brown et al.1991,
Warwick et al.1990, Gale and Church1991, Kay
and Röscheisen1993, Simard et al.1992, Ku-
piec1993,Matsumoto et al.1993,Dagan et al.1999,
Church1993]. Research on calculating similarity
of bilingual comparable corpora is attracting more
attention [Vu et al.2009, Pal et al.2014, Tan and
Pal2014]. Growth of monolingual data in differ-
ent languages has made the task for aligning doc-
uments difficult [Jagarlamudi et al.2011]. What
makes the problem more critical is the fact that
one sentence in one language can correspond to
many sentences in a different language [Wu1994].
For any translation system to work correctly and
efficiently, it has to be fed with a large paral-
lel corpora. Such corpora are very hard to find
[Smith et al.2010] since it involves serious man-
ual labour and cost. To eliminate the high cost,

computer aided sentence alignment of two differ-
ent corpora has become very desirable. The pres-
ence of such computer aided aligned corpora aids
in many Natural Language Processing (NLP) tasks
such as Machine Translation, Word Sense Disam-
biguation as well as Cross Lingual Information
Extraction [Patry and Langlais2005].

In our current task, we have worked on the data
provided by WMT shared task1, which had web
crawls of 203 websites and were extracted in both
English and French. The task was to extract 1-
1 pairings of English and French URLs that has
the same content but in respective languages. The
data contained URLs followed by the text in each
of the URLs. The task was to extract the text from
both the English and French URLs and align them
using our alignment algorithm. After alignment
of the text, the URLs to which the text belongs
to were also aligned. Our algorithm makes use of
concepts given by [Gale and Church1991], trans-
lation of words using a dictionary created by Any-
malign package [Lardilleux et al.2012] and the
concept of Cosine Similarity. The following sec-
tion will document the algorithm. Working of the
algorithm will be shown in Section 2, followed by
the results in Section 3.

2 Proposed System

2.1 Text and URL Extraction

The given .lett files are opened and the URL as
well as the texts are extracted. The extracted text
and URLs are given IDs so that it becomes easy to
align the URLs after aligning the texts. The pro-
cess is shown in Figure 1.

2.2 Text Selection using Algorithm proposed
by Gale-Church

In their paper [Gale and Church1991], Gale and
Church suggested that the source sentence and its

1http://www.statmt.org/wmt16/bilingual-task.html
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Figure 1: Text and URL extraction

Figure 2: Text Selection according to size, using algorithm proposed by Gale and Church

translated sentence have the same length.
This idea forms the basis of our proposed sys-

tem. We have found out the length of the source
English sentence, that have been extracted from a
URL pair, and have found matches in all the target
French sentences, extracted from the same URL
pair. This results in one-to-many relationship be-
tween the English and French sentences. The vari-
ance in this step is kept as 2, which means if the
length of the French sentences exceeds or falls be-
hind the length of the English sentence by a dif-
ference 2, when compared to the source English
sentence, they are also included as a match with
the English sentence. This step is shown in Figure
2, where the first sentence is the source English
sentence and the corresponding French sentences
are the ones with the same length, or length greater
than or less than by a value of 2, as compared to
the length of the source English sentence.

2.3 Dictionary creation using Anymalign
Algorithm

WMT2016 provided us with a large English-
French parallel corpus. We executed the Anyma-
lign algorithm on this corpus to find out the word
alignments. The alignments with a matching prob-
ability of more than or equal to 0.75 were kept
as higher probability results in good translation.
The rest of the alignments were discarded. This
data served as our dictionary. The snapshot of the
dictionary containing the source English words in
the left column and the target French words in the

Figure 3: Dictionary creation using Anymalign al-
gorithm

right column is shown in Figure 3.

2.4 Sentence matching using dictionary

For each of the words in the source English sen-
tence, its corresponding translations are found out
using the dictionary produced in the previous step.
The words found were then matched with words
in the various French sentences that we obtained
using the concept provided by Gale and Church.
The French sentences, with matched words equal
to the length of the source English sentences or
less by a factor of 2, were kept and the rest were
discarded. This means that for an English sentence
of 10 words, French translation for each of the En-
glish words were found out using the dictionary
produced in the previous step.

If a French sentences with all the 10 words
matching to the translated words was found, it was
kept. Also, if there was a French sentence con-
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Figure 4: Sentence matching with the derived dictionary

Figure 5: Exact Text Translation finding with Cosine Similarity

taining 10 words, but only 8 words words were
matching to the translated words, it was also kept.
French sentences with less number of matchings
were discarded. This process is shown in Figure
4.

2.5 Exact Text Translation finding with
Cosine Similarity

Out of the French sentences extracted in the pre-
vious step, Cosine Similarity is found out with re-
spect to the source English sentence. The French
sentence with the highest Cosine Similarity score
is selected as the exact translation of the source
English sentence. This process is shown in Figure
5.

2.5.1 Cosine Similarity
Cosine similarity is particularly used in positive
space, where the outcome is neatly bounded in [0,
1]. The formula used in our approach is as follows.

Similarity = cos(Θ) =
A.B

‖A‖ ‖B‖

=

∑n
i=1AiBi√∑n

i=1Ai
2
√∑n

i=1Bi2

(1)

Where A and B are the source English sentence
and the one of the target French sentences, respec-
tively.

2.6 URL matching
The URL of the source English sentence is then
matched the URL of the extracted French sentence
with reference to the ID that was given in the first
step. We can see from Figure 5 that the French
sentences when compared to the source English
sentence ”Message to Gilbert Blin” have cosine
similarity scores appended to it. From the above
figure we see that ”Presnt par Gilbert Blin”, has
the highest cosine similarity score. So, this can

be treated as the exact translation of the source
English sentence. We also see that an ID ”(1)”
is appended to the English sentence and an ID
”(6)” is appended to the French sentence. From
Figure 1, we can find out that, since the English
sentence ID is ”(1)”, it belongs to the web-
page ”http://academiedesprez.org/mailgb.php”
and since the ID of the French sen-
tence is ”(6)”, it belongs to the webpage
”http://academiedesprez.org/eng/musicales5eng.
htm”. Thus, we can mark it as the exact alignment.

3 Evaluation

WMT 2016 provided us with a baseline system
that finds 119979 extracted pairs after enforcing
the 1-1 rule. Our proposed system when exe-
cuted on the test data, found out 48 extracted
pairs of URLs after enforcing the 1-1 rule. This
gave our proposed system a percent recall value of
1.998335.

Systems Extracted pairs
WMT2016 Baseline 119,979

Proposed System 48
Percent Recall 1.998335

Table 1: Evaluation of proposed system with base-
line system provided by WMT2016.

4 Conclusion

The paper presents a hybrid approach to bilingual
document alignment to the shared task proposed
by WMT2016. We have developed an approach
that uses the concept given by Gale and Church
with respect to length of source-translated sen-
tences, translation of words using a dictionary cre-
ated by Anymalign and the concept of Cosine Sim-
ilarity. Our approach was able to extract 48 pairs
of URLs with a percent recall of 1.998335.
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Abstract

In this paper we present our approach to
the Bilingual Document Alignment Task
(WMT16), where the main goal was to
reach the best recall on extracting aligned
pages within the provided data.

Our approach consists of tree main parts:
data preprocessing, keyword extraction
and text pairs scoring based on keyword
matching.

For text preprocessing we use the Tree-
Tagger pipeline that contains the Unitok
tool (Michelfeit et al., 2014) for tokeniza-
tion and the TreeTagger morphological an-
alyzer (Schmid, 1994).

After keywords extraction from the texts
according TF-IDF scoring our system
searches for comparable English-French
pairs. Using a statistical dictionary created
from a large English-French parallel cor-
pus, the system is able to find comaparable
documents.

At the end this procedure is combined with
the baseline algorithm and best one-to-one
pairing is selected. The result reaches
91.6% recall on provided training data.

After a deep error analysis (see section 5)
the recall reached 97.4%.

1 Introduction

In this paper we describe our approach to solve the
Bilingual Document Alignment Task (WMT16).
It consists of tree main parts: data preprocessing,
keyword extraction and text pairs scoring based on
keyword matching.

According to these steps, the text is divided into
three main sections. Section 2 describes the data
preprocessing that was crucial for key-word ex-
traction. In the next section we describe the key-

word extraction process, and Section 4 describes
scoring of comparable English-French pairs.

The final results on the training data are sum-
marized in Section 5 where we also discuss errors
of our system and problematic features of the pro-
vided data.

2 Preprocessing

The training and testing data were provided in the
.lett format. Each .lett file consists of lines
where each line contains these six parts:

• Language ID (e.g. “en”)

• Mime type (always “text/html”)

• Encoding (always “charset=utf-8”)

• URL

• HTML in Base64 encoding

• Text in Base64 encoding

We pick up language id, URL and text as a in-
put for our system. To obtain keywords for each
text, our system converts plain text into a so-called
vertical text, or word-per-line format. This format
contains each word on a separate line together with
morphological information, namely lemma (base
form of the word) and morphological tag. For text
tokenization we use the Unitok tool (Michelfeit et
al., 2014) that splits sentences into tokens accord-
ing to a predefined grammar. Unitok has a special
grammar model for each language that was cre-
ated using information extracted from large cor-
pora. An example of Unitok output is the first col-
umn of Figure 1. The Unitok output is enhanced
by a sentence boundaries recognizer (we use <s>
and </s> for marking sentence boundaries).

After tokenization and sentence boundary de-
tection, lemmatization and morphological anal-
ysis follows. For both we use TreeTagger
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(Schmid, 1994) with language dependent models
(i.e. French model for French texts, English for
English texts). Figure 1 contains an example of a
morphologically analyzed sentence in the vertical
format.

Unitok and TreeTagger, together with sentence
boundary detection and few other small pre-
and post-processing scripts, form the TreeTagger
pipeline that is used in the Sketch Engine (Kilgar-
riff, 2014) corpus query and management system.

word tag lemma
<s>
A DT a
web NN web
page NN page
is VBZ be
a DT a
web NN web
document NN document
<g/>
. SENT .
</s>

Figure 1: TreeTagger morphological analysis

3 Keyword Extraction

In the previous section, we described the text pre-
processing needed for the next part of our system,
the keyword extraction.

The lemma (base form) information from the
morphological analysis was used for computing
“keyness”, or specificity scores for each word in
the text. For this, we used three different variants
of the standard TF-IDF score (Equation 1, 2, 3)1

and a Simple math score2 (Kilgarriff, 2009) used
in keywords extraction in Sketch Engine (Equa-
tion 4):

keyt = 1 ∗ log
(
N

nt

)
(1)

keyt = (1 + log(ft,d)) ∗ log
(
N

nt

)
(2)

keyt =

(
ft,d
fd

)
∗ log

(
N

nt

)
(3)

1The difference between Equations 1,2 and 3 is in TF
weight score.

2Variant of statistic that choose keywords according rule:
‘word W is N times as frequent in document/corpus X vs doc-
ument/corpus Y’.

keyt =

(
fpmt,d + 1

fpmt,ref + 1

)
(4)

Legend:

• N : number of documents in corpus

• nt: number of documents containing a par-
ticular word (token) t

• ft,d: frequency of token t in document d

• fd: size (length) of document d

• fpmt,d: frequency per million of token t in
document d

• fpmt,ref : frequency per million of token t in
a reference corpus (large, representative sam-
ple of general language)

As reference corpora, the TenTen web corpora
in Sketch Engine for English and French were
used (Jakubíček et al., 2013), in particular enTen-
Ten 2013 and frTenTen 2012.

Sometimes the TF-IDF scoring can score some
of the most common words (like "the", "a", ...)
very high. These so-called stop-words do not have
any value when finding match between two texts,
as practically all of the texts will contain them.
Therefore, we created stop-word lists for English
and French (from enTenTen and frTenTen corpus)
that filter out these most frequent words so they
are never considered keywords.

As we will see, the Equation 3 gives the best
results on the training data, therefore we chose it
for the final evaluation.

4 Scoring

After obtaining the keyword list from each text,
the final step was to find matches between English
and French texts.

We used top 100 keywords from each text (this
number was estimated during the experiments).
Then we consulted a statistical dictionary which
contains 10 most probable French translations for
each English lemma (see below for more informa-
tion about this dictionary).

We translated the English keywords into all of
their French variants, and intersected this list of
translations with the keyword lists etracted from
all of the French documents. The French docu-
ment with the biggest intersection was selected as
the best candidate.
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This procedure was combined with the baseline
algorithm3 based on finding language identifica-
tion in the URLs of the documents – firstly, the
baseline was applied, then (if no matching docu-
ment was found) the matching by keywords was
performed.

The data processing flow is on Figure 2.

Figure 2: System data flow

4.1 Statistical translation dictionary
Sentence alignment in some of the available par-
allel corpora enables us to compute various statis-

3The baseline algorithm iterates through all URLs and
search for language identifiers inside URLs and then pro-
duces pairs of URLs that have the same language identifiers.

tics over the number of aligned pairs, and to quan-
tify the probability (or other metric) that word X
translates to word Y, for each pair of words in
the corpus. The procedure is similar to training
a translation model in statistical machine transla-
tion (Och and Ney, 2003). Our implementation
uses the logDice association score (Rychlý, 2008)
which is the same measure that is used in scoring
collocational strength in word sketches, the key
feature of the Sketch Engine system. It depends
on

• frequency of co-occurrence of the two words
(e.g. “chat” and “cat”) – the higher this fre-
quency, the higher the resulting score; co-
occurrence here means that the words oc-
cured in a pair of aligned sentences

• standalone frequencies of the two words – the
higher these frequencies, the lower the result-
ing score

By computing these scores for all word pairs
across the corpus, we are able to list the strongest
“translation candidates” for each word, according
to the score; for our purposes, we store 10 best
candidates.

The procedure is computationally demanding –
quadratic to the number of types (different words)
in the corpus – and we exploit an algorithm for
computing bi-grams to make it feasible even for
very large corpora.

The statistical dictionary for this task was ex-
tracted from the English-French Europarl 7 corpus
(Koehn, 2005).

5 Evaluation

The goal of this task was to find English-French
URL pairs. Some training pairs were provided by
authors of this task. Our procedure does not in-
clude any learning from the training data, there-
fore we can use them for quite a reliable evalua-
tion. With regard to that data, our solution reached
91.6% recall, using the most successful TF-IDF
equation 3; the results for the other equations are
comparable and are summarized in Table 1.

If we did not include the baseline algorithm into
the procedure, the recall was 82%.

After a detailed error analysis we found out that
the provided data contain duplicate web pages
with different URLs. This is an important prob-
lem – our error analysis shows that we have found
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Expected http://cineuropa.mobi/interview.aspx?lang=en&documentID=65143
http://cineuropa.mobi/interview.aspx?lang=fr&documentID=65143

Found http://cineuropa.mobi/interview.aspx?documentID=65143
http://cineuropa.mobi/interview.aspx?lang=fr&documentID=65143

Expected http://creationwiki.org/Noah%27s_ark
http://creationwiki.org/fr/Arche_de_No%C3%A9

Found http://creationwiki.org/Noah%27s_Ark
http://creationwiki.org/fr/Arche_de_No%C3y%A9

Expected http://pawpeds.com/pawacademy/health/pkd/
http://pawpeds.com/pawacademy/health/pkd/index_fr.html

Found http://pawpeds.com/pawacademy/health/pkd/index.html
http://pawpeds.com/pawacademy/health/pkd/index_fr.html

Figure 3: Examples of false errors

Equation Recall in %
1 89.2
2 89.5
3 91.6
4 88.7
Baseline 67.92

Table 1: Overall results according to “keyness”
Equations

a correct document pair in many cases, but a docu-
ment with a different URL (and identical text) was
marked as correct in the data.

We went through the document pairs marked
as errors of our algorithm and manually evaluated
them for correctness. If we exclude the false er-
rors (correct document pairs evaluated as incor-
rect), the recall is 97.4%. Some examples of these
URL pairs are given in Figure 3 – as we can see,
in many cases the duplicity is clear directly from
the URL.

Unfortunately, we were unable to assess the
number of duplicates in the data by the submission
deadline. However, we believe it will be done, as
the mentioned duplicates significantly reduce the
soundness of such evaluation.

6 Conclusion

We have described a method for finding English-
French web pages that are translations of each
other. The method is based on statistical extraction
of keywords and comparing them, using a trans-
lation dictionary. The results are promising, but
detailed error analysis shows there are significant
problems in the testing data, namely unmarked du-

plicate texts with different URLs.
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Abstract

This paper describes ILSP-ARC-pv42, the
Institute for Language and Speech Pro-
cessing/Athena Research and Innovation
Center submission for the WMT 2016
Bilingual Document Alignment shared
task. We describe several document and
collection-aware features that our system
explored in the context of the task. On
the test dataset, our submission achieved
a recall of 84.93%, even though it does
not make use of any language-specific re-
sources like bilingual lexica or MT output.
Instead, our system is based on shallow
features (including links to documents in
the same webdomain, URLs, digits, im-
age filenames and HTML structure) that
can be easily extracted from web docu-
ments. We also present examples to show
that when de-duplication issues in the test
dataset are properly addressed, our sys-
tem reaches a significantly higher recall of
92.5%.

1 Introduction

There is a growing literature on using web-
acquired data for constructing various types of lan-
guage resources, including monolingual and paral-
lel corpora. As shown in, among others, Pecina et
al. (2014) and Rubino et al. (2015), such resources
can be exploited in training generic or domain-
specific machine translation systems. Neverthe-
less, compared to the acquisition of monolingual
data from the web, construction of parallel re-
sources is more challenging. Even though there
are many multilingual websites with pairs of doc-
uments that are translations of each other, detec-
tion of such sites and identification of the docu-
ment pairs is far from straightforward. Resnik and

Smith (2003) presented the STRAND system, in
which they used a search engine to search for mul-
tilingual websites and examined the similarity of
the HTML structures of the fetched webpages in
order to identify pairs of potentially parallel pages.
Esplà-Gomis and Forcada (2010) developed Bi-
textor, a system that combines language identifi-
cation with shallow features. Barbosa et al. (2012)
crawl the web and examine the HTML DOM tree
of visited webpages with the purpose of detect-
ing multilingual websites based on the collation of
links that are very likely to point to in-site pages
in different languages. Smith et al. (2013) used an
extension of the STRAND algorithm to perform
large-scale experiments of mining parallel docu-
ments from the Common Crawl1 dataset.

This paper describes ILSP-ARC-pv42, the In-
stitute for Language and Speech Processing/A-
thena Research Center submission for the WMT
2016 Bilingual Document Alignment shared task.
The task consisted in identifying pairs of English
and French documents from collections of doc-
uments corresponding to crawls of 203 webdo-
mains.

2 System architecture

In this section, we describe the main processing
steps in ILSP-ARC-pv42. Our system is based
on the document alignment module of the ILSP
Focused Crawler (Papavassiliou et al., 2013),
an open-source tool2 that integrates all neces-
sary software3 for the creation of high-precision
parallel resources from the web in a language-
independent fashion.

1http://commoncrawl.org/
2http://nlp.ilsp.gr/redmine/ilsp-fc/
3Including modules for metadata extraction, language

identification, boilerplate removal, document clean-up, text
classification and sentence alignment
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2.1 Pre-processing shared task files

We pre-processed crawled data provided by the or-
ganizers as one file per webdomain in the .lett
format adapted from Bitextor. This is a plain text
format with one line per web document. Each line
consists of 6 tab-separated values that include the
(automatically detected) language ID ({en, fr});
the mime type (always text/html); the encoding
(always charset=utf-8); the URL; the HTML con-
tent in Base64 encoding; and the text in Base64
encoding.

For each webdomain, we created a directory
where we exported the contents of the 5th field of
each entry in a ll-file id.html file, where ll is the
two letter language id ({en, fr}) provided in the
lett files and file id is an integer unique for each
file of a webdomain. Using the URL information,
we also store file-to-URL mappings in a separate
file.

Apart from training and test data in this format,
the organizers also identified spans of FR text for
which they produced EN translations using a ma-
chine translation system. In an attempt to recre-
ate real-life conditions where, at least for our team
and for many language pairs, access to reliable MT
output is not available, we did not use this infor-
mation or any other type of language- or language-
pair-dependent information in our system.

2.2 Boilerplate detection and exporting

Apart from its textual content, a typical web-
page also contains boilerplate, i.e. “noisy” el-
ements like navigation headers, advertisements,
disclaimers etc., which are of only limited or no
use for the production of good-quality language
resources. We used a modified version of Boil-
erpipe4 (Kohlschtter et al, 2010) to identify boil-
erplate in the .html files. Besides boileplate de-
tection, we also identified structural information
like title, heading and list item from each web-
page. At this stage, text was also segmented into
paragraphs on the basis of specific HTML tags like
<p>, </br>, <li> etc.

For each .html file, we generated an .xml
file where a <body> element contained the con-
tent of the document segmented into paragraphs.
Apart from normalized text, each paragraph ele-
ment was enriched with attributes providing more
information about the process outcome. Specif-
ically, paragraphs may contain the following at-

4http://code.google.com/p/boilerpipe/

tributes: i) crawlinfo with possible values boiler-
plate, meaning that the paragraph has been consid-
ered boilerplate; and ii) type with possible values:
title, heading and listitem.

2.3 Document pair detection

Following exporting, a document pair detector,
which constitutes the core module of our system,
applies a set of complementary methods based on
the content of the .html and the .xml files in or-
der to identify translation pairs. The module does
not exploit any language resources (e.g. lexica or
output of MT engines). Instead it is based on shal-
low features including links to documents in the
same webdomain, URLs, digits, image filenames
and HTML structure.

We trivially avoid pairing files that are in the
same language. We then examine all links in the
.html files and we extract those that contain the
hreflang attribute. Since “hreflang specifies
the language and optional geographic restrictions
for a document”5, we use this strong indicator to
pair documents, which we subsequently exclude
from examination by other downstream methods6.
We also examine links that match a set of patterns
for the identification of translation links (e.g. link
elements with the attribute lang) and we exploit
them in the same way.

Next, we focus on URLs that include lan-
guage indicators and examine if there are pairs of
URLs that match pairs of specific patterns such
as /lang1/ and /lang2/, lang1 and lang2, =lang1
and =lang2, where lang1 and lang2 are alterna-
tive representations of the targeted languages (e.g.
en, eng, english, fr, fra, french, francais, etc. in
the context of this shared task). Some additional
patterns are lang=i, langid=i and lingua=i, where
i ∈ {0, .., 5}.

It is worth mentioning that in the past we have
complemented the use of the above indicators with
examination of features like document length in
terms of tokens/paragraphs, in order to decide on
document pairness. This was in accordance with
our main interest in using the pair detector for
the generation of high-quality resources that can
be used in improving MT systems. However, in
the context of this recall-evaluated shared task, the

5https://en.wikipedia.org/wiki/
Hreflang

6We use this approach for all methods: documents that
have been paired by one method are excluded from further
examination.
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system bases its decision on these indicators with-
out any further checks.

Then, each .xml file is parsed and the follow-
ing features are extracted: i) the document lan-
guage7; ii) the depth of the original source page,
(e.g. for http://domain.org/d1/d2/d3/
page.html, depth is 4); iii) the number of para-
graphs; iv) the length (in terms of tokens) of
the main content, i.e. non-boilerplate text; v)
the sequence of digits in the main content; and
vi) the fingerprint of the main content, which is
a sequence of integers that represent the struc-
tural information of the page, with boilerplate con-
tent ignored. For instance, in a fingerprint of
[−2, 28, 145,−4, 9,−3, 48, 740] for a document
of 6 paragraphs, negative numbers−2,−3 and−4
denote that the type attributes of the 1st, 3rd and
4th <p> elements have title, heading and listitem
values, respectively; and positive integers are the
lengths of the 6 paragraphs in characters.

At this stage, webpages with a depth difference
> 1 are not examined as candidate translations of
each other, on the assumption that it is unlikely
that translations can be found at very distant levels
of the web site tree.

We next extract the filenames of the images
from the HTML source and each document is rep-
resented as a list of images8. Our assumption at
this stage is that two documents that contain the
same or a similar set of images are good candi-
dates for pairing. Since it is very likely that some
images appear in many webpages, we count the
occurrence frequency of each image and we dis-
card “common”, i.e. relatively frequent, images
(e.g. social media icons, logos etc.) from these
lists.

In order to classify images into “critical” or
“common” (see Figure 1) we need to calcu-
late a threshold. In principle, one should ex-
pect that low/high frequencies correspond to “crit-
ical”/“common” images. We employ a non-
parametric approach for estimating the probabil-
ity density function (Alpaydin, 2010) of the image
frequencies using the following formula:

p̂(x) = 1
Mh

M∑
t=1

K(x−xt

h )

7In the case of the shared task, we replace the output of a
language detection module with the language id provided by
the organizers.

8Henceforth, we use the term “image” to mean “image
filenames”. We do not make use of any image features other
than their filenames.

where the random variable x defines the positions
(i.e. images frequencies) at which the p̂(x) will be
estimated, M is the amount of images, xt denotes
the values of data samples in the region of width h
around the variable x, and K(·) is the normal ker-
nel that defines the influence of values xt in the es-
timation of p̂(x). The optimal value for h, i.e. the
optimal bandwidth of the kernel smoothing win-
dow, was calculated as described in Bowman and
Azzalini (1997).

Figure 2 serves as an illustration of the normal-
ized histogram of image frequencies in an exam-
ple webdomain (that was not part of the shared
task datasets) and the estimated probability den-
sity function. One can identify a main lobe in
the low values, around which ”critical” images
are clustered. Thus, the threshold is chosen to be
equal to the minimum just after this lobe. The un-
derlying assumption is that if a webpage in l1 con-
tains image(s), then the webpage with its transla-
tion in l2 will contain a similar set of images. In
case this assumption is not valid for a multilingual
webdomain (i.e. if there are only images that ap-
pear in all pages, e.g. template icons), then all im-
ages will wrongly be assumed to be “critical”. To
eliminate this problem, we also discard as “com-
mon” all images that appear in more than 10% of
the total .html files of each webdomain.

Following this step, each document is examined
against all others on the basis of: a) the Jaccardian
similarity coefficient of their image lists b) the re-
ciprocal of edit distance of the sequences of digits
in their main content c) the ratio of their number
of paragraphs and d) the ratio of the number of to-
kens in non-boilerplate text. Two documents are
considered parallel if (c), (d) and either or both of
(a) and (b) are above predefined thresholds.

Additional document pairs are detected by ex-
amining structure similarity. Since the .xml files
contain information about both (non-boilerplate)
content and structure (i.e. titles, headings, list
items), we use this representation instead of ex-
amining the similarity on the actual HTML source.
A 3-dimensional feature vector is constructed for
each candidate pair of parallel documents. The
first element in this vector is the ratio of their fin-
gerprint lengths, the second is the ratio of their
paragraph size, and the third is the ratio of the
edit distance of the fingerprints of the two docu-
ments to the maximum fingerprint length. Classi-
fication of a pair as parallel is performed using a
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Figure 1: Critical (white) and common (red) images in two documents from the www.
jerome-alquie.com.lett webdomain.

soft-margin polynomial Support Vector Machine
trained with the positive and negative examples
collected in the context of previous experiments
(Pecina et al., 2012).
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Figure 2: The normalized histogram and the es-
timated pdf of image frequencies in an example
webdomain

As a final step, we mapped each ll-file id.html
to its URL and we produced a final set of 291,749
proposed pairs for all webdomains of the test data.

3 Evaluation Results

Before submitting our proposed pairs on the
shared task test data, we also evaluated our sys-
tem on the training data. The latter consisted of
a set of 1,624 EN-FR pairs extracted by the orga-
nizers from 49 webdomains. The number of pairs
per webdomain in the training set varied between
4 and over 230. The simple baseline provided by
the organizers is based on URL matching. The
baseline implementation iterates through all URLs
and strips language identifiers such as /english/
from URLs. It then produces pairs of URLs that
have the same stripped representation. Overall, the
baseline proposes 143,851 candidate pairs, which
are reduced to 119,979 pairs after enforcing the 1-
1 rule, which requires that each source URL may
be matched with at most one target url and vice-
versa. Should a URL occur repeatedly, later occur-
rences are ignored. The baseline identifies 1,103
true positives, thus reaching a recall of 67.92%.
Our system proposed 160,727 EN-FR pairs from
which 1,460 are included in the EN-FR training
set pairs, corresponding to a 89.90% recall on the
training dataset.

Following our submission of predicted pairs on
the shared task test data, the organizers evaluated
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it against a set of 2,402 EN-FR pairs from the 203
webdomains comprising the test data. The num-
ber of pairs per webdomain in the test data varies
between 1 and 357, while the number of EN and
FR webpages of each webdomain varies between
5 and circa 99K.

Our system proposed 291,749 pairs that were
reduced to 287,860 after enforcing the 1:1 rule.
These additional pairs were created because, for
certain domains, EN or FR webpages contained
translation links pointing to multiple webpages
identified by the organizers as FR or EN docu-
ments, respectively. Our system identified 2,040
EN-FR pairs out of the 2,402 provided test pairs at
a 84.93% recall and was ranked 9th among the 21
submitted systems by the 13 participant groups.

We counted the number of true positive pairs
identified via each method, in order to examine
each method’s contribution. The top contribut-
ing method with 987 (48.38%) of the correctly
detected pairs was the one exploiting URL pat-
terns. Methods based on the existence of common
images and/or similar digit sequences contributed
791 pairs (38.77%) while the in-webdomain links
and HTML structure generated 180 (8.82%) and
82 (4.02%) pairs, respectively.

We also examined manually all document pairs
missed in our submission in order to gather useful
insights that could help us improve our system. A
first conclusion is that a major issue in evaluating
bilingual document alignment in terms of recall
concerns (near) duplicates. We observed that we
were scored as missing 182 pairs because the EN
and/or FR documents participating in each of these
pairs were aligned by our system with documents
that contained the same content but originated
from different URLs. For example, 50 and 103 test
pairs from the www.taize.fr (see Figure 3)
and the www.lalettrediplomatique.fr
webdomains (where extra attribute-value strings
in URLs like choixlang=1, &bouton=1,
&bouton=2, etc. do not “influence” the content
of the FR webpages) were considered fails due to
this issue in the test data. Additional examples of
perfectly valid pairs for extracting valuable con-
tent for downstream MT applications, which a)
have been proposed by our system b) are equiv-
alent to test pairs but c) have not been scored
as true positives, are presented in Table 1. In
particular, the www.lagardere.com and the
www.zigiz.com webdomains (rows 7 and 8)

contribute 11 and 6 missed pairs, respectively. If
we consider all these pairs as valid for extract-
ing data in order to train MT systems, our system
reaches a recall of 92.5%.

The majority of the remaining (2402− 2040−
182 =) 180 of our misses concerned pairs where
for a page A, the method based on structure
similarity proposed a wrong document pair with
page B. For instance, in the http://www.
toucherdubois.ca webdomain, information
(concerning learning scenarios and teaching re-
sources) is presented in a specific format/template
leading to errors during the examination of the
structure fingerprint. Other misses were due to the
length of the documents since it is very identify
pairs of very short documents without using any
lexical information.

4 Conclusions

In this paper we described the ILSP/ARC sub-
mission for the WMT 2016 Bilingual Document
Alignment shared task. We provided details on
the document and collection-aware features that
our system explores. On the test set, our system
reached a recall of 84.93% according to the offi-
cial scoring. In the evaluation section of the paper
we presented examples in order to show that the
recall of our system is significantly higher once
de-duplication issues in the test data are addressed.
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id type EN URL FR URL

1 T http://www.lucistrust.org/it/service_
activities/world_goodwill/world_view_
archive/world_view_the_trained_observer

http://www.lucistrust.org/fr/service_
activities/world_goodwill/world_view_
archive/world_view_the_trained_observer

S http://www.lucistrust.org/en/service_
activities/world_goodwill/world_view_
archive/world_view_the_trained_observer

http://www.lucistrust.org/fr/service_
activities/world_goodwill/world_view_
archive/world_view_the_trained_observer

2 T http://www.eufic.org/article/
cs/page/BARCHIVE/expid/
basics-child-adolescent-nutrition/

http://www.eufic.org/article/
fr/page/BARCHIVE/expid/
basics-alimentation-enfants-adolescents/

S http://www.eufic.org/article/
en/page/BARCHIVE/expid/
basics-child-adolescent-nutrition/

http://www.eufic.org/article/
fr/page/BARCHIVE/expid/
basics-alimentation-enfants-adolescents/

3 T http://www.phytoclick.com/index.html?lang=
en&pID=172

http://www.phytoclick.com/
conditions-generales-de-vente/index.htm

S http://www.phytoclick.com/index.html?lang=
en&pID=172&bID=151

http://www.phytoclick.com/index.html?pID=
172&bID=151

4 T http://www.eurovia.org/spip.php?article330 http://www.eurovia.org/spip.php?article329
S http://www.eurovia.org/spip.php?article330&

lang=fr
http://www.eurovia.org/spip.php?article329&
lang=es

5 T http://www.haro.com/en/cork/all_about_cork/
general.php

http://www.haro.com/fr/liege/tout_sur_le_
liege/general.php

S http://www.haro.com/us/cork/all_about_cork/
general.php

http://www.haro.com/fr/liege/tout_sur_le_
liege/general.php

6 T http://www.kinnarps.com/en/International/
InteriorSolutions/KinnarpsBenefits/
Ergonomics/Light/

http://www.kinnarps.com/fr/
ch/Solutions-d-amenagement/
Les-avantages-Kinnarps/Ergonomie/Lumiere/

S http://www.kinnarps.com/en/uk/
InteriorSolutions/Ergonomics/Ergonomics/
Light/

http://www.kinnarps.com/fr/
ch/Solutions-d-amenagement/
Les-avantages-Kinnarps/Ergonomie/Lumiere/

7 T http://www.lagardere.com/press-room/
press-releases/press-releases-363.html&
idpress=1268

http://www.lagardere.com/
centre-presse/communiques-de-presse/
communiques-de-presse-122.html&idpress=3168

S
(11)

http://www.lagardere.com/press-room/
press-releases/press-releases-363.html&
idpress=1268

http://www.lagardere.com/press-room/
press-releases/press-releases-363.html&
idpress=3168

8 T http://www.zigiz.com/en-EN/help/about_
zigiz/help_parent_actievoorwaarden.html

http://www.zigiz.com/fr-FR/aide/about_
zigiz/help_parent_actievoorwaarden.html

S (6) http://www.zigiz.com/en-EN/help/about_
zigiz/help_parent_actievoorwaarden.html

http://www.zigiz.com/fr-FR/aide/help_
parent_faq/help_allpaymentmethods.html

9 T http://www.oras.com/en/professional/
products/Pages/ProductVariant.aspx?
productcode=6527A

http://www.oras.com/be/professional/
products/Pages/ProductVariant.aspx?
productcode=6527A

S http://www.oras.com/en/professional/
products/Pages/ProductVariant.aspx?
productcode=6527A

http://www.oras.com/fr/professional/
products/Pages/ProductVariant.aspx?
productcode=6527A

10 T http://www.ipu.org/hr-e/169/Co121.htm http://www.ipu.org/hr-f/168/Co121.htm
S http://www.ipu.org/hr-e/169/Co121.htm http://www.ipu.org/hr-f/169/Co121.htm

11 T http://www.nserc-crsng.gc.ca/Prizes-Prix/
Excellence-Excellence/Profiles-Profils_eng.
asp?ID=1008

http://www.nserc-crsng.gc.ca/Prizes-Prix/
Herzberg-Herzberg/Profiles-Profils_fra.asp?
ID=1003

S http://www.nserc-crsng.gc.ca/Prizes-Prix/
Excellence-Excellence/Profiles-Profils_eng.
asp?ID=1008

http://www.nserc-crsng.gc.ca/Prizes-Prix/
Excellence-Excellence/Profiles-Profils_fra.
asp?ID=1008

12 T http://www.lalettrediplomatique.fr/
contribution.php?choixlang=2&id=9&idrub=12

http://www.lalettrediplomatique.fr/
contribution.php?id=9&idrub=12

S http://www.lalettrediplomatique.fr/
contribution.php?choixlang=2&id=9&idrub=12

http://www.lalettrediplomatique.fr/
contribution.php?choixlang=1&id=9&idrub=12

13 T http://www.ledindon.com/en/anti-stress/
index.php

http://www.ledindon.com/anti-stress/index.
php

S http://www.ledindon.com/en/anti-stress/
index.php?s=2

http://www.ledindon.com/anti-stress/index.
php?s=2

14 T http://www.lupusae.com/en/a_r2.htm http://www.lupusae.com/en/a_f_r2.htm
S http://www.lupusae.com/cn/c_a_r2.htm http://www.lupusae.com/en/a_f_r2.htm

Table 1: Examples of missed test pairs (T) and equivalent pairs proposed by our system (S). Numbers
in parentheses next to (S) refer to the number of equivalent pairs proposed by our system for a specific
webdomain. The URLs are those extracted from the .lett files.
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Abstract

Our participation in Bilingual Document
Alignment shared task at WMT16 focuses
on building a language-independent, scal-
able system for aligning documents based
on content as opposed to using webpage
meta information. The resulting system
is capable of producing scored n-best lists
of candidate pages and can therefore be
adapted to tasks where either precision or
recall is maximized. We conduct a series
of experiments that show the effectiveness
of the system without any specific tuning.

1 Introduction

Training statistical machine translation systems
involves using two kinds of textual data: mono-
and bilingual. While mining monolingual data is
rather straightforward, determining pairs of paral-
lel documents is a rather complicated task for a
variety of reasons.

First of all, the largest source of text docu-
ments — the World Wide Web — has most of its
parallel data in an unstructured form, meaning that
it is often impossible to determine parallel pairs
using meta info only. While a set of documents
within a particular webdomain may be structured,
the structure itself varies between domains and is
therefore hard to exploit. This lack of stucture in
the Web forces a mining system to compare ev-
ery source language document to every target lan-
guage document from the corpus, thus leading to
quadratic complexity and making such straightfor-
ward algorithms not applicable to mining parallel
data from large web corpora containing billions of
documents.

Existing parallel data mining approaches deal
with these problems in different ways.

Methods focused on meta info such as docu-
ment URL (Resnik and Smith, 2003), publication
dates or document structure, may work well on
small structured corpora but suffer from sparsity
and unreliability of meta info in the Web. One of
the advantages of such methods is a lesser com-
putational complexity — simple URL matching,
for example, can be performed in linear time and
doesn’t even require to store HTML bodies as it
only operates on URLs.

Another approach is to analyze document con-
tents only, making zero assumptions about the
document structure or meta info. This approach is
more versatile but at the same time more resourse-
demanding and tends to suffer from bad scala-
bility. Applying it to big Web corpora requires
implementation of special techniques that reduce
the quadratic complexity of a naive algorithm to
something manageable, preferrably making the
number of document comparisons linear.

2 Previous work

Our approach is based on two papers working with
different aspects of content-based document align-
ment. The first of them (Uszkoreit et al., 2010)
aims at reducing the amount of pairwise compar-
isons of documents, while the other (Fukushima et
al., 2006) speeds up the comparisons themselves.
We describe both methods below.

2.1 Shingles and near-duplicate detection
Uszkoreit et al. (2010) describe a large scale par-
allel data mining method.

First, the system transforms a given multilin-
gual input corpus into a monolingual one by trans-
lating every document into English using a base-
line statistical machine translation system.

After that, candidates of parallel document pairs
are extracted by applying a near-duplicate detec-
tion algorithm to the translated corpus. This re-
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quires two different sets of n-grams (shingles) to
be extracted from each document:

• Matching n-grams are used to construct the
candidate sets, meaning that the system only
considers pairs of documents that have at
least one common matching n-gram. The key
trick here is that we discard every matching
n-gram whose frequency exceeds some fixed
threshold. If the order of matching n-grams is
sufficiently large, this operation prunes only
a small fraction of the matching n-grams, and
most importantly makes the number of pair-
wise document comparisons linear.

• Scoring n-grams are used only in the com-
putation of a score for a given pair of doc-
uments. Every scoring n-gram is assigned
a score equal to its inverse global document
frequency in the input corpus. As the score
of an n-gram is inversely proportional to its
frequency, scoring n-grams with very high
frequencies may be safely pruned, increasing
performance. The score of a pair of docu-
ments is computed as cosine similarity of two
corresponding vectors in the vector space of
scoring n-grams.

In the next stage, candidate sets are built using
matching n-grams, then pairs of documents from
every set are scored using scoring n-grams, pro-
ducing scored n-best lists for every document.

In the final stage, pairs are symmetrized, leaving
only those where each document is a part of the
other’s n-best list.

The described method scales well as all steps
can be parallelized, has linear computational com-
plexity and provides high quality on big unstruc-
tured collections of documents. However, its qual-
ity is dependent on the quality of the baseline ma-
chine translation system and using a high quality
baseline usually makes the first step — translation
of every document in corpus — a very computa-
tionally complex task.

2.2 Word clustering

Fukushima et al. (2006) present an approach to the
task of judging whether a pair of texts is parallel or
not. The proposed algorithm scores a pair of doc-
uments based on the number of word pairs from
the documents that are mutual translations of each
other.

In the first step, the algorithm maps every noun
from both languages to a special ’semantic ID’
(non-nouns are ignored). The goal is to assign the
same ID to every pair of words that are translations
of each other.

To assign semantic IDs, the algorithm builds a
word graph using a bilingual dictionary: nodes
represent words and edges connect pairs of words
that are translations of each other. Then, a thresh-
old on the size of a connected component is se-
lected and every component larger than the thresh-
old is recursively divided into two smaller parts
with an equal number of nodes. The process con-
tinues until every component is smaller than the
threshold.

Graph partitioning is performed using a simple
greedy algorithm. For a given connected compo-
nent, it divides nodes into two equal groups such
that the number of edges between the groups is
minimized.

After the partitioning is complete, every com-
ponent is assigned a unique semantic ID.

In the next step, every document from the cor-
pus is preprocessed, converting each word to its
corresponding semantic ID. The converted repre-
sentations are then used to compare pairs of docu-
ments.

The method is reported to significantly speed up
the document comparison without losing accuracy.

One of the disadvantages of this method is that
it treats all edges of the word graph equally, while
in reality some of the translations are more proba-
ble, and therefore more valuable than the others.

3 Our approach

The outline of our method is as follows. First, we
run a bilingual word clustering algorithm similar
to the one described in Section 2.2. Then, we pre-
process the bilingual input corpus converting each
word to its cluster ID. This operation produces a
’monolingual’ corpus in a ’language’ of cluster
IDs which we then use as input data for the near-
duplicate detection algorithm described in Section
2.1, thus skipping the computationally expensive
step of machine-translating the entire input corpus.

Our approach to the bilingual word clustering
problem is described in detail below.

3.1 Weighted word clustering

To form word clusters, we require a phrasetable
of the corresponding translation direction as input
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data. This phrasetable can be built from the paral-
lel data mined using some simple baseline method
like URL mathching or, alternatively, the previous
iteration of our algorithm.

In the first stage, we filter the phrasetable keep-
ing only phrases where both source and desti-
nation parts consist of a single word. The re-
sult is used to form a graph with words as nodes
and phrases as edges. Previously, Fukushima et
al. (2006) used a dictionary as input and built
an unweighted word graph. Our approach is to
make a weighted graph using statistics from the
phrasetable, namely phrase observation counts:

• Nsrc(f) — the count of the source phrase f ,

• Ntgt(e) — the count of the target phrase e,

• N(f, e) — the co-occurence count of the
source phrase f and the target phrase e.

The resulting graph will most likely have one
giant connected component containing most of the
graph’s vertices. Therefore, to form meaningful
word clusters some of the edges have to be re-
moved. We propose to use a variation of layered
graph clustering algorithm (Algorithm 1).

It is an iterative process that takes some graph
G as input and examines all connected compo-
nents one by one. If the current component sat-
isfies some fixed clustering criterion, a new word
cluster is formed, assigned a unique ID and the
component is removed from the graph. Otherwise,
it takes a fraction of the edges of the current graph
that have the worst weights, removes them, and
runs recursively on the new graph. The process
continues until the graph is empty.

Removing a constant fraction of edges during
every step makes the complexity of the algorithm
linear: Θ(E), where E is the number of the
edges in the graph, i.e. the number of single word
phrases in the input phrase table.

Whether the algorithm is capable of produc-
ing word clusters that have as many related (and
as few unrelated) words as possible, depends on
the choice of the weighting function and the con-
nected component criterion. The weighting func-
tion that worked well during our experiments on
various data, is as follows:

weight(f, e) =
N2(f, e)

Nsrc(f) ·Ntgt(e)
(1)

As for the connected component criterion — we
chose the one that simply checks that the compo-
nent has less than S nodes. S can be tuned on the
training set.

Algorithm 1 Weighted Word Clustering
Input: graph G, cluster size threshold S, fraction
of weak edges to remove F
Output: set of word clusters C

1: function CLUSTER(G, S, F )
2: C ← ∅
3: for each connected component c ⊆ G do
4: if |c| ≤ S then
5: C ← C ∪ {c}
6: else
7: remove F% of weak edges from c
8: C ← C ∪ CLUSTER(c, S, F )

9: return C

As we mentioned earlier, during the next step,
the generated cluster IDs are used to substitute all
the words in the input corpus.

Intuitively, this captures more information from
the original corpus than the actual machine trans-
lation used in (Uszkoreit et al., 2010), because
the result of the described transformation — a se-
quence of cluster IDs — represents many possible
translations of every source document into target
language and vice versa.

Besides, replacing machine translation with
our method significantly improves overall perfor-
mance of the system. First of all, the process is
less demanding memory-wise as it doesn’t require
loading of phrase tables, language models, etc.; in-
stead, only the cluster dictionary is used which is
small (<100Mb of plain text in total for both lan-
guages even when using a phrase table built on a
huge Web corpus). Second, it is also much faster
as it basically consists of a single hashtable lookup
per input word.

4 Data sets

The training data provided by WMT16 organizers
consists of a set of 1,624 EN-FR URL pairs from
49 webdomains and all the pages crawled from the
same domains. The crawled data for each page
consists of the URL, language ID, mime type, en-
coding, HTML and text, of which our system only
used URLs, language IDs and texts. The organiz-
ers also identified spans of French text and pro-
duced English translations using MT which we
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also didn’t use.
As will be explained further, we did not perform

any specific parameter tuning and only used train-
ing data for quality analysis and to ensure that no
mistakes were made.

For testing, 203 additional crawls of new web-
domains were provided, distinct from the ones in
the training data in the same format. The final
evaluation was performed using a subset of 2402
URL pairs from the test data.

5 System details

Our system could use the provided training data in
two ways. First, we could mine parallel data from
it using some baseline algorithm to build the input
phrase table used in the word clustering algorithm.
Instead, we used an in-house phrasetable built
from a large Web corpus. Second, it could be used
to fine-tune parameters such as upper threshold on
word cluster size, but our experiments on multi-
ple data sets for different language pairs showed
that, once these parameters are set to some ade-
quate values, tuning them does not have a big im-
pact on the result, effectively making the system
language- and domain-independent.

The chosen parameter values are:

• maximum size of a word cluster = 90,

• order of matching n-grams = 5,

• order of scoring n-grams = 3,

• upper threshold on matching n-gram fre-
quency = 2000.

6 Results and analysis

Simple evaluation on the training data achieves a
recall of 81.47 (Here and below, test data results
are almost identical to train; for exact values on
test, please refer to the tables). However, analysis
of the results on the training set uncovered a num-
ber of problems in the data that made this result an
underestimation. Some of these problems are:

• incorrect language detection,

• empty pages or pages with crawling errors,

• duplicate and near-duplicate pages.

While the first two kinds of errors mostly don’t
affect our system’s performance as long as there

train test
position count recall count recall
1 1482 91.26 2233 92.96
2 96 97.17 110 97.54
3 18 98.28 8 97.88
4 3 98.46 4 98.04
5 1 98.52 5 98.25
6 0 98.52 1 98.29
7 2 98.65 0 98.29
8 1 98.71 0 98.29
9 0 98.71 1 98.33
10 0 98.71 0 98.33
none 21 40
total 1624 2402

Table 1: Reference document positions and n-best
recall on the train and test data sets.

are no such errors in test set pairs, the third prob-
lem turns out to be quite serious.

Some duplicate pages have exactly the same
text content and only differ in some insignificant
parameter in the URL, some are redirects, oth-
ers only differ in a couple lines of boilerplate text
(e.g., ’page viewed X times’), etc. Naturally, such
sets of duplicates and near-duplicates negatively
affect results of systems based on content analy-
sis.

Also worth noting is the 1-1 rule enforced by
the competition, which doesn’t count pairs that in-
clude any of the URLs from the pairs accepted pre-
viously. This restriction significantly lowers the
recall if the data contains near-duplicates of the
pages from the reference pairs (which is almost
always the case when working with crawled web-
pages). Evaluating our system on training data
without the 1-1 rule yields a recall of 91.26.

To provide further analysis, we set our system
to output n-best lists of size 10 for every source
document. Table 1 shows the distribution of the
positions of the reference documents in the gen-
erated n-best lists. As you can see, considering 3
best condidates per source document yields a re-
call of 98.28 while 10-best recall is 98.71.

We further investigate 121 source documents
whose references were scored 2nd to 10th. For
these source documents we examine the intersec-
tion of the best scored candidate and the reference
document (see Figure 1).

The results show a big amount of full duplicates
(100% intersection) and near-duplicates (high val-
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Figure 1: Intersection of the top-1 and the ref-
erence document in 10-best lists where reference
document is on the 2nd - 10th place.

metric train test
1-1 rule recall 81.47 84.14
1-best recall 91.26 92.96
3-best recall 98.28 97.88
10-best recall 98.71 98.33
>80% similarity recall 96.61 96.71

Table 2: Quality on the training set using different
metrics.

ues of intersection) in the generated n-best lists.
This also brings us to a conclusion that most of the
time the best scored candidate is not completely
worthless but in fact can be used to mine parallel
sentences from as it is very similar to the refer-
ence.

Considering top-1 scored documents that are
not references but have 80% or more intersection
with the reference ’correct’ (which seems very
reasonable), will achieve a recall of 96.61.

The most notable results for the training and test
set are summarized in table 2.

7 Summary

We presented an effective, scalable and versatile
approach to mining parallel data from big corpora
of any nature. The method is based on textual con-
tent analysis and doesn’t make any assumptions
about the structure of the input data. Assuming
the required input phrase table already exists, the
system can work without any additional training
data. Additionally, the parameters of the algo-

rithm do not require any specific tuning, making
it language- and domain-independent. We demon-
strated that the system works well and achieves
high values of recall on the provided data.
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Abstract

In this paper, we present a novel approach
to combine the two variants of phrase-
based APE (monolingual and context-
aware) by a factored machine translation
model that is able to leverage benefits
from both. Our factored APE models in-
clude part-of-speech-tag and class-based
neural language models (LM) along with
statistical word-based LM to improve the
fluency of the post-edits. These models
are built upon a data augmentation tech-
nique which helps to mitigate the problem
of over-correction in phrase-based APE
systems. Our primary APE system fur-
ther incorporates a quality estimation (QE)
model, which aims to select the best trans-
lation between the MT output and the
automatic post-edit. According to the
shared task results, our primary and con-
trastive (which does not include the QE
module) submissions have similar perfor-
mance and achieved significant improve-
ment of 3.31% TER and 4.25% BLEU
(relative) over the baseline MT system on
the English-German evaluation set.

1 Introduction

Translation from and to multiple languages is a
growing need of this era. Especially in a multilin-
gual continent like Europe this poses a challenge
to the language service providers (LSPs) that need
to quickly deliver high quality translations. To
cope with the increasing demand, the LSPs have
shifted human translation from a completely man-
ual process to a semi-automated one, with the help
of computer-assisted translation (CAT) tools. CAT
tools are indeed becoming a standard and ubiqui-
tous tool for LSPs, which have to daily face the

trade-off between quality and productivity, under
the pressure of a growing demand. Machines,
however, are not yet perfect: machine translation
(MT), in particular, is often prone to systematic
errors that human post-editing (PE) has to fix be-
fore publication. This process of translation re-
sults in the generation of parallel data consisting
of MT output on one side and its corrected ver-
sion on the other side. This data can be leveraged
to develop Automatic Post-Editing (APE) systems
capable not only to spot recurring MT errors, but
also to correct them (in a broad sense, ranging
from fixing typos to adapting terminology to a spe-
cific domain or even modeling the personal style
of an individual translator). These capabilities be-
come crucial especially when the MT system used
to produce the translation suggestions is a “black-
box” whose inner workings are not accessible and
can not be tuned or re-trained (a frequent condition
for small LSPs).

A recent study on APE by Chatterjee et al.
(2015b) over six language pairs have reported
consistent improvement (7.3% to 14.7% TER re-
duction) in the quality of machine translated text
across all language pairs. They performed the
experiments using the state-of-the-art statistical
phrase-based machine translation technique with
two variants, which are discussed briefly in Sec-
tion 2. Based on the observed complementarity
between the two variants and the room for mutual
improvement, in Section 3 we present a factored
APE model capable to leverage the two methods.
In Section 4 we describe how to create different
representations of the data in order to train each
of the variants (monolingual, context-aware) and
the factored models. Different configurations of
our experiments and their corresponding results
are discussed in Section 5. The results of our sub-
missions in the shared task are reported in Section
6, followed by concluding remarks in Section 7.
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2 Statistical APE Approaches

Most of the current statistical APE systems follow
the phrase-based machine translation approach.
They mainly differ in the way the data is repre-
sented in the parallel corpus. Unlike MT systems
where the parallel corpus is made up of source and
target language texts, APE systems use either i)
MT text or ii) MT text with source annotations on
the source side, and post-edits on the target side
of the parallel corpus. The former variant (to use
only MT text on the source side) was proposed by
Simard et al. (2007), also known as monolingual
translation, and the latter variant was proposed by
Béchara et al. (2011), which is known as context-
aware translation. The monolingual translation
approach is more robust, it better generalizes the
post-editing rules, and is less prone to word align-
ment errors which eventually impact on the qual-
ity of the post-editing rules. However, since the
post-editing rules are learned from (mt, pe) (mt:
machine translated; pe: post-edited) pairs, it loses
connection with the source sentence, which im-
plies that information lost or distorted in the ma-
chine translation process are impossible to recover
by the APE system. This issue was addressed by
the context-aware variant that annotates each word
in the machine translated text by the correspond-
ing source word (obtained from word alignment
information between the mt and source text) to
form a joint representation (mt#source) that rep-
resents the new source side of the parallel corpus
(as shown in Table 1).

Source See Paint on 3D models .

MT output
Siehe Bemalen von 3D-

Modellen .

Joint Repre-
sentation

Siehe#See Bemalen#Paint_on
von#on 3D-Modellen#3

D_models .

Table 1: An example of joint representation used
in context-aware translation.

APE systems trained with the context-aware
variant are more precise because they have the
power to disambiguate when a mt word is a cor-
rect translation and when it should be post-edited,
by having knowledge of the source context. How-

ever, this variant faces two potential problems.
First, preserving the source context results in mul-
tiple representations of the same mt word (each mt
word can be aligned to multiple source words),
causing a high increase of the vocabulary size,
and, consequently, higher data sparseness that
will eventually reduce the reliability of the word
alignments and, consequently, of the post-editing
rules. Second, the joint representation (mt#source)
may be affected by the word alignment errors
which may mislead the learning of translation op-
tions. Moreover, a technical problem with this
representation occurs during tuning of the system.
Since the input is a joint representation, the OOVs
(mt#source) penalize the tuning metric even if the
mt in mt#source is a correct translation thereby af-
fecting the tuning process. To address these issues
and to leverage the complementarity of the two al-
ternative APE approaches, we propose a more el-
egant approach that combines them into a factored
model as described in the following section.

3 Factored APE model

The factored machine translation model was pro-
posed by Koehn and Hoang (2007). It enables a
straightforward integration of additional annota-
tion (called factors) at the word-level. These fac-
tors can be linguistic markup or automatically gen-
erated word classes. To build our factored APE
systems, we pre-process the training data to obtain
the factored representation. A fragment of our par-
allel corpus with factored representation is shown
in Table 2. The source side of the parallel corpus
has 2 factors (mt word and source word, similar to
the joint representation), and the target side con-
tains 3 factors (pe word, pos-tag, and class-id). In
this representation we can define:

• A word alignment mapping between
mt word<->pe word. This helps to mit-
igate the problem of word alignment of
context-aware APE approach;

• A translation mapping between mt word<-
>pe word (monolingual translation), and
mt word|source word<->pe word (context-
aware translation). This allows us to leverage
both the models during decoding;

• A generation mapping between pe word<-
>pos-tag, and pe word<->class-id. This al-
lows us to improve the fluency of the trans-
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Parallel Corpus
Source (mt_word|source_word) Target (pe_word|pos-tag|class-id)

Siehe|See Bemalen|Paint_on von|on 3D-
Modellen|3D_models .|.

Siehe|ADV|104 "|$(|373 Bemalen|NN|40 von|
APPR|382 3D-Modellen|NN|137 .|$.|451
"|$(|373

Bildrate|Framerate des|of_the Videos|video
MP4|MP4 .|.

Bildrate|NN|339 des|ART|407 MP4-Videos|NN
|41 .|$.|451

Table 2: Example of parallel corpus with factored representation.

lations by scoring them with both part-of-
speech tag and class-based language models.

Source factors: The factor on the source side of
the parallel corpus is obtained following the ap-
proach to obtain the joint representation (as de-
scribed in Section 2) for context-aware APE, the
only difference is that instead of joint representa-
tion (mt#source) we now have factored representa-
tion (mt|source) suitable to train factored models.
Target factors: We introduce two target factors
to measure fluency of the translations at syntac-
tic and semantic levels, i) POS-tag (∼50 tags) ob-
tained using the TreeTagger (Schmid, 1995), and
ii) word-class id (∼500 classes) obtained using
mkcls1 tool, which clusters words based on bi-
gram contextual similarity. These factors are used
to learn generation models (P (pos-tag|pe) and
P (class-id|pe)) to generate corresponding target
factors for the test sentence, which are scored by
their respective LMs during decoding.

4 Data set and Experimental setup

As defined in the shared task, the training data
(English-German) consist of 12K triplets of source
(src), MT output (mt), and human post-edits (pe).
We split the development data (consisting of 1K
triplets) released in this shared task into 400 and
600 triplets (selected randomly) to tune and eval-
uate our APE systems. We use the pe from the
training data to build a 5-gram word-based sta-
tistical language model using the KENLM toolkit
(Heafield, 2011), and 8-gram POS-tag and class-
based language model using both KENLM (sta-
tistical) and the NPLM (neural) (Vaswani et al.,
2013) toolkit. To build the joint representation
(mt#src) and to obtain source factors (mt|src), we
use the word alignment model trained on src and

1https://github.com/clab/mkcls

mt pairs of the training data by using MGIZA++
(Gao and Vogel, 2008).

To develop the APE systems we use the
phrase-based statistical machine translation toolkit
MOSES (Koehn et al., 2007) with alignment
heuristic set to “grow-diag-final-and”, and re-
ordering heuristic to “msd-bidirectional-fe”. For
building the word alignment models we use
MGIZA++ (Gao and Vogel, 2008). For tuning the
feature weights we use MERT (Och, 2003) opti-
mizing TER (Snover et al., 2006).

We run case-sensitive evaluation with TER,
which is based on edit distance, and BLEU (Pa-
pineni et al., 2002), which is based on modified
n-gram precision. In addition to the standard
evaluation metrics, we also measure precision of
our APE system using sentence level TER score
as defined in Chatterjee et al. (2015a)

Precision =
Number of Improved Sentences
Number of Modified Sentences

where the “Number of Improved Sentences”
consists in all the APE outputs that have lower
TER than the corresponding MT output and the
“Number of Modified Sentences” consists in all
the APE outputs that have TER scores different
from the TER of the corresponding MT output.

5 Experiments and Results

Baseline: For internal evaluation we consider the
MT system as one of the baselines (an APE system
outputting the input sentence), and the two vari-
ants of phrase-based APE as described in Section
2. The monolingual variant is labeled as APE-1
and the context-aware as APE-2. The baseline re-
sults reported in Table 4 show that the naive mono-
lingual APE system already outperforms the MT
baseline by 1.5 BLEU score. However, the low
precision of the APE systems indicate that they
are prone to over-correction and modifies word-
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POS-tag LM Class-based LM POS-tag & Class-based LM
Approach TER BLEU Precision TER BLEU Precision TER BLEU Precision
Statistical 24.20 64.29 63.88 24.28 65.08 67.27 24.22 65.12 70.25

Neural 24.06 65.27 71.85 24.07 65.04 68.92 24.07 65.31 72.72

Table 3: Performance of the Factored APE-2 for various LMs (statistical word-based LM is present in
all the experiments by default).

s/phrases which are already correct in the MT out-
put.

Baselines TER BLEU Precision
MT system 24.80 63.07 -
APE-1 24.73 64.55 55.55
APE-2 24.68 64.01 54.01

Table 4: Performance of the APE baselines.

Addressing over-correction: In order to avoid
the problem of over-correction (making unneces-
sary corrections), the APE system should learn to
preserve the chunks of the input which are already
correct. To this aim, we augmented the paral-
lel corpus with the post-editions (12K) available
in the training data. So now our training corpus
consist of 12K mt-pe or mt#src-pe pairs (to learn
post-editing rules) and an additional 12K pe-pe or
pe#src-pe pairs (to preserve correct input chunks).
Replicating the baseline APE systems with the
augmented data showed significant improvements
with all the evaluation metrics as reported in Table
5. For this reason, we use the augmented parallel
data in all the further experiments. Among the two
variants we noticed that the APE-2 gets maximum
benefit with an absolute precision improvement of
16.40% (from 54.01% to 70.41%).

TER BLEU Precision
APE-1 24.46 64.74 63.27
APE-2 24.08 64.88 70.41

Table 5: Performance of the APE system with data
augmentation technique.

Factored APE models: Both the APE variants
have their own strengths and weaknesses as dis-
cussed in Section 2. To leverage their comple-
mentarity, we use factored translation approach
as described in Section 3. Before combining the
two variants, we decided to replicate the context-
aware variant in the factored architecture (since it
achieved the best performance as reported in Ta-
ble 5) with the integration of different target LMs.
Along with the 5-gram statistical word-based LM,

we study the effect on the performance of the APE
system of using an additional 8-gram statistical as
well as a neural POS-tag and a class-based LMs.
The results are reported in Table 3. It is evident
that the neural LM performs better than the statis-
tical ones, and the combination of both POS-tag
and class-based neural LM has slightly better pre-
cision than the individual neural LMs.

We hence decided to use the neural POS-tag and
the class-based LMs along with statistical word-
based LM for both the variants (monolingual and
context-aware) in the factored architecture. The
translation models of both the variants are used to-
gether during decoding with the help of the mul-
tiple decoding feature available in the MOSES
toolkit (Koehn et al., 2007). The results of this
combined factored APE system for various tuning
strategies (i) MERT to optimize TER, ii) MERT to
optimize BLEU, and iii) MIRA to optimize BLEU
are shown in Table 6. Although the TER is almost
the same for different tuning strategies, but slight
improvement is observed with MIRA in terms of
BLEU score.

Optimization TER BLEU Precision
MERT-TER 24.03 65.03 69.71
MERT-BLEU 24.07 65.47 65.67
MIRA-BLEU
(Contrastive)

24.04 65.56 67.47

Table 6: Performance of the combined factored
model for various tuning configurations.

Factored APE model with quality estimation:
To improve the performance of our APE system,
we build a sentence-level quality estimation model
(Mehdad et al., 2012; Turchi et al., 2014; C. de
Souza et al., 2015) to decide whether to select the
MT output or our factored APE output (MIRA-
BLEU configuration from Table 6). To train the
QE model we first extract 79 system-independent
features that comprise three different aspects of
the QE problem, namely: fluency (e.g. language
model perplexity of the whole translation sen-
tence), complexity (e.g. average token length of
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the source sentence) and adequacy (e.g. ratio be-
tween the number of nouns in the source and trans-
lation sentences). These features, obtained with
the QuEst feature extractor implementation (Spe-
cia et al., 2013) are used to train a regression
model that predicts the actual post-editing effort as
measured by the TER between the MT-generated
translation or the factored APE output and a hu-
man post-edited version. The regression model
was trained using the extremly randomized trees
(Geurts et al., 2006) implementation of scikit-
learn library (Pedregosa et al., 2011). This method
reached competitive results in sentence-level QE
share-tasks in previous years (C. de Souza et al.,
2013; C. de Souza et al., 2014). To select the fi-
nal translation we check if the predicted score of
MT output is lower2 than the predicted score of
the APE output by at least k points (threshold).
We performed experiments with different thresh-
old values, as reported in Table 7. Using QE with
threshold of 5 performs slightly better than the one
without QE, so our primary submission is the fac-
tored model with QE, whereas, the contrastive one
is without QE.

Threshold TER BLEU Precision
1 24.18 65.09 72.13
2 24.15 65.34 70.88
3 24.09 65.51 68.15
4 24.02 65.59 68.94
5 (Primary) 23.99 65.65 67.83
6 24.01 65.64 67.98
Contrastive (w/o
QE)

24.04 65.56 67.47

Baseline (MT) 24.80 63.07 -

Table 7: Performance of the APE system with
quality estimation for various thresholds.

6 Results of our submissions

The shared task evaluation was on 2,000 unseen
samples consisting of source and mt pairs from
the same domain of the training data. Our pri-
mary submission is a factored APE system which
i) is trained with data augmentation technique, ii)
leverages the two statistical phrase-based variants
(monolingual, and context-aware), iii) uses a neu-
ral POS-tag and class-based LMs along with the
statistical word-based LM, and iv) uses a quality
estimation model. Our contrastive submission is
similar to primary but without quality estimation.

2Lower is better since we are predicting TER scores

According to the shared task results (reported in
Table 8) both of our submissions achieves simi-
lar performance (with minimal difference in TER)
with significant improvement of 3.31% TER and
4.25% BLEU (relative) over the baseline MT sys-
tem. We also observe that the use of quality esti-
mation in our primary submission did not yield the
expected improvements.

TER BLEU
Baseline (MT) 24.76 62.11
Baseline (APE) 24.64 63.47
Primary 23.94 64.75
Contrastive 23.92 64.75

Table 8: Results of the shared task for our submis-
sions

7 Conclusion

In this system description paper, we discussed the
potential strength and weakness of the two phrase-
based APE variants (monolingual and context-
aware) and showed that their complementarity can
be leveraged by combining them in a factored APE
model. Factored models made it possible to in-
tegrate several target LMs and study their effect
on the performance of the APE systems. From
our experiments on LMs, we learn that i) using
both the POS-tag, and the class-based LM in the
APE system is better than using them in isolation,
ii) building these LMs using neural approach is
much better than statistical ones, and iii) the best
LM combination achieves 0.4 BLEU improve-
ment (from 64.88 to 65.31) over the APE system
which do not use these LMs. We also showed that
the problem of over-correction in phrase-based
APE can be mitigated by our data augmentation
technique which showed significant improvement
of 0.6 TER, 0.8 BLEU, and 16.40% precision, for
context-aware variant, over APE system which do
not use data augmentation. Performance of our
primary and contrastive submissions to the shared
task were similar with a significant improvement
of 3.31% TER and 4.25% BLEU (relative) over
the baseline MT system. However, having a layer
of quality estimation in our primary submission
did not yield expected improvement.
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Abstract

This paper describes the submission of
the AMU (Adam Mickiewicz University)
team to the Automatic Post-Editing (APE)
task of WMT 2016. We explore the appli-
cation of neural translation models to the
APE problem and achieve good results by
treating different models as components
in a log-linear model, allowing for multi-
ple inputs (the MT-output and the source)
that are decoded to the same target lan-
guage (post-edited translations). A simple
string-matching penalty integrated within
the log-linear model is used to control for
higher faithfulness with regard to the raw
machine translation output. To overcome
the problem of too little training data, we
generate large amounts of artificial data.
Our submission improves over the uncor-
rected baseline on the unseen test set by
-3.2% TER and +5.5% BLEU and outper-
forms any other system submitted to the
shared-task by a large margin.

1 Introduction

This paper describes the submission of the AMU
(Adam Mickiewicz University) team to the Auto-
matic Post-Editing (APE) task of WMT 2016. Fol-
lowing the APE shared task from WMT 2015 (Bo-
jar et al., 2015), the aim is to test methods for cor-
recting errors produced by an unknown machine
translation system in a black-box scenario. The
organizers provide training data with human post-
edits, evaluation is carried out part-automatically
using TER (Snover et al., 2006) and BLEU (Pap-
ineni et al., 2002), and part-manually.

We explore the application of neural translation
models to the APE task and investigate a number
of aspects that seem to lead to good results:

• Creation of artificial post-edition data that
can be used to train the neural models;

• Log-linear combination of monolingual and
bilingual models in an ensemble-like manner;

• Addition of task-specific features in a log-
linear model that allow to control for faithful-
ness of the automatic post-editing output with
regard to the input, otherwise a weakness of
neural translation models.

According to the automatic evaluation metrics
used for the task, our system is ranked first among
all submission to the shared task.

2 Related work

2.1 Post-Editing
State-of-the-art APE systems follow a monolin-
gual approach firstly proposed by Simard et al.
(2007) who trained a phrase-based SMT system on
machine translation output and its post-edited ver-
sions. Béchara et al. (2011) proposed a “source-
context aware” variant of this approach: automat-
ically created word alignments are used to create
a new source language which consists of joined
MT-output and source token pairs. The inclu-
sion of source-language information in that form is
shown to be useful to improve the automatic post-
editing results (Béchara et al., 2012; Chatterjee et
al., 2015b). The quality of the word alignments
plays an important role for this methods, as shown
for instance by Pal et al. (2015).

A number of techniques have been developed
to improve PB-SMT-based APE systems, e.g. ap-
proaches relying on phrase-table filtering tech-
niques and specialized features. Chatterjee et al.
(2015a) propose a pipeline where the best lan-
guage model and pruned phrase table are selected
through task-specific dense features. The goal was
to overcome data sparsity issues.
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The authors of the Abu-MaTran system (no
publication, see Bojar et al. (2015)) incorporate
sentence-level classifiers in a post-processing step
which choose between the given MT output or an
automatic post-edition coming from a PB-SMT
APE system. Their most promising approach
consists of a word-level recurrent neural network
sequence-to-sequence classifier that marks each
word of a sentence as good or bad. The output
with the lower number of bad words is then cho-
sen as the final post-editing answer. We believe
this work to be among the first to apply (recur-
rent) neural networks to the task of automatic post-
editing.

Other popular approaches rely on rule-based
components (Wisniewski et al., 2015; Béchara et
al., 2012) which we do not discuss here.

2.2 Neural machine translation

We restrict our description to the recently popular
encoder-decoder models, based on recurrent neu-
ral networks (RNN).

An LSTM-based encoder-decoder model was
introduced by Sutskever et al. (2014). Here the
source sentence is encoded into a single contin-
uous vector, the final state of the source LSTM-
RNN. Once the end-of-sentence marker has been
encoded, the network generates a translation by
sampling the most probable translations from the
target LSTM-RNN which keeps its state based on
previous words and the source sentence state.

Bahdanau et al. (2015) extended this simple
concept with bidirectional source RNNs (Cho et
al., 2014) and the so-called soft-attention model.
The novelty of this approach and its improved
performance compared to Sutskever et al. (2014)
came from the reduced reliance on the source sen-
tence embedding which had to convey all informa-
tion required for translation in a single state. In-
stead, attention models learn to look at particular
word states at any position within the source sen-
tence. This makes it also easier for these models
to learn when to make copies, an important aspect
for APE. We refer the reader to Bahdanau et al.
(2015) for a detailed description of the discussed
models. At the time of writing, no APE systems
relying on neural translation models seem to have
been published.1

1An accepted ACL 2016 paper is scheduled to appear:
Santanu Pal, Sudip Kumar Naskar, Mihaela Vela and Josef
van Genabith. A Neural Network based Approach to Auto-
mated Post-Editing. Proceedings of the 54th Annual Meet-

3 Data and data preparation

3.1 Used corpora
It was explicitly permitted to use additional data
while preparing systems for the APE shared task.
We made use of the following resources:

1. The official training and development data
provided by the APE shared task organiz-
ers, consisting of 12,000 training triplets2 and
1,000 development set triplets. In this paper
we report our results for the 1,000 sentences
of development data, and selected results on
the unseen test data as provided by the task
organizers.

2. The domain-specific English-German bilin-
gual training data admissible during the
WMT-16 shared task on IT-domain transla-
tion;

3. All other parallel English-German bilingual
data admissible during the WMT-16 news
translation task;

4. The German monolingual Common Crawl
corpus admissible for the WMT-16 news
translation and IT translation tasks.

3.2 Pre- and post-processing
The provided triplets have already been tokenized,
the tokenization scheme seems to correspond to
the Moses (Koehn et al., 2007) tokenizer without
escaped special characters, so we re-apply escap-
ing. All other data is tokenized with the Moses
tokenizer with standard settings per language. We
truecase the data with the Moses truecaser.

To deal with the limited ability of neural trans-
lation models to handle out-of-vocabulary words
we split tokens into subword units, following Sen-
nrich et al. (2015b).

Subword units were learned using a modified
version of the byte pair encoding (BPE) com-
pression algorithm (Gage, 1994). Sennrich et al.
(2015b) modified the algorithm to work on char-
acter level instead of on bytes. The most fre-
quent pairs of characters are iteratively replaced
by a new character sequence created by merging
the pairs of existent sequences. Frequent words

ings of the Association for Computational Linguistics, Au-
gust 2016.

2A triplet consists of the English source sentence, a Ger-
man machine translation output, and the German manually
post-edited correction of that output.
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are thus represented by single symbols and infre-
quent ones are divided into smaller units. The fi-
nal size of the vocabulary is equal to the sum of
merge operations and the number of initial char-
acters. This method effectively reduces the num-
ber of unknown words to zero, as characters are al-
ways available as the smallest fall-back units. Sen-
nrich et al. (2015b) showed that this method can
deal with German compound nouns (relieving us
from applying special methods to handle these) as
well as transliterations for Russian-English.

This seems particularly useful in the case of
APE, where we do not wish the neural models to
“hallucinate” output when encountering unknown
tokens. A faithful transliteration is more desir-
able. We chose vocabularies of 40,000 units per
language. For German MT output and post-edited
sentences we used the same set of subword units.

4 Artificial post-editing data

The provided post-editing data is orders of mag-
nitude too small to train our neural models, and
even with the in-domain training data from the IT
translation task, we quickly see overfitting effects
for a first English-German translation system. In-
spired by Sennrich et al. (2015a) — who use back-
translated monolingual data to enrich bilingual
training corpora — we decided to create artificial
training triplets.

4.1 Bootstrapping monolingual data
We applied cross-entropy filtering (Moore and
Lewis, 2010) to the German Common Crawl cor-
pus performing the following steps:

• We filtered the corpus for “well-formed”
lines which start with a capital Unicode let-
ter character and end in an end-of-sentence
punctuation mark. We require the line to con-
tain at least 30 Unicode letters.

• The corpus has been preprocessed as de-
scribed above, including subword units,
which may have a positive effect on cross-
entropy filtering as they allow to score un-
known words.

• Next, we built an in-domain trigram language
model (Heafield et al., 2013) from the Ger-
man post-editing training data and the Ger-
man IT-task data, and a similarly sized out-
of-domain language model from the Com-
mon Crawl data.

• We calculated cross-entropy scores for the
first one billion lines of the corpus according
to the two language models;

• We sorted the corpus by increasing cross-
entropy and kept the first 10 million entries
for round-trip translation and the top 100 mil-
lion entries for language modeling.

4.2 Round-trip translation

For the next step, two phrase-based translation
models, English-German and German-English,
were created using the admissible parallel train-
ing data from the IT task. Word-alignments were
computed with fast-align (Dyer et al., 2013), the
dynamic-suffix array (Germann, 2015) holds the
translation model. The top 10% bootstrapped
monolingual data was used for language model-
ing in case of the English-German model, for the
German-English translation system the language
model was built only from the target side of the
parallel in-domain corpora.3

The top 1% of the bootstrapped data have first
been translated from German to English and next
backwards from English to German. The interme-
diate English translations were preserved. In or-
der to translate these 10 million sentences quickly
(twice), we applied small stack-sizes and cube-
pruning-pop-limits of around 100, completing the
round-trip translation in about 24 hours.

This procedure left us with 10 million artifi-
cial post-editing triplets, where the source Ger-
man data is treated as post-edited data, the
German→English translated data is the English
source, the round-trip translation results are the
new uncorrected MT-output.

4.3 Filtering for TER

We hope that a round-trip translation process pro-
duces literal translations that may be more-or-
less similar to post-edited triplets, where the dis-
tance between MT-output and post-edited text is
generally smaller than between MT-output and
human-produced translations of the same source.
Having that much data available, we could con-
tinue our filtering process by trying to mimic the
TER-statistics of the provided APE training cor-
pus. While TER scores do only take into account
the two German language parts of the triplet, it

3These models were not meant to be state-of-the-art qual-
ity systems. Our main objective was to create them within a
few hours.
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Data set Sentences NumWd WdSh NumEr TER

training set 12,000 17.89 0.72 4.69 26.22
development set 1,000 19.76 0.71 4.90 24.81

round-trip.full 9,960,000 13.50 0.58 5,72 42.02
round-trip.n10 4,335,715 15.86 0.66 5.93 36.63
round-trip.n1 531,839 20.92 0.55 5.20 25.28

Table 1: Statistics of full and filtered data sets: number of sentences, average number of words, word
shifts, errors, and TER score.

seems reasonable that filtering for better German-
German pairs automatically results in a higher
quality of the intermediate English part.

To achieve this, we represented each triplet in
the APE training data as a vector of elementary
TER statistics computed for the MT-output and
the post-edited correction, such as the sentence
length, the frequency of edit operations, and the
sentence-level TER score. We do the same for the
to-be-filtered artificial triplet corpus. The similar-
ity measure is the inverse Euclidean distance over
these vector representations.

In a first step, outliers which diverge from any
maximum or minimum value of the reference vec-
tors by more than 10% were removed. For exam-
ple, we filtered triplets with post-edited sentences
that were 10% longer than the longest post-edited
sentence in the reference.

In the second step, for each triplet from the ref-
erence set we select n nearest neighbors. Candi-
dates that have been chosen for one reference set
triplet were excluded for the following triplets. If
more than the 100 triplets had to be traversed to
satisfy the exclusion criterion, less than n or even
0 candidates were selected. Two subsets have been
created, one for n = 1 and one for n = 10. Ta-
ble 1 sets the characteristics of the obtained cor-
pora in relation to the provided training and de-
velopment data. The smaller set (round-trip.n1)
follows the TER statistics of the provided train-
ing and development data quite closely, but con-
sists only of 5% of the artificial triplets. The larger
set (round-trip.n10) consists of roughly 43% of the
data, but has weaker TER scores.

5 Experiments

Following the post-editing-by-machine-transla-
tion paradigm, we explore the application of soft-
attention neural translation models to post-editing.
Analogous to the two dominating approaches de-

0 10 20 30 40
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50.0

60.0
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n× 10000 iterations

mt-pe
src-pe

Figure 1: Training progress for mt-pe and src-pe
models according to development set; dashed ver-
tical line marks change from training set round-
trip.n10 to fine-tuning with round-trip.n1.

scribed in Section 2.1, we investigate methods that
are purely monolingual as well as a simple method
to include source language information in a more
natural way than it has been done for phrase-based
machine translation.

The neural machine translation systems ex-
plored in this work are attentional encoder-
decoder models (Bahdanau et al., 2015), which
have been trained with Nematus4. We used mini-
batches of size 80, a maximum sentence length
of 50, word embeddings of size 500, and hidden
layers of size 1024. Models were trained with
Adadelta (Zeiler, 2012), reshuffling the corpus be-
tween epochs. As mentioned before tokens were
split into subword units, 40,000 per language. For
decoding, we used AmuNMT5, our C++/CUDA
decoder for NMT models trained with Nematus
with a beam size of 12 and length normalization.

4https://github.com/rsennrich/nematus
5https://github.com/emjotde/amunmt
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System TER BLEU

Baseline (mt) 25.14 62.92

mt→pe 23.37 66.71
mt→pe×4 23.23 66.88

src→pe 32.31 53.89
src→pe×4 31.42 55.41

mt→pe×4 / src→pe×4∗ 22.38 68.07
mt→pe×4 / src→pe×4 / pep∗ 21.46 68.94

Table 2: Results on provided development set.
Best-performing models have been chosen based
on this development set. Systems marked with ∗

have weights tuned on the same development set.

5.1 MT-output to post-editing

We started training the monolingual MT-PE model
with the MT and PE data from the larger arti-
ficial triplet corpus (round-trip.n10). The model
has been trained for 4 days, saving a model ev-
ery 10, 000 mini-batches. Quick convergence can
be observed for the monolingual task and we
switched to fine-tuning after the 300,000-th iter-
ation with a mix of the provided training data
and the smaller round-trip.n1 corpus. The orig-
inal post-editing data was oversampled 20 times
and concatenated with round-trip.n1.

This resulted in the performance jump shown in
Figure 1 (mt→pe, blue). Training were continued
for another 100,000 iterations and stopped when
overfitting effects became apparent. Training di-
rectly with the smaller training data without the
initial training on round-trip.n10 lead to even ear-
lier overfitting.

Entry mt→pe in Table 2 contains the re-
sults of the single-best model on the develop-
ment set which outperforms the baseline signifi-
cantly. Models for ensembling are selected among
the periodically saved parameter dumps of one
training run. An ensemble mt→pe×4 consist-
ing of the four best models shows only mod-
est improvements over the single model. The
same development set has been used to select the
best-performing models, results may therefore be
slightly skewed.

5.2 Source to post-editing

We proceed similarly for the English-German
NMT training. When fine-tuning with the smaller
corpus with oversampled post-editing data, we

also add all in-domain parallel training data from
the IT-task, roughly 200,000 sentences. Fine-
tuning results in a much larger jump than in the
monolingual case, but the overall performance of
the NMT system is still weaker than the uncor-
rected MT-baseline.

As for the monolingual case, we evaluate the
single-best model (src→pe) and an ensemble
(src→pe×4) of the four best models of a training
run. The src→pe×4 system is not able to beat the
MT baseline, but the ensemble is significantly bet-
ter than the single model.

5.3 Log-linear combinations and tuning

AmuNMT can be configured to accept different
inputs to different members of a model ensem-
ble as long as the target language vocabulary is
the same. We can therefore build a decoder that
takes both, German MT output and the English
source sentence, as parallel input, and produces
post-edited German as output. Since once the in-
put sentence has been provided to a NMT model it
essentially turns into a language model, this can be
achieved without much effort. In theory an unlim-
ited number of inputs can be combined in this way
without the need of specialized multi-input train-
ing procedures (Zoph and Knight, 2016).6

In NMT ensembles, homogeneous models are
typically weighted equally. Here we combine dif-
ferent models and equal weighting does not work.
Instead, we treat each ensemble component as a
feature in a traditional log-linear model and per-
form weighting as parameter tuning with Batch-
Mira (Cherry and Foster, 2012). AmuNMT can
produce Moses-compatible n-best lists and we de-
vised an iterative optimization process similar to
the one available in Moses. We tune the weights
on the development set towards lower TER scores;
two iterations seem to be enough. When ensem-
bling one mt→pe model and one src→pe model,
the assigned weights correspond roughly to 0.8
and 0.2 respectively. The linear combination of
all eight models (mt→pe×4 / src→pe×4) im-
proves quality by 0.9 TER and 1.2 BLEU, how-
ever, weights were tuned on the same data.

5.4 Enforcing faithfulness

We extend AmuNMT with a simple Post-Editing
Penalty (PEP). To ensure that the system is fairly

6Which are still worth investigating for APE and likely to
yield better results.
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conservative — i.e. the correction process does
not introduce too much new material — every
word in the system’s output that was not seen in
its input incurs a penalty of -1.

During decoding this is implemented efficiently
as a matrix of dimensions batch size × target vo-
cabulary size where all columns that match source
words are assigned 0 values, all other words −1.
This feature can then be used as if it was another
ensemble model and tuned with the same proce-
dure as described above.

PEP introduces a precision-like bias into the
decoding process and is a simple means to en-
force a certain faithfulness with regard to the
input via string matching. This is not easily
accomplished within the encoder-decoder frame-
work which abstracts away from any string rep-
resentations. A recall-like variant (penalize for
missing input words in the output) cannot be re-
alized at decode-time as it is not known which
words have been omitted until the very end of the
decoding process. This could only work as a fi-
nal re-ranking criterion, which we did not explore
in this paper. The bag-of-words approach grants
the NMT model the greatest freedom with regard
to reordering and fluency for which these models
seem to be naturally well-suited.

As before, we tune the combination on the de-
velopment set. The resulting system (mt→pe×4 /
src→pe×4 / pep) can again improve post-editing
quality. We see a total improvement of -3.7% TER
and +6.0% BLEU over the given MT baseline
on the development set. The log-linear combina-
tion of different features improves over the purely
monolingual ensemble by -1.8% TER and +2.1%
BLEU.

6 Final results and conclusions

We submitted the output of the last system
(mt→pe×4 / src→pe×4 / pep) as our final propo-
sition for the APE shared task, and mt→pe×4 as
a contrastive system. Table 3 contains the results
on the unseen test set for our two systems (in bold)
and the best system of any other submitting team
as reported by the task organizers (for more de-
tails and manually judged results — which were
not yet available at the time of writing — see the
shared task overview paper). Results are sorted
by TER from best to worse. For our best system,
we see improvements of -3.2% TER and +5.5%
BLEU over the unprocessed baseline 1 (uncor-

System TER BLEU

mt→pe×4 / src→pe×4 / pep 21.52 67.65
mt→pe×4 (contrastive) 23.06 66.09
FBK 23.92 64.75
USAAR 24.14 64.10
CUNI 24.31 63.32
Standard Moses (baseline 2) 24.64 63.47
Uncorrected MT (baseline 1) 24.76 62.11
DCU 26.79 58.60
JUSAAR 26.92 59.44

Table 3: Results on unseen test set in comparison
to other shared task submissions as reported by the
task organizers. For submissions by other teams
we include only their best result.

rected MT), and -1.5% TER and +1.5% BLEU
over our contrastive system. The organizers also
provide results for a standard phrase-based Moses
set-up (baseline 2) that can hardly beat baseline 1
(-0.1% TER, +1.4% BLEU). Both our systems
outperform the next-best submission by large mar-
gins. In the light of these last results, our system
seems to be quite successful.

We could demonstrate the following:

• Neural machine translation models can be
successfully applied to APE;

• Artificial APE triplets help against early
overfitting and make it possible to overcome
the problem of too little training data;

• Log-linear combinations of neural machine
translation models with different input lan-
guages can be used as a method of combining
MT-output and source data for APE to posi-
tive effects;

• Task specific features can be easily integrated
into the log-linear models and can control the
faithfulness of the APE results.

Future work should include the investigation of
integrated multi-source approaches like (Zoph and
Knight, 2016) and better schemes of dealing with
overfitting. We also plan to apply our methods to
the data of last year’s APE task.
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Abstract

This paper presents an automatic post-
editing (APE) method to improve the
translation quality produced by an
English–German (EN–DE) statistical
machine translation (SMT) system. Our
system is based on Operation Sequential
Model (OSM) combined with phrased-
based statistical MT (PB-SMT) system.
The system is trained on monolingual
settings between MT outputs (TLMT )
produced by a black-box MT system
and their corresponding post-edited
version (TLPE). Our system achieves
considerable improvement over TLMT

on a held-out development set. The
reported system achieves 64.10 BLEU
(1.99 absolute points and 3.2% relative
improvement in BLEU over raw MT
output) and 24.14 TER and a TER score
of 24.14 (0.66 absolute points and 0.25%
relative improvement in TER over raw
MT output) in the official test set.

1 Introduction

Translations produced by machine translation
(MT) systems have improved substantially over
the past few decades. This is particularly no-
ticeable for some language pairs (e.g. English to
German and English to French) and for domain
specific language (e.g. technical documentation).
Texts produced by MT systems are now widely
used in the translation and localization industry.
MT output is post-edited by professional transla-
tors and it has become an important part of the
translation workflow. A number of studies con-
firm that post-editing MT output improves trans-
lators’ performance in terms of productivity and
it may also impact translation quality and consis-

tency (Guerberof, 2009; Plitt and Masselot, 2010;
Zampieri and Vela, 2014).

With this respect the ultimate goal of MT sys-
tems is to provide output that can be post-edited
with the least effort as possible by human transla-
tors. One of the strategies to improve MT output
is to apply automatic post-editing (APE) methods
(Knight and Chander, 1994; Simard et al., 2007a;
Simard et al., 2007b). APE methods work under
the assumption that some errors in MT systems
are recurrent and they can be corrected automati-
cally in a post-processing stage thus providing out-
put that is more adequate to be post-edited. APE
methods are applied before human post-editing in-
creasing translators’ productivity.

This paper presents a new approach to APE
which was submitted by the USAAR team to
the Automatic Post-editing (APE) shared task at
WMT-2016. Our system combines two mod-
els: monolingual phrase-based and operation se-
quential model with an edit distance based word
alignment between an English-German (EN-DE)
Machine translation output and the correspond-
ing human post-edited version of German Trans-
lation (Turchi et al., 2016).

Usually APE tasks focus on fluency errors pro-
duced by the MT system. The most frequent ones
are incorrect lexical choices, incorrect word or-
dering, the insertion of a word, the deletion of a
word. For the WMT2016 APE task, in order to
automatically post-editing, we adopt operation se-
quential model (OSM) for SMT to build our Sta-
tistical APE (SAPE) System. We inspired from
the work of Durrani et al. (2011) and Durrani et
al. (2015). Since, in OSM model, the translation
and reordering operations are coupled in a single
generative story: the reordering decisions may de-
pend on preceding translation decisions and trans-
lation decisions may depend on preceding reorder-
ing decisions. The model provides a natural re-
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ordering mechanism and deal with both local and
long-distance re-orderings consistently.

The remainder of the paper is organized as fol-
lows. Section 2 describes our proposed system,
in particular PB-SMT coupled OSM model. In
Section 3, we outline the data used for experi-
ments and complete experimental setup. Section
4 presents the results of the automatic evaluation,
followed by conclusion and future work in Sec-
tion 5.

2 USAAR APE System

Our APE system is based on operational N-gram
sequential model which integrates translation and
reordering operations into the phrase-based APE
system. Traditional PB-SMT (Koehn et al., 2003)
provides a powerful translation mechanism which
can directly be modelled to a phrase-based SAPE
(PB-SAPE) system (Simard et al., 2007a; Simard
et al., 2007b; Pal et al., 2015) using target lan-
guage MT output (TLMT ) and their correspond-
ing post-edited version (TLPE) as a parallel train-
ing corpus. Unlike PB-SMT, PB-SAPE also
follows similar kind of drawbacks such as de-
pendency across phrases, handling discontinuous
phrases etc. Our OSM-APE system is based on
phrase based N-gram APE model, however re-
ordering approach is essentially different, it con-
siders all possible orderings of phrases instead
of pre-calculated orientations. The model repre-
sents the post-edited translation process as a lin-
ear sequence of operations such as lexical gen-
eration of post-edited translation and their order-
ings. The translation and reordering decisions are
conditioned on n previous translation and reorder-
ing decisions. The model also can able to consis-
tently modelled both local and long-range reorder-
ings. Traditional OSM based MT model consists
of three sequence of operations:

• Generates a sequence of source and/or target
words.

• For reordering operations, inserts gaps as ex-
plicit target positions

• Forward and backward jump operations

The sequence operation is based on n-gram
model. The probability of a nth operation de-
pends on the n − 1 preceding operations. The
generation of post-edited output (pe) from a given

MT sentence (mt), the decoder provides a se-
quence of hypothesis H: h1,...,hn and the APE
model estimates the probability p(mt, pe) given
in Equation 1, from a sequence of I operations
O (o1, ...oI ) for m amount 1 of context has been
used.

p(mt, pe) ≈
I∏

i=1

p(oi|oi−m+1...oi−1) (1)

The decoder searches best translation in Equa-
tion 2 from the model using language model
plm(pe)

pe∗ = argmaxpe
p(mt, pe)

ppr(pe)
× plm(pe) (2)

ppr(pe) ≈
∏I

i=1 p(wi|wi−m+1...wi−1), is the
prior probability that marginalize the joint prob-
ability p(mt, pe). The model is then represented
in a log-linear approach (Och and Ney, 2003) (in
Equation 3) that makes it useful to incorporate
standard features along with several novel features
that improve the accuracy.

pe∗ = argmaxpe

I∑

i=1

λihi(mt, pe) (3)

where λi is the weight associated with the fea-
ture hi(mt, pe): p(mt, pe), ppr(pe) and plm(pe).
Apart from this 8 additional features has been in-
cluded in the log-linear model:

1. Length penalty: Length of the pe in words

2. Deletion penalty

3. Gap bonus: Total number of gap inserted to
produce PE sentence

4. Open gap penalty : Number of open gaps,
this penalty controls how quickly gap was
closed.

5. Distortion: Distance based reordering which
is similar to PB-SMT.

6. Gap distance penalty: The gap between mt
and pe sentences generated during the gener-
ation process.

7. Lexical features: mt–pe and pe–mt lexical
translation probability (Koehn et al., 2003).

1We use a 6-gram model trained on SRILM-Toolkit (Stol-
cke, 2002)
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3 Experiment

The effectiveness of the present work is demon-
strated by using the standard log-linear PB-SMT
model for our phrase based SAPE (PB-SAPE)
model. The MT outputs are provided by WMT-
2016 APE task (c.f Table 1) are considered as
baseline system translation. For building our
SAPE system, we experimented with various max-
imum phrase lengths for the translation model
and n–gram settings for the language model. We
found that using a maximum phrase length of
10 for the translation model and a 6-gram lan-
guage model produces the best results in terms of
BLEU (Papineni et al., 2002) scores for our SAPE
model.

The other experimental settings were concerned
with word alignment model between TLMT

and TLPE are trained on three different align-
ers: Berkeley Aligner (Liang et al., 2006),
METEOR aligner (Lavie and Agarwal, 2007)
and TER (Snover et al., 2006). The phrase-
extraction (Koehn et al., 2003) and hierarchical
phrase-extraction (Chiang, 2005) are used to build
our PB-SAPE and hierarchical phrase-based sta-
tistical (HPB-SAPE) system respectively. The re-
ordering model was trained with the hierarchical,
monotone, swap, left to right bidirectional (hier-
mslr-bidirectional) method (Galley and Manning,
2008) and conditioned on both source and target
language. The 5-gram target language model was
trained using KenLM (Heafield, 2011). Phrase
pairs that occur only once in the training data are
assigned an unduly high probability mass (i.e. 1).
To compensate this shortcoming, we performed
smoothing of the phrase table using the Good-
Turing smoothing technique (Foster et al., 2006).
System tuning was carried out using Minimum Er-
ror Rate Training (MERT) (Och, 2003) optimized
with k-best MIRA (Cherry and Foster, 2012) on
a held out development set of size 500 sentences
randomly extracted from training data. There-
fore, all model has been build on 11,500 paral-
lel TLMT –TLPE sentences. After the parameters
were tuned, decoding was carried out on the held
out development test set (‘Dev’ in Table 1) as well
as test set.

Table 1 presents the statistics of the train-
ing, development and test sets released for the
English–German APE Task organized in WMT-
2016. These data sets did not require any prepro-
cessing in terms of encoding or alignment.

SEN Tokens
EN DE-MT DE-PE

Train 12,000 201,505 210,573 214,720
Dev 1,000 17,827 19,355 19,763
Test 2,000 31,477 34,332 –

Table 1: Statistics of the the WMT-2016 APE
Shared Task Data Set. SEN: Sentences, EN: En-
glish and DE: German

4 Results

We set various APE system settings for our exper-
iments. We start our experiment with the provide
TLMT output, considering as baseline.

In the set of experiments are reported in Ta-
ble 2, first, three word alignment (one statistical
based aligner i.e., Berkeley aligner (Liang et al.,
2006) and two edit distance based aligners i.e.,
METEOR aligner (Lavie and Agarwal, 2007) and
TER aligner (Snover et al., 2006)) models are in-
tegrated separately within both the PB-SAPE as
well as the HPB-SAPE systems. As a result, there
are three different PB-SAPE (Experiment 2, 3 and
4 in Table 2) and HPB-SAPE (Experiment 5, 6 and
7 in Table 2) systems.

It is evident from Table 2 that the METEOR
aligner is performed better than other two aligners.
Therefore, our OSM coupled PB-SAPE model
(‘OSM’ in Table 2) used METEOR based align-
ment. The experiment result shows that compare
to other systems in Table 2, our OSM based model
performed better in terms of two evaluation met-
ric BLEU (Papineni et al., 2002) and TER. Eval-
uation result also shows that both PB-SAPE and
HPB-SAPE system performed better over base-
line system on development set data. The sub-
mitted primary system (OSM in Table 2) achieves
3.06% relative (1.99 absolute BLEU points) im-
provement over baseline2 . The system also shows
similar improvements is terms of TER evaluation
measure.

According to the test set evaluation, our sys-
tem achieves similar improvements as appeared in
development set data. Table 3 shows that, there
are two types of baseline systems: (i) Baseline1
– based on raw MT output and (ii) Baseline2 –
based on Statistical APE (Simard et al., 2007b)
(a phrase-based system (Koehn et al., 2007) build

2In Table 2, the raw MT output of development set data is
considered as MT output of the baseline system.
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System Exp. BLEU MET TER
Baseline WMT MT-PE 1 65.02 47.79 24.42

PB-SAPE
Berkeley Aligner 2 65.89 48.23 24.51
METEOR Aligner 3 65.97 48.34 24.36
TER Aligner 4 65.14 47.85 24.96

HPB-SAPE
Berkeley Aligner 5 66.09 48.31 24.56
METEOR Aligner 6 66.55 48.58 24.51
TER Aligner 7 65.19 47.91 24.97

OSM METEOR Aligner 8 67.01 48.80 24.04

Table 2: Systematic Evaluation on the WMT-2016 APE Shared Task Development Set

using MOSES3 with default settings). There
are two different systems called OSM Primary
and OSM Constrastive have been submitted to
the WMT-2016 APE shared task. The differ-
ence between the two submissions is that the
OSM Primary system is tuned with all phrase-
based setting parameters including OSM param-
eters while OSM Constrastive is also tuned with
similar parameters but excluding OSM parame-
ters. The tuning process of the OSM parameters is
conducted with MERT and optimized with MIRA.
Our primary submission obtained a BLEU score
of 64.10 (1.99 absolute points and 3.2% relative
improvement in BLEU) and a TER score of 24.14
(0.66 absolute points and 0.25% relative improve-
ment in TER) over Baseline1 system. If we con-
sider Baseline2 system, our primary submission
achieved 0.63 absolute points and 0.99% relative
improvement in BLEU and 0.50 absolute points
and 0.20% relative improvement in TER.

System BLEU TER
Baseline1 62.11 24.76
Baseline2 63.47 24.64
OSM Primary 64.10 24.14
OSM Constrastive 64.00 24.14

Table 3: Evaluation on the WMT-2016 APE
Shared Task Test Set

5 Conclusion and Future Work

This paper presents the USAAR system submit-
ted in the English–German APE task at WMT-
2016. The system demonstrates the crucial role
METEOR-based alignment and OSM based SAPE
can play in SAPE tasks. The use of statisti-
cal aligners in PB-SAPE/HPB-SAPE pipeline suc-
cessfully improve the APE system, however per-

3http://www.statmt.org/moses/

formances with respect to the translations pro-
vided by the baseline are not promising. This is
the reason behind use of edit distance-based word
alignment into the pipeline. The reason for us-
ing OSM model is that, the model tightly cou-
ples translation and reordering. Apart from that,
the OSM model also considers all possible re-
orderings instead perform search only on a lim-
ited number of pre-calculated orderings. The pro-
posed system, OSM-based SAPE approach, was
successful in improving over the PB-SAPE as well
as HPB-SAPE performance.

The WMT-2016 APE shared task was a great
opportunity to test APE methods that can be later
applied in real-word post-editing and computer-
aided translation (CAT) tools. We are currently
working on implementing the APE methods de-
scribed in this paper to CATaLog, a recently-
developed CAT tool that provides translators with
suggestions originated from MT and from trans-
lation memories (TM) (Nayek et al., 2015; Pal et
al., 2016). In so doing, we aim to provide better
suggestions for post-editing and we would like to
investigate how this impacts human post-editing
performance by carrying out user studies.
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Abstract
This paper describes our submission
UFAL MULTIVEC to the WMT16 Qual-
ity Estimation Shared Task, for English-
German sentence-level post-editing effort
prediction and ranking. Our approach ex-
ploits the power of bilingual distributed
representations, word alignments and also
manual post-edits to boost the perfor-
mance of the baseline QuEst++ set of
features. Our model outperforms the
baseline, as well as the winning system
in WMT15, Referential Translation Ma-
chines (RTM), in both scoring and ranking
sub-tasks.

1 Introduction

Recently, the task of quality estimation (QE) for
machine translation (MT) output attracted inter-
est among researchers in the machine translation
community. QE systems play an important role in
improving post-editing efficiency (in terms of the
time and effort) in different ways, e.g. by filtering
out low quality translations to avoid spending time
post-editing them, or by providing end-users with
an estimate on how good or bad the translation is.

In 2012, WMT established the first sentence-
level quality estimation shared task (Callison-
Burch et al., 2012). Since then, new sub-tasks, lan-
guage pairs and datasets in different domains were
introduced every year (Bojar et al., 2013, 2014,
2015). In contrast to automatic evaluation (the
“metrics task”), QE task aims to develop systems
that provide predictions on the quality of machine
translated text without access to reference transla-
tions (Blatz et al., 2004; Specia et al., 2009).

Sentence-level QE is the most popular track in
the WMT QE shared task, due to its presence in all
editions of the task since the beginning. Many fea-
tures have been explored by participating systems,
including lexical, syntactic, semantic, embedding-
based features (Shah et al., 2015), as well as fea-
tures dependent on any details the particular MT
systems may provide (Soricut et al., 2012; Ca-
margo de Souza et al., 2013). In our model, we
try to exploit the power of bilingual distributed
representations combined with word alignment in-
formation to boost the performance of transla-
tion quality estimation. For this purpose, we use
the implementation provided by the Multivec tool
(Bérard et al., 2016) for the bilingual distributed
representation model, described by Luong et al.
(2015) and the GIZA++ word alignment model
(Och and Ney, 2003).

The rest of this paper is organized as follows.
In Sections 2 and 3, we give an overview of the
bilingual distributional model and word alignment
for our purposes. Section 4 gives a detailed de-
scription of our feature set, including the features
derived from manual post-edits of other sentences.
Section 5 describes the datasets and resources we
used to build our model. Section 6 discusses
the experiments conducted and the official results.
The final Section 7 concludes the paper.

2 Bilingual Distributed Representations

Word embeddings have shown a great potential
in tackling various NLP tasks recently, including
multilingual tasks. However, there is a major prob-
lem with using word embeddings in a multilin-
gual setting because models are trained indepen-
dently for each of the languages and the resulting
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representations can use the vector space very dif-
ferently. Therefore, measuring similarity between
words in different languages will be difficult be-
cause even similar words would likely have very
different representations. Much research work has
been conducted to address this problem. Accord-
ing to Luong et al. (2015), the approaches devel-
oped to learn bilingual models fall into three cate-
gories:

Bilingual Mapping , where word representations
are trained for each language independently
and a linear mapping is then learned to trans-
form representations from one language to
another (Mikolov et al., 2013a).

Monolingual Adaptation relies on pre-trained
embeddings of the source language when
learning target representations. A bilingual
constraint (such as unsupervised word align-
ments derived from a parallel corpus; Zou
et al., 2013) ensures that semantically similar
words across languages end up with embed-
dings similar in the learned vector space.

Bilingual Training aims to jointly learn repre-
sentations for both languages using a paral-
lel corpus. There were attempts to jointly
learn representations without relying on word
alignments (Gouws et al., 2014; Hermann
and Blunsom, 2014; Chandar A P et al.,
2014) but the BiSkip model introduced by
Luong et al. (2015) clearly benefits from
word alignments and outperforms other ap-
proaches in bilingual tasks such as cross-
lingual document classification.

In our submission, we use the BiSkip bilin-
gual model, belonging to the Bilingual Training
category, to measure the similarity between the
source and target sentences using their composi-
tional vector representations, where the term com-
positional indicates that the vector for the sentence
is a simple sum of the vectors of all words.

BiSkip model adapts Mikolov et al. (2013b)
skipgram model for the bilingual case. The joint
representations are learnt using Algorithm 1 to the
following objective:

α(Mono1 +Mono2) + βBi (1)

where Mono1 and Mono2 are the monolingual
representations of each language, Bi is used tie the
two monolingual spaces, and the hyperparameters

α and β are used to balance the influence of the
monolingual components over the bilingual one.

Data: Word-Aligned Parallel Corpus
Output: BiSkip Vector Representation
for source-target sentence pair do

for a(ws,wt) ∈ set of alignment links do
Predict neighbors of ws;
Predict neighbors of wt;
Use ws to predict neighbors of wt;
Use wt to predict neighbors of ws ;

end
end

Algorithm 1: BiSkip learning algorithm by Lu-
ong et al. (2015)

3 Word Alignments

For cross-lingual semantic similarity, a word
alignment model is an important component. Ac-
cording to the evaluation of the semantic textual
similarity task in SemEval 2015, the best perform-
ing systems in both the English and Spanish sub-
tasks relied mainly on word alignment techniques
(Sultan et al., 2015; Hänig et al., 2015). Inspired
by these results, we add features based on word
alignment to the QE system.

According to Specia et al. (2015), alignment-
based features are used for word-level QE only
and there is no alignment-based features included
in the baseline feature set for sentence-level QE.

We use GIZA++ (Och and Ney, 2003) to obtain
the alignments. By default, GIZA++ alignments
are not symmetric. We symmetrize them by taking
the intersection of the two directions, leading to
high-precision alignments. For pre-processing, we
lowercase and stem words (naively taking just the
first four letters) on both sides of the input.

Some of our features rely on the alignments of
our training data (the ITcorpus and the training
part of the QEcorpus, see Section 5 below) and
some need alignments between the source and the
evaluated translation candidates (the development
and test part of the QEcorpus). We thus use two
sets of alignments:

Run-1 obtained by aligning only the ITcorpus.

Run-2 obtained by aligning the ITcorpus con-
catenated with the QEcorpus.
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4 Features

This section describes the different types of fea-
tures we use in our QE system. We extend the
set of baseline features (Section 4.1) with fea-
tures based on bilingual embeddings (Section 4.2),
word alignment (Section 4.3) and also n-grams
seen in a collection of manually post-edited texts
(Section 4.4).

4.1 QuEst++ Baseline Features

A set of 17 system-independent features was de-
veloped by Specia et al. (2013) to set the base-
line system for QE tasks. The features set is ex-
tracted using QuEst++1 (Specia et al., 2015), an
open source implementation of the baseline for
quality estimation for different granularities (sen-
tence, word, and document level QE).

QuEst++ extracts features from either or both
the source and target sides (i.e. the source sentence
and the candidate translation), and also language
model features relying on large monolingual data.

4.2 Bilingual Embedding Features (BE)

In our submission, we use three features derived
from bilingual embeddings:

SentSim simply takes the value of cosine similar-
ity between the source and target sentences in
the bilingual compositional vector space.

WordSim uses the bilingual vector model and
also word-alignment links. We take the aver-
age value of cosine similarity between source
words and their aligned counterparts in the
target sentence. The alignment links between
the source and target are established automat-
ically. Specifically, we use Run-2 alignments
as defined in Section 3.

NounSim is similar to WordSim, but instead of
taking all alignment links, we compute the
average cosine similarity of only the links
where the source (English) word is a noun.
The POS tags were produced by Stanford
POS Tagger (Toutanova et al., 2003).

4.3 Alignment-Based Features

We propose several features based on automatic
word alignments as obtained in Section 3.

1http://www.quest.dcs.shef.ac.uk/

4.3.1 Alignment Quality Score

We assume that a good translation aligns well
word-by-word with the source. While this need
not be the case for human translations, it usually
holds for machine-translated text. To assess the
translation quality of a segment, we thus take an
alignment quality score.

In our submission, alignment quality scores are
inspired by components of the conditional proba-
bility P (t1...tl|s1...sm, a1...am), where si denotes
the source words, tj denotes the target words and
ai are the alignment links for each source word to
the target (unambiguous, due to the intersection).
We define the score as:

score =
m∑

i=1

P (tj |siai ) (2)

P (tj |siai ) =
c(si, tj)

c(si)
(3)

The score is a simple sum of lexical translation
probabilities (longer sentences with more aligned
words thus get a higher score) and the lexical
translation probabilities P (t|s) are estimated from
the count c(s, t) how often the source s and target
t words were aligned in our word-aligned corpus.

The formulas resemble IBM Model 1 (Brown
et al., 1993), but the counts used to compute our
probability estimates are based on the whole se-
quence of GIZA++ models and after the heuristic
symmetrization.

Run-1 alignment (see Section 3) is used in this
step to avoid unreliable alignments that could be
produced from aligning the poor machine transla-
tion examples in the QE datasets.

4.3.2 POS Alignment Features

Two more alignment-based features were intro-
duced to estimate translation quality of each
source-target sentence pair with the help of their
POS tags. In our experiments, we restrict the
range of POS tags used to produce our features
to only nouns, verbs, adverbs, and adjectives. The
POS tags for both English and German come again
from Stanford POS Tagger.

The two introduced features are:

Number of correctly matched tags represents
the number of source words that are aligned
to target words with the same POS tag.
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Number of wrongly matched tags represents
the number of source words that are aligned
to target words with a different POS tag.

Since the alignments are needed for the source
and candidate translation, they come from Run-2.

4.4 Post-Edited N -grams

As mentioned earlier, in quality estimation, there
is no access to reference translation. However, the
QE task organizers provided the participants with
training data (called “QEcorpus” in Section 5)
consisting of 12k training segments and 1k de-
velopment segments machine-translated and man-
ually post-edited. To benefit from this valuable re-
source, we introduce another set of features rep-
resenting the most frequent bigrams in translation
text that were changed through the post-editing.

The list of bigrams was extracted on the basis
of GIZA++ alignment, preprocessing tokens and
symmetrizing the two directions the same way as
in Section 3. We extract all word-aligned bigrams
occurring more than 10 times in the training and
development 13k sentences, greatly reducing the
number of bigrams to a few dozens of most gen-
eral ones. Each of the bigrams serves as an inde-
pendent boolean feature in the model.

Although lowercasing seems to be more helpful
during the alignment, we avoid it during the actual
bigram extraction since case changes are mostly
rightful and important post-edits when translating
into German. On the other hand, the order in
which the words and their alignments are occurred
in the text is checked to be reserved (e.g. bigrams
with the second target word positioned before the
first target word are excluded).

Table 1 summarizes the number of extracted bi-
grams. Lowercased n-grams would be more gen-
eral so more would survive the thresholding, but
we opt to use the cased n-grams.

Lowercasing Extracted
Bigrams

Thresholded
(>10)

On 71294 80
Off 73313 74

Table 1: Extracted Bigrams Numbers

Having that the 1k development segments are
used to extract the N-grams features, we report
the performance of the N-grams features on the 2k
testing segments only.

5 Data

Our experiments use the following corpora:

QEcorpus (our name) denotes the English-
German corpus released by the WMT16 QE
task organizers. It is the first time when
this language pair appears in the segment-
level QE. QEcorpus consist of 15k source
sentences in the IT domain, divided into 12k
training, 1k development and 2k testing seg-
ments. Source sentences are provided with
their machine translations, post-editions and
HTER (Snover et al., 2006) as post-editing
effort scores.

ITcorpus denotes the parallel English-German
domain-specific resources made available for
the WMT IT-Domain Translation Task2. IT-
corpus consist of 452546 parallel sentences
assembled from different resources, see Ta-
ble 2.

Data Source Sent. Pairs
Cross-lingual help-desk service 2000
IT related terms from Wikipedia 23134
Technical Documentation (Libre-
Office, Chromium, Ubuntu)

427412

Table 2: ITcorpus sources

ComparableNews is a pair of monolingual cor-
pora, namely the English and German ver-
sions of the News Crawl monolingual cor-
pus (only the year 2015) compiled from var-
ious online news publications for the WMT
News Translation Task3. The corpus con-
sists of 3.2 GB of English text with 27.2 mil-
lion sentences and 5.5 GB of German text
with 51.3 million sentences. The vocabulary
size for this corpus is 1,774,792 English and
5,817,655 German words (excluding num-
bers and punctuation).

As pre-processing, the corpus used in each
setup is first cleaned from hyperlinks and then to-
kenized using Moses tokenizer4.

2http://www.statmt.org/wmt16/
it-translation-task.html

3http://www.statmt.org/wmt16/
translation-task.html

4http://www.statmt.org/moses/
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Features Pearson’s r MAE RMSE Spearman’s ρ
Baseline (QuEst++) 0.350 14.515 19.332 0.395
Baseline + AlignQualityScore 0.365 14.434 19.216 0.407
Baseline + POSAlignment 0.349 14.560 19.347 0.388
Baseline + BE SentSim 0.353 14.487 19.303 0.399
Baseline + BE WordSim 0.349 14.518 19.337 0.395
Baseline + BE NounSim 0.353 14.487 19.311 0.399
All Features 0.374 14.362 19.144 0.412

Table 3: Evaluation of the introduced features using WMT16 Sentence-Level QE Development set

Features Pearson’s r MAE RMSE Spearman’s ρ
Baseline (QuEst++) 0.347 13.755 17.835 0.387
Baseline + AlignQualityScore 0.367 13.634 17.683 0.403
Baseline + POSAlignments 0.347 13.767 17.838 0.385
Baseline + BE SentSim 0.348 13.756 17.828 0.387
Baseline + BE WordSim 0.348 13.753 17.831 0.387
Baseline + BE NounSim 0.346 13.780 17.857 0.385
Baseline + Ngrams 0.366 13.663 17.705 0.402
All Features 0.377 13.603 17.642 0.410

Table 4: Evaluation of the introduced features using WMT16 Sentence-Level QE Test set

6 Experiments

In our submission, we use the Python wrapper
for BiSkip provided in the MultiVec tool5 (Bérard
et al., 2016). To train the model, we use the IT-
corpus with the default configuration of the tool.
The model was trained using a learning rate α set
to 0.05 and sample (a threshold on words’ fre-
quency) set to 0.001.

As a prediction model, we use the Linear Re-
gression model to predict the post-editing effort
need for each translation. In our experiments, we
tried different combinations of the introduced fea-
tures. Best results are obtained by training the
model using all the features.

Tables 3 and 4 list the results of examined fea-
ture combinations on the development and test
parts of QEcorpus, respectively. (The golden
truth of the test part was made available only af-
ter the outputs submission deadline.) The mod-
els are evaluated in terms of Mean Absolute Er-
ror (MAE), Root Mean Squared Error (RMSE),
and Pearson’s correlation (Pearson’s r) for post-
editing effort prediction, and Spearman’s rank cor-
relation coefficient (Spearman’s ρ) for the ranking
task.

Results show that adding the alignment qual-
ity score to the set of baseline features gives the

5https://github.com/eske/multivec

best performance compared to the other intro-
duced features on the test set.

When added alone, features based on POS tags
or bilingual embeddings do not help and some-
times even slightly degrade the performance, but
apparently, they are useful in the combination.

Our submission to the task corresponds to the
line “All Features” in Table 4.

Additionally, we experimented with replacing
the parallel ITcorpus with only the compara-
ble (but larger) ComparableNews when extract-
ing bilingual embeddings. As documented in Ta-
ble 5, the size of the monolingual data is appar-
ently more important for the quality of the align-
ments. MultiVec, given two corpora, extracts the
word alignments automatically, and obviously, it
is going to fail most of the time when given a
non-parallel corpus. Nevertheless, the few ran-
dom alignments are probably sufficient to blend
the source and target subspaces of the vector rep-
resentation of words, because the setup with all
BE features trained on ComparableNews instead
of ITcorpus works better.

BE source Pearson’s r MAE RMSE
ITcorpus 0.377 13.603 17.642
ComparableNews 0.386 13.552 17.552

Table 5: Results of All Features with bilingual em-
beddings trained on ITcorpus or ComparableNews
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6.1 Official Results

The official results of the WMT16 Sentence-Level
QE task use Pearson’s correlation as the primary
evaluation metric for Scoring sub-task and Spear-
man’s rank correlation as the primary evaluation
metric for Ranking sub-task.

According to the official evaluation, our model
is ranked 7th (out of 14) and 6th (out of 11) in
the scoring and ranking sub-tasks respectively. As
illustrated in Tables 6 and 7, our model outper-
forms the baseline system as well as the Ref-
erential Translation Machine model (RTM), the
best performing system in WMT15 (Bicici et al.,
2015), in both scoring and ranking sub-tasks on
WMT16 IT-domain datasets.

7 Conclusion

In this paper, we described our submission to
the WMT16 Quality Estimation Shared Task for
English-German sentence-level post editing effort
prediction and ranking. We introduced a new
set of system independent features using bilingual
distributed representations, word alignments and
also frequent n-grams appearing in manually post-
edited texts. Combined with baseline features, our
features show an improvement in the performance
of post-editing effort prediction in QE task.

An interesting observation is that the bilingual
embeddings perform better when trained on a
larger but only comparable corpus than on an in-
domain parallel corpus. The bilingual embeddings
are not trained specifically for the QE prediction
and their contribution is thus arguably limited.

In the future, we plan to investigate more vari-
ants to the core learning model as well as training
the embeddings for the specific task.
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Specia, and Aleš Tamchyna. 2014. Findings
of the 2014 Workshop on Statistical Machine
Translation. In Proceedings of the Ninth Work-
shop on Statistical Machine Translation. As-
sociation for Computational Linguistics, Balti-
more, Maryland, USA, pages 12–58.
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José Guilherme Camargo de Souza, Christian
Buck, Marco Turchi, and Matteo Negri. 2013.
FBK-UEdin Participation to the WMT13 Qual-
ity Estimation Shared Task. In Proceedings
of the Eighth Workshop on Statistical Ma-
chine Translation. Association for Computa-
tional Linguistics, Sofia, Bulgaria, pages 352–
358.

Sarath Chandar A P, Stanislas Lauly, Hugo
Larochelle, Mitesh Khapra, Balaraman Ravin-
dran, Vikas C Raykar, and Amrita Saha. 2014.

An Autoencoder Approach to Learning Bilin-
gual Word Representations. In Z. Ghahramani,
M. Welling, C. Cortes, N. D. Lawrence, and
K. Q. Weinberger, editors, Advances in Neural
Information Processing Systems 27, Curran As-
sociates, Inc., pages 1853–1861.

Stephan Gouws, Yoshua Bengio, and Greg Cor-
rado. 2014. BiLBOWA: Fast Bilingual Dis-
tributed Representations without Word Align-
ments. arXiv preprint arXiv:1410.2455 .

Christian Hänig, Robert Remus, and Xose de la
Puente. 2015. ExB Themis: Extensive Feature
Extraction from Word Alignments for Semantic
Textual Similarity. In Proceedings of the 9th In-
ternational Workshop on Semantic Evaluation
(SemEval 2015). Association for Computational
Linguistics, Denver, Colorado, pages 264–268.

Karl Moritz Hermann and Phil Blunsom. 2014.

770



Multilingual Models for Compositional Dis-
tributed Semantics. CoRR abs/1404.4641.

Thang Luong, Hieu Pham, and Christopher D
Manning. 2015. Bilingual word Representa-
tions with Monolingual Quality in Mind. In
Proceedings of the 1st Workshop on Vector
Space Modeling for Natural Language Process-
ing. pages 151–159.

Tomas Mikolov, Quoc V Le, and Ilya Sutskever.
2013a. Exploiting Similarities among Lan-
guages for Machine Translation. arXiv preprint
arXiv:1309.4168 .

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S
Corrado, and Jeff Dean. 2013b. Distributed
representations of words and phrases and their
compositionality. In C. J. C. Burges, L. Bottou,
M. Welling, Z. Ghahramani, and K. Q. Wein-
berger, editors, Advances in Neural Information
Processing Systems 26, Curran Associates, Inc.,
pages 3111–3119.

Franz Josef Och and Hermann Ney. 2003. A
Systematic Comparison of Various Statistical
Alignment Models. Computational Linguistics
29(1):19–51.

Kashif Shah, Varvara Logacheva, Gustavo Paet-
zold, Frédéric Blain, Daniel Beck, Fethi
Bougares, and Lucia Specia. 2015. SHEF-
NN: Translation Quality Estimation with Neu-
ral Networks. In Proceedings of the Tenth Work-
shop on Statistical Machine Translation. Asso-
ciation for Computational Linguistics, Lisbon,
Portugal, pages 342–347.

Matthew Snover, Bonnie Dorr, Richard Schwartz,
Linnea Micciulla, and John Makhoul. 2006. A
Study of Translation Edit Rate with Targeted
Human Annotation. In Proceedings AMTA.
pages 223–231.

Radu Soricut, Nguyen Bach, and Ziyuan Wang.
2012. The SDL Language Weaver Systems in
the WMT12 Quality Estimation Shared Task. In
Proceedings of the Seventh Workshop on Sta-
tistical Machine Translation. Association for
Computational Linguistics, Montréal, Canada,
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Abstract

We describe University of Sheffield’s sub-
mission to the word-level Quality Estima-
tion shared task. Our system is based on
imitation learning, an approach to struc-
tured prediction which relies on a classifier
trained on data generated appropriately to
ameliorate error propagation. Compared
to other structure prediction approaches
such as conditional random fields, it al-
lows the use of arbitrary information from
previous tag predictions and the use of
non-decomposable loss functions over the
structure. We explore these two aspects
in our submission while using the baseline
features provided by the shared task organ-
isers. Our system outperformed the con-
ditional random field baseline while using
the same feature set.

1 Introduction

Quality estimation (QE) models aim at predicting
the quality of machine translated (MT) text (Blatz
et al., 2004; Specia et al., 2009). This prediction
can be at several levels, including word-, sentence-
and document-level. In this paper we focus on
our submission to the word-level QE WMT 2016
shared task, where the goal is to assign quality la-
bels to each word of the output of an MT system.

Word-level QE is traditionally treated as a struc-
tured prediction problem, similar to part-of-speech
(POS) tagging. The baseline model used in the
shared task employs a Conditional Random Field
(CRF) (Lafferty et al., 2001) with a set of baseline
features. Our system uses a linear classification
model trained with imitation learning (Daumé III
et al., 2009; Ross et al., 2011). Compared to the
baseline approach that uses a CRF, imitation learn-
ing has two benefits:

• We can directly use the proposed evaluation
metric as the loss to be minimised during
training;
• It allows using richer information from pre-

vious label predictions in the sentence.
Our primary goal with our submissions was to

examine if the above benefits would result in bet-
ter accuracy than that for the CRF. For this reason,
we did not perform any feature engineering: we
made use instead of the same features as the base-
line model. Both our submissions outperformed
the baseline, showing that there is still room for
improvements in terms of modelling, beyond fea-
ture engineering.

2 Imitation Learning

A naive, but simple way to perform word-level
QE (and any word tagging problem) is to use an
off-the-shelf classifier to tag each word extracting
features based on the sentence. These usually in-
clude features derived from the word being tagged
and its context. The main difference between this
approach and structure prediction methods is that
it treats each tag prediction as independent from
each other, ignoring the structure behind the full
tag sequence for the sentence.

If we treat the observed sentence as a sequence
of words (from left to right) then we can modify
the above approach to perform a sequence of ac-
tions, which in this case are tag predictions. This
setting allows us to incorporate structural informa-
tion in the classifier by using features based on
previous tag predictions. For instance, let us as-
sume that we are trying to predict the tag ti for
word wi. A simple classifier can use features de-
rived from wi and also any other words in the sen-
tence. By framing this as a sequence, it can also
use features extracted from the previously pre-
dicted tags t{1:i−1}.
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This approach to incorporating structural infor-
mation suffers from an important problem: during
training it assumes the features based on previous
tags come from a perfectly predicted sequence (the
gold standard). However, during testing this se-
quence will be built by the classifier, thus likely
to contain errors. This mismatch between training
and test time features is likely to hurt the overall
performance since the classifier is not trained to
recover from its errors, resulting in error propaga-
tion.

Imitation learning (also referred to as search-
based structure prediction) is a general class of
methods that attempt to solve this problem. The
main idea is to first train the classifier using the
gold standard tags, and then generate examples by
using the trained classifier to re-predict the train-
ing set and update the classifier using these new
examples. The example generation and classifi-
cation training is usually repeated. The key point
in this procedure is that because the examples are
generated in the training set we are able to query
the gold standard for the correct tags. So, if the
classifier makes a wrong prediction at word wi we
can teach it to recover from this error at wordwi+1

by simply checking the gold standard for the right
tag.

In the imitation learning literature the sequence
of predictions is referred to as trajectory, which is
obtained by running a policy on the input. Three
kinds of policy are commonly considered:

• expert policy, which returns the correct pre-
diction according to the gold standard and
thus can only be used during training,
• learned policy, which queries the trained

classifier for its prediction,
• and stochastic mixture between expert and

learned.

The most commonly used imitation learning al-
gorithm, DAGGER (Ross et al., 2011), initially
uses the expert policy to train a classifier and sub-
sequently uses a stochastic mixture policy to gen-
erate examples based on a 0/1 loss on the cur-
rent tag prediction with respect to the expert pol-
icy (which returns the correct tag according to the
gold standard). This idea can be extended by, in-
stead of taking the 0/1 loss, applying the same
stochastic policy until the end of the sentence and
calculating a loss over the entire tag sequence with
respect to the gold standard. This generates a
cost-sensitive classification training example and

Algorithm 1 V-DAGGER algorithm
Input training instances S , expert policy π∗, loss

function `, learning rate β, cost-sensitive clas-
sifier CSC, learning iterations N

Output learned policy πN
1: CSC instances E = ∅
2: for i = 1 to N do
3: p = (1− β)i−1
4: current policy π = pπ∗ + (1− p)πi
5: for s ∈ S do
6: . assuming T is the length of s
7: predict π(s) = ŷ1:T
8: for ŷt ∈ π(s) do
9: get observ. features φot = f(s)

10: get struct. features φst = f(ŷ1:t−1)
11: concat features φt = φot ||φst
12: for all possible actions yjt do
13: . predict subsequent actions
14: y′t+1:T = π(s; ŷ1:t−1, y

j
t )

15: . assess cost
16: cjt = `(ŷ1:t−1, y

j
t , y
′
t+1:T )

17: end for
18: E = E ∪ (φt, ct)
19: end for
20: end for
21: learn πi = CSC(E)
22: end for

allows the algorithm to use arbitrary, potentially
non-decomposable losses during training. This is
the approach used by Vlachos and Clark (2014)
and which is employed in our submission (hence-
forth called V-DAGGER). Its main advantage is
that it allows us to use a loss based on the fi-
nal shared task evaluation metric. The latter is
the F-measure on ’OK’ labels times F-measure on
’BAD’ labels, which we turn into a loss by sub-
tracting it from 1.

Algorithm 1, which is replicated from (Vlachos
and Clark, 2014), details V-DAGGER. At line 4
the algorithm selects a policy to predict the tags
(line 7). In the first iteration it is just the expert
policy, but from the second iteration onwards it
becomes a stochastic mixture of the expert and
learned policies. The cost-sensitive instances are
generated by iterating over each word in the in-
stance (line 8), extracting features from the in-
stance itself (line 9) and the previously predicted
tags (line 10) and estimating a cost for each pos-
sible tag (lines 12-17). These instances are then
used to train a cost-sensitive classifier, which be-
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comes the new learned policy (line 21). The whole
procedure is repeated until a desired iteration bud-
get N is reached.

The feature extraction step at lines 9 and 10 can
be made in a single step. We chose to split it be-
tween observed and structural features to empha-
sise the difference between our method and the
CRF baseline. While CRFs in theory can employ
any kind of structural features, they are usually re-
stricted to consider only the previous tag for effi-
ciency (1st order Markov assumption).

3 Experimental Settings

The shared task dataset consists of 15k sentences
translated from English to German using an MT
system and post-edited by professional translators.
The post-edited version of each sentence is used
to obtain quality tags for each word in the MT
output. In this shared task version, two tags are
employed: an ’OK’ tag means the word is correct
and a ’BAD’ tag corresponds to a word that needs
a post-editing action (either deletion, substitution
or the insertion of a new word). The official split
corresponds to 12k, 1k and 2k for training, devel-
opment and test sets.

Model Following (Vlachos and Clark, 2014),
we use AROW (Crammer et al., 2009) for cost-
sensitive classification learning. The loss function
is based on the official shared task evaluation met-
ric: ` = 1− [F (OK)× F (BAD)], where F is the
tag F-measure at the sentence level.

We experimented with two values for the learn-
ing rate β and we submitted the best model found
for each value. The first value is 0.3, which is the
same used by Vlachos and Clark (2014). The sec-
ond one is 1.0, which essentially means we use the
expert policy only in the first iteration, switching
to using the learned policy afterwards.

For each setting we run up to 10 iterations of
imitation learning on the training set and evaluate
the score on the dev set after each iteration. We
select our model in each learning rate setting by
choosing the one which performs the best on the
dev set. For β = 1.0 this was achieved after 10
iterations, but for β = 0.3 the best model was the
one obtained after the 6th iteration.

Observed features The features based on the
observed instance are the same 22 used in the
baseline provided by the task organisers. Given

a word wi in the MT output, these features are de-
fined below:
• Word and context features:

– wi (the word itself)
– wi−1
– wi+1

– wsrc
i (the aligned word in the source)

– wsrc
i−1

– wsrc
i+1

• Sentence features:
– Number of tokens in the source sentence
– Number of tokens in the target sentence
– Source/target token count ratio

• Binary indicators:
– wi is a stopword
– wi is a punctuation mark
– wi is a proper noun
– wi is a digit

• Language model features:
– Size of largest n-gram with frequency >

0 starting with wi

– Size of largest n-gram with frequency >
0 ending with wi

– Size of largest n-gram with frequency >
0 starting with wsrc

i

– Size of largest n-gram with frequency >
0 ending with wsrc

i

– Backoff behavior starting from wi

– Backoff behavior starting from wi−1
– Backoff behavior starting from wi+1

• POS tag features:
– The POS tag of wi

– The POS tag of wsrc
i

The language model backoff behavior features
were calculated following the approach in (Ray-
baud et al., 2011).

Structural features As explained in Section 2,
a key advantage of imitation learning is the ability
to use arbitrary information from previous predic-
tions. Our submission explores this by defining a
set of features based on this information. Taking
ti as the tag to be predicted for the current word,
these features are defined in the following way:
• Previous tags:

– ti−1
– ti−2
– ti−3

• Previous tag n-grams:
– ti−2||ti−1 (tag bigram)
– ti−3||ti−2||ti−1 (tag trigram)

• Total number of ’BAD’ tags in t1:t−1
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Results Table 1 shows the official shared task re-
sults for the baseline and our systems, in terms of
F1-MULT, the official evaluation metric, and also
F1 for each of the classes. We report two versions
for our submissions: the official one, which had
an implementation bug1 and a new version after
the bug fix.

Both official submissions outperformed the
baseline, which is an encouraging result consid-
ering that we used the same set of features as the
baseline. The submission which employed β = 1
performed the best between the two. This is in line
with the observations of Ross et al. (2011) in sim-
ilar sequential tagging tasks. This setting allows
the classifier to move away from using the expert
policy as soon as the first classifier is trained.

F1-BAD F1-OK F1-MULT
Baseline (CRF) 0.3682 0.8800 0.3240
Official submission
N = 6, β = 0.3 0.3909 0.8450 0.3303
N = 10, β = 1.0 0.4029 0.8392 0.3380
Fixed version
N = 9, β = 0.3 0.3996 0.8435 0.3370
N = 9, β = 1.0 0.4072 0.8415 0.3426

Table 1: Official shared task results.

Analysis To obtain further insights about the
benefits of imitation learning for this task we per-
formed additional experiments with different set-
tings. In Table 2 we compare our systems with
a system trained using a single round of training
(called exact imitation), which corresponds to us-
ing the same classifier trained only on the gold
standard tags. We can see that imitation learning
improves over this setting substantially.

Table 2 also shows results obtained using the
original DAGGER algorithm, which uses a sin-
gle 0/1-loss per tag. While DAGGER improves
results over the exact imitation setting, it is outper-
formed by V-DAGGER. This is due to the ability
of V-DAGGER to incorporate the task loss into its
training procedure2.

In Figure 1 we compare how the F1-MULT
scores evolve through the imitation learning iter-
ations for both DAGGER and V-DAGGER. Even
though the performance of V-DAGGER fluctuates

1The structural feature ti−1 was not computed properly.
2Formally, our loss is not exactly the same as the official

shared task evaluation metric since the former is measured at
the sentence level and the latter at the corpus level. Never-
theless, the loss in V-DAGGER is much closer to the official
metric than the 0/1-loss used by DAGGER.

F1-BAD F1-OK F1-MULT
Exact imitation 0.2503 0.8855 0.2217
DAGGER
N = 10, β = 0.3 0.3322 0.8483 0.2818
N = 4, β = 1.0 0.3307 0.8758 0.2897
V-DAGGER
N = 9, β = 0.3 0.3996 0.8435 0.3370
N = 9, β = 1.0 0.4072 0.8415 0.3426

Table 2: Comparison between our systems (V-
DAGGER), exact imitation and DAGGER on the
test data.

Figure 1: Metric curves for DAGGER and V-
DAGGER over the official development and test
sets. Both settings use β = 1.0.

more than that of DAGGER, it is consistently bet-
ter for both development and test sets.

Finally, we also compare our systems with sim-
pler versions using a smaller set of structural fea-
tures. The findings, presented in Table 3, show
an interesting trend. The systems do not seem to
benefit from the additional structural information
available in imitation learning and even a system
with no information at all (”None” in Table 3) out-
performs the baseline. We speculate that this is
because the task only deals with a linear chain of
binary labels, which makes the structure much less
informative compared to the observed features.

775



F1-BAD F1-OK F1-MULT
β = 0.3
None 0.3948 0.8536 0.3370
ti−1 0.3873 0.8393 0.3251
ti−1 + ti−2||ti−1 0.3991 0.8439 0.3368
All 0.3996 0.8435 0.3370
β = 1.0
None 0.3979 0.8530 0.3394
ti−1 0.4089 0.8436 0.3449
ti−1 + ti−2||ti−1 0.4094 0.8429 0.3451
All 0.4072 0.8415 0.3426

Table 3: Comparison between V-DAGGER sys-
tems using different structural feature sets. All
models use the full set of observed features.

4 Conclusions

We presented the first attempt to use imitation
learning for the word-level QE task. One of the
main strengths of our model is its ability to employ
non-decomposable loss functions during the train-
ing procedure. As our analysis shows, this was a
key reason behind the positive results of our sub-
missions with respect to the baseline system, since
it allowed us to define a loss function using the of-
ficial shared task evaluation metric. The proposed
method also allows the use of arbitrary informa-
tion from the predicted structure, although its im-
pact was much less noticeable for this task.

The framework presented in this paper could be
enhanced by going beyond the QE task and ap-
plying actions in subsequent tasks, such as auto-
matic post-editing. Since this framework allows
for arbitrary loss functions it could be trained by
optimising MT metrics like BLEU or TER. The
challenge in this case is how to derive expert poli-
cies: unlike simple word tagging, multiple action
sequences could result in the same post-edited sen-
tence.
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Abstract

Referential translation machines (RTMs)
pioneer a language independent approach
for predicting translation performance and
to all similarity tasks with top performance
in both bilingual and monolingual settings
and remove the need to access any task or
domain specific information or resource.
RTMs achieve to become 1st in document-
level, 4th system at sentence-level accord-
ing to mean absolute error, and 4th in
phrase-level prediction of translation qual-
ity in quality estimation task.

1 Referential Translation Machines

Prediction of translation performance can help in
estimating the effort required for correcting the
translations during post-editing by human trans-
lators if needed. Referential translation machines
achieve top performance in automatic and accu-
rate prediction of machine translation performance
independent of the language or domain of the
prediction task. Each referential translation ma-
chine (RTM) model is a data translation prediction
model between the instances in the training set and
the test set and translation acts are indicators of
the data transformation and translation. RTMs are
powerful enough to be applicable in different do-
mains and tasks while achieving top performance
in both monolingual (Biçici and Way, 2015) and
bilingual settings (Biçici et al., 2015b).

Figure 1 depicts RTMs and explains the model
building process (Biçici, 2016). RTMs use
ParFDA (Biçici et al., 2015a) for selecting in-
stances and interpretants, data close to the task
instances for building prediction models and ma-
chine translation performance prediction system
(MTPPS) (Biçici and Way, 2015) for generating
features. We improve our RTM models (Biçici et

Figure 1: RTM depiction: ParFDA selects inter-
pretants close to the training and test data using
parallel corpus in bilingual settings and mono-
lingual corpus in the target language or just the
monolingual target corpus in monolingual set-
tings; an MTPPS uses interpretants and training
data to generate training features and another uses
interpretants and test data to generate test features
in the same feature space; learning and prediction
takes place taking these features as input.

al., 2015b) with numeric expression identification
using regular expressions and replace them with a
label (Biçici, 2016).

2 RTM in the Quality Estimation Task

We develop RTM models for all of the four sub-
tasks of the quality estimation task (QET) in
WMT16 (Bojar et al., 2016) (QET16), which in-
clude English to Spanish (en-es), English to Ger-
man (en-de), and German to English (de-en) trans-
lation directions. The subtasks are: sentence-
level prediction (Task 1), word-level prediction
(Task 2), phrase-level prediction (Task 2p), and
document-level prediction (Task 3). Task 1 is
about predicting HTER (human-targeted transla-
tion edit rate) (Snover et al., 2006) scores of sen-
tence translations, Task 2 is about binary classi-
fication of word-level quality, Task 2p is about
binary classification of phrase-level quality, and
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Figure 2: RTM depiction for Task 3 where document-level translation performance is predicted. Separate
MTPPS instances are run for each train and test document to obtain corresponding feature representa-
tions, which are filtered and processed before learning and prediction.

RTM Interpretants
Task Train Test Training LM
Task 1 (en-de) 13000 3000 400K 10M
Task 2 (en-de) 13000 2000 500K 10M
Task 3 (en-es) 146 62 1M 10M

Table 1: Number of instances in different tasks and
the number of sentences used as interpretants by
the RTM models.

Task 3 is about predicting weighted HTER scores
of document translations.

Language model (LM) are built using
KENLM (Heafield et al., 2013). We tok-
enize and truecase all of the corpora using code
released with Moses (Koehn et al., 2007) 1. Ta-
ble 1 lists the number of sentences in the training
and test sets for each task. We also list the size
of the interpretants used by the corresponding
RTM models (K for thousand, M for million).
We use the same number of interpretants for
training as last year in Task 1. We increase the
number of instances used for the LM to 10M. This

1https://github.com/moses-smt/
mosesdecoder/tree/master/scripts

year, we did not include features from backward
LM in MTPPS and we used numeric expression
identification in Task 1 and Task 3.

2.1 RTM Prediction Models

We present results using support vector regres-
sion (SVR) with RBF (radial basis functions) ker-
nel (Smola and Schölkopf, 2004) and extremely
randomized trees (TREE) (Geurts et al., 2006)
for sentence and document translation prediction
tasks. We also use them after a feature sub-
set selection (FS) with recursive feature elimina-
tion (RFE) (Guyon et al., 2002) or a dimensional-
ity reduction and mapping step using partial least
squares (PLS) (Specia et al., 2009), or PLS af-
ter FS (FS+PLS). We use Global Linear Mod-
els (GLM) (Collins, 2002) with dynamic learn-
ing (GLMd) (Biçici et al., 2015b) for word-level
translation performance prediction. GLMd uses
weights in a range [a, b] to update the learning rate
dynamically according to the error rate as shown
in Figure 3.

Figure 2 depicts how RTMs are used to build
predictors for Task 3, where we run a separate
MTPPS instance for each train or test document
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Task Translation Model r MAE RAE MAER MRAER

Task 1
en-de SVR 0.39 0.1449 0.874 0.7653 0.824
en-de FS SVR 0.4 0.1453 0.877 0.7704 0.826

Task 3
en-es FS+PLS TREE 0.55 0.3058 0.823 0.4394 0.815
en-es FS SVR 0.33 0.3383 0.91 0.4308 0.8

Table 2: Training performance of the top 2 individual RTM models prepared for different tasks.
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Figure 3: Learning rate curve.

Model # splits % error weight range
GLMd 4 0.0688 [0.5, 2]
GLMd 5 0.0757 [0.5, 2]

Table 3: RTM Task 2 training results where GLMd
parallelized over 4 splits is referred as GLMd s4
and GLMd with 5 splits as GLMd s5.

and obtain corresponding features (depicted with
a green or salmon colored sphere). We obtain an
RTM representation vector instance from each of
these by using only the document-level features
from MTPPS and the min, max, and average of
the sentence-level features.

2.2 Training Results

We use mean absolute error (MAE), relative
absolute error (RAE), root mean squared error
(RMSE), Pearson’s correlation (rP ), and Spear-
man’s correlation (rS) as well as relative MAE
(MAER) and relative RAE (MRAER) to evalu-
ate (Biçici and Way, 2015). MAER and MRAER
consider both the predictor’s error and the fluc-
tuations of the target scores at the instance
level. RTM test performance on various tasks
sorted according to MRAER can help identify
which tasks and subtasks may require more work.
DeltaAvg (Callison-Burch et al., 2012) calculates

the average quality difference between the top
n − 1 quartiles and the overall quality for the test
set. Table 2 presents the training results for Task 1
and Task 3. Table 3 presents Task 2 training results
obtained after the challenge.

2.3 Test Results

The results on the test set are listed in Table 4 2

and Table 5. Ranks are out of 9, 8, 6, and 5 sys-
tem submissions in Task 1, Task 2, Task 2p, and
Task 3 respectively. RTMs with FS SVR is able
to achieve the 6th rank in Task 1 according to rP
and 4th according to MAE. The top MAE is 12.3
where RTM obtains 9% more MAE. RTMs with
FS+PLS TREE is able to achieve the 1st rank in
Task 3.

2.4 Target Optimized Results

Table 6 lists the RTM results optimizing the target
evaluation metric, r, obtained after the challenge.
The results show that numerical expression iden-
tification did not improve the test results for QET
Task 1 but we have observed improvements in se-
mantic textual similarity in English (Biçici, 2016).

2.5 Comparison with Previous Results

We compare the difficulty of tasks according
to MRAER levels achieved. In Table 7, we
list the RTM test results for tasks and subtasks
that predict HTER or METEOR from QET16,
QET15 (Biçici et al., 2015b), QET14 (Biçici and
Way, 2014), and QET13 (Biçici, 2013). Com-
pared with QET15 Task 1 performance, MAER
improved in QET16 and obtained the top MAER
performance in sentence-level prediction. Com-
pared with QET15 Task 2 performance, both F1

OK and F1 BAD improved even though the train-
ing error tripled. wF1 calculation in QET16 is dif-
ferent than the calculation used in QET15.

2We calculate rS using scipy.stats.
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Task Model DeltaAvg rP rS RMSE MAE RAE MAER MRAER Rank

Task 1
en-de SVR 6.38 0.3581 0.3841 18.06 13.59 0.8992 0.7509 0.8567 7
en-de FS SVR 6.66 0.3764 0.4003 17.81 13.46 0.8905 0.7537 0.8388 6

Task 3
en-es FS+PLS TREE 0.12 0.3562 0.46 0.3437 0.2533 0.8996 0.3285 0.8505 1
en-es FS SVR 0.12 0.2929 0.3546 0.3529 0.2676 0.9505 0.333 0.9018 2

Table 4: Test performance of the top 2 individual RTM models prepared for different tasks.

Model wF1 F1 OK F1 BAD Rank

Word
GLMd s4 0.2725 0.8884 0.3068 9
GLMd s5 0.3081 0.8820 0.3494 ∼8

Phrase
GLMd s4 0.3070 0.8145 0.3770 5
GLMd s5 0.3274 0.8016 0.4084 4

Table 5: RTM Task 2 results on the test set. wF1 is
the average weighted F1 score. bold results obtain
top performance.

3 Conclusion

Referential translation machines achieve top per-
formance in automatic, accurate, and language in-
dependent prediction of translation performance.
RTMs pioneer a language independent approach
for predicting translation performance and to all
similarity tasks and remove the need to access any
task or domain specific information or resource.
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Abstract

This paper describes the Universitat
d’Alacant submissions (labeled as UAla-
cant) to the machine translation quality
estimation (MTQE) shared task at WMT
2016, where we have participated in the
word-level and phrase-level MTQE sub-
tasks. Our systems use external sources
of bilingual information as a black box
to spot sub-segment correspondences be-
tween the source segment and the transla-
tion hypothesis. For our submissions, two
sources of bilingual information have been
used: machine translation (Lucy LT KWIK
Translator and Google Translate) and the
bilingual concordancer Reverso Context.
Building upon the word-level approach im-
plemented for WMT 2015, a method for
phrase-based MTQE is proposed which
builds on the probabilities obtained for
word-level MTQE. For each sub-task we
have submitted two systems: one using the
features produced exclusively based on on-
line sources of bilingual information, and
one combining them with the baseline fea-
tures provided by the organisers of the task.

1 Introduction

Machine translation quality estimation
(MTQE) (Blatz et al., 2004; Specia et al.,
2010; Specia and Soricut, 2013) has aroused
the interest of both the scientific community
and translation companies on account of its
noticeable advantages: it can be used to help
professional translators in post-editing, to estimate
the translation productivity for different translation
technologies, or even for budgeting translation

projects. In this context, the WMT 2016 MTQE
shared task becomes one of the best scenarios
in which different approaches to MTQE can be
evaluated and compared for different granularities:
segment-level (sub-task 1), phrase-level and
word-level (sub-task 2), and document-level
(sub-task 3).

For the second consecutive year, the submissions
of the UAlacant team tackle the word-level MTQE
sub-task, but this year they also cover phrase-level
MTQE. This year, the shared task featured a dataset
obtained by translating segments in English into
German using MT, for which it is needed to identify
which words and phrases are inadequately trans-
lated. In the case of words, this means detecting
which words need to be deleted or replaced, while
in the case of phrases this means detecting which
phrases contain words translated inadequately, but
also if there are missing words, or the order of the
words in the phrase is not correct. The systems
participating in the task are required to apply the
labels BAD and OK, either to words or phrases. In
this paper we describe the approach behind the sub-
missions of the Universitat d’Alacant team to these
sub-tasks. For our word-level submissions we have
applied the approach proposed by Esplà-Gomis
et al. (2015), where we used black-box bilingual
on-line resources. The new task tackles MTQE
for translating English into German. For this task
we have combined two on-line-available MT sys-
tems,1 Lucy LT KWIK Translator2 and Google
Translate,3 and the bilingual concordancer Reverso

1In the original approach by Esplà-Gomis et al. (2015)
Apertium was one of these MT systems, but this year it was
replaced since it does not provide a translation system for the
languages of the current year’s task.

2http://www.lucysoftware.com/english/
machine-translation/kwik-translator

3http://translate.google.com
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Context4 to spot sub-segment correspondences be-
tween a sentence S in the source language (SL)
and a given translation hypothesis T in the target
language (TL). As described by Esplà-Gomis et al.
(2015), a collection of features is obtained from
these correspondences and then used by a binary
classifier to determine the final word-level MTQE
labels. We have repeated the approach proposed in
WMT 2015 for word-level sub-tasks, and have pro-
posed a new one for phrase-level MTQE that builds
upon the system trained for word-level MTQE.

The rest of the paper is organised as follows.
Section 2 describes the approach used to produce
our submissions. Section 3 describes the experi-
mental setting and the results obtained. The paper
ends with some concluding remarks.

2 Sources of bilingual information for
machine translation quality estimation
at the word and phrase levels

The method used to produce the word-level MTQE
submissions is the same than that used by the UAla-
cant team in the last edition of the shared task of
MTQE at WMT 2015 (Esplà-Gomis et al., 2015),
which uses binary classification based on a col-
lection of information. As in the previous edition
of the shared task, we have used online sources
of bilingual information to identify sub-segment
alignments between the original SL segment S and
a given translation hypothesis T in the TL. These
sub-segment alignments are identified by: (i) split-
ting segments S and T in all possible overlapping
sub-segments up to a given length L; (ii) using the
sources of bilingual information to translate each
sub-segment into the other language, i.e. SL sub-
segments into TL, and vice versa; and (iii) attempt-
ing to match the translated sub-segments either in
T or S.

The rest of the section briefly describes the fea-
tures used for building the submissions both for
word-level and phrase-level sub-tasks in the MTQE
shared task of WMT 2016.

2.1 Word-level machine translation quality
estimation

A complete description of the features used for
word-level MTQE can be found in Section 2 of the
paper by Esplà-Gomis et al. (2015). We provide
here a general description of the type of features

4http://context.reverso.net/
translation/

used. Esplà-Gomis et al. (2015) describe two types
of features: positive and negative ones, i.e. features
that would indicate that the current translation is
OK, and features that would indicate that it is BAD.

Positive features use those sub-segment pairs
(σ, τ) obtained by means of the external sources
of bilingual information such that σ matches the
source segment S and τ matches the translation
hypothesis T . These features provide positive ev-
idence for words in T matching τ . An additional
positive feature is defined, which measures the con-
fidence of the sub-segment pairs by using the trans-
lation frequency in those sources of bilingual in-
formation capable of providing several translation
alternatives, such as bilingual concordancers or
probabilistic lexicons.

On the other hand, negative features are built
from those sub-segment pairs (σ, τ) for which σ
fully matches S, but τ matches T only partially.
These sub-segment pairs provide negative evidence
for those words in T that do not match τ .

2.2 Phrase-level machine translation quality
estimation

While the word-level MTQE task has been going
on during the last three editions of WMT, this is the
first time that this shared task tackles phrase-level
MTQE. This problem, as proposed by the organis-
ers of the task, may miss some kinds of errors that
are plausible in a phrase, such as missing words (in-
sertions). According to the instructions provided,
the organisers describe the problem as follows: ”if
a phrase has at least one ’BAD’ word, all its labels
are replaced with ’BAD’”; in other words, the prob-
lem of phrase-level MTQE just extends the errors
found in a given word to the words happening in
the same phrase, but does not add new problems
related to the new granularity.

The approach proposed for this task builds on the
word-level MTQE method described in Section 2.1.
In the case of phrase-level MTQE, a binary classi-
fier is also used to classify a phrase either as OK or
BAD. This classifier uses the probability of belong-
ing to the class BAD of every word in a phrase as a
feature, which is provided by the classifier trained
for the task at the word-level. These features are
combined with two more binary features, which
are aimed at capturing the information provided
by the external sources of bilingual information
at the level of phrases. Basically, these features
take value true when the phrase of the translation
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hypothesis being evaluated is confirmed by one or
more sources of bilingual information, i.e. if the
TL phrase exactly corresponds to a sub-segment
in the SL segment. Having two different features
allows to capture this information for each transla-
tion direction, i.e. if the TL phrase is the result of
translating a phrase in the SL, or if the translation
of the TL phrase appears as a sub-segment in the
SL segment.

Given that phrases have variable lengths (from 1
to 7 words in the data set provided by the organi-
sation), we decided to train specific classifiers for
each phrase length using as many features as words
in the phrase (plus the two features at the phrase
level described above). Alternatively, it would have
been possible to experiment with an approach able
to deal with sparse features.

3 Submissions to the WMT 2016 shared
task on MTQE

This section describes the details of the systems
submitted to the MTQE shared task at WMT 2016.
This year, the task consisted in estimating the qual-
ity of a collection of segments in German that had
been obtained through machine translation from
English. The organisers provided three datasets:

• training set: a collection of 12,000 segments
in English (S) and their corresponding ma-
chine translations in German (T ); for every
word/phrase in T , a label was provided: BAD
for the words/phrases to be post-edited, and
OK for those to be kept unedited;

• development set: 1,000 pairs of segments
(S, T ) with the corresponding MTQE labels,
which can be used to optimise the binary clas-
sifier trained by using the training set;

• test set: 2,000 pairs of segments (S, T ) for
which the MTQE labels have to be estimated
with the binary classifier built on the training
and the development sets.

The same data set was used both for word-level and
phrase-level MTQE sub-tasks, with the only differ-
ence that, for the latter, the limits of the phrases
which make up the full translated segments T were
provided. In addition, for every sub-task, a col-
lection of baseline features was provided for each
word or phrase in T , respectively, in the different
datasets. For word-level quality estimation, this
collection consists of 22 baseline features, such as

the number of occurrences of the word, or part-
of-speech information.5 For phrase-level quality
estimation, this collection consists of 72 baseline
features, such as the phrase length or its perplex-
ity.6

Using these data, four systems have been sub-
mitted to the shared task on MTQE at WMT 2016:
two for word-level MTQE and two more for phrase-
level MTQE. All the systems are based on the bi-
nary classifier described bellow in Section 3.1, but
using different collections of features. Of the two
systems submitted to each sub-task: one was built
using only the features described in Section 2, and
the other combined them with the baseline features
provided by the organisation. Section 3.2 describes
the results obtained with each of these approaches
by using the following metrics:

• The precision P c, i.e. the fraction of instances
correctly labelled among all the instances la-
belled as c, where c is the class assigned (ei-
ther OK or BAD);

• The recall Rc, i.e. the fraction of instances
correctly labelled as c among all the instances
that should have been labelled as c;

• The F c
1 score, which is defined as

F c
1 =

2P cRc

P c +Rc
;

and

• The product of FOK
1 and FBAD

1 scores, which
is the main metric used by the organisers of
the task for comparing all the submissions
made.

3.1 Binary classifier
A multilayer perceptron (Duda et al., 2000, Sec-
tion 6) was used for classification, as implemented
in Weka 3.7 (Hall et al., 2009). Following the
approach by Esplà-Gomis et al. (2015), the percep-
tron was built with a single hidden layer containing
the same number of nodes as the number of fea-
tures; this was the best performing architecture in
the preliminary experiments.7 The training sets

5The list of features can be found in the file
features list in the package http://www.quest.
dcs.shef.ac.uk/wmt16_files_qe/task2_
en-de_test.tar.gz

6The list of features can be found in the file
features list in the package http://www.quest.
dcs.shef.ac.uk/wmt16_files_qe/task2p_
en-de_test.tar.gz

7The rest of parameters of the classifiers were also kept as
in the approach by Esplà-Gomis et al. (2015).
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provided by the organisation were used to train the
binary classifiers, both for word and phrase levels,
while the development sets were used as validation
sets on which the training error was computed, in
order to minimise the risk of overfitting. The binary
classifiers for the sub-task on phrase-level MTQE
was trained to optimise the main comparison met-
ric: FBAD

1 ·FOK
1 , while the classifier for word-level

MTQE was trained to optimise the FBAD
1 metric,

which was the main comparison metric in WMT
2015.8

Given that the binary classifier used for the
phrase-level sub-task depends on the output of the
binary classifier for word-level MTQE, the training
process was incremental, training first the word-
level MTQE binary classifiers and then the phrase-
level ones. It is worth mentioning that the binary
classifiers for phrase-level MTQE use the proba-
bilities provided by the best performing system for
word-level MTQE: the one that combines the fea-
tures obtained from on-line sources of bilingual
information with the baseline features. However,
the phrase-level baseline features are only used in
one of the systems submitted.

3.2 Results

Table 1 shows the results obtained by the systems
submitted to the shared task on MTQE, both at
the level of words and at the level of phrases. The
table also includes the results obtained with a bi-
nary classifier trained only on the baseline features
(baseline), in order to estimate the contribution of
the features described in this work on the perfor-
mance of the system. Incidentally, and in spite of
the changes in languages and machine translation
systems, the results obtained for word-level MTQE
are very similar to those obtained by Esplà-Gomis
et al. (2015) for the translation from English into
Spanish.

As can also be seen in Table 1, the classifiers
using only the baseline features outperform those
using only features based on sources of bilingual in-
formation, both at the word level and at the phrase
level. The difference between both feature fami-
lies is specially relevant in the case of the phrase-
level MTQE. However, the most interesting results

8This optimisation metric was chosen by mistake, follow-
ing the implementation by Esplà-Gomis et al. (2015); however,
when repeating the experiments with the correct optimisation,
it was possible to confirm that the difference between the
results of the submission and those obtained with the right
optimisation metric was not significant.

are those obtained when combining both feature
families. As a result of this combination, an im-
provement of 5% in FBAD

1 and more than 8% in
FOK
1 with respect to the baseline is obtained for

word-level MTQE. In the case of phrase-based
MTQE, this improvement is more unbalanced: 1%
for FBAD

1 , and more than 10% in FOK
1 . Therefore,

it is possible to conclude that both the baseline
features and those obtained from sources of bilin-
gual information are reasonably independent and,
therefore, combining them leads to much more suc-
cessful systems for the two granularities evaluated.

4 Concluding remarks

In this paper we have described the submissions of
the Universitat d’Alacant (called UAlacant) team
to the sub-task 2 in the MTQE shared task at WMT
2016, which covers the problems of word-level
and phrase-level MTQE. Our submissions used on-
line available sources of bilingual information in
order to obtain features about the translation hy-
potheses at different granularities. The approach
employed is aimed at being system-independent,
since it only uses resources produced by external
systems, which makes the addition of new sources
of bilingual information straightforward. In fact,
one of the sources of bilingual information used in
the previous edition of the shared task, Apertium,
has been replaced by a new one: Lucy LT. The
results obtained confirm the conclusion by Esplà-
Gomis et al. (2015) that combining the baseline
features with those obtained from external sources
of bilingual information provide a noticeable im-
provement, in this case, not only for word-level
MTQE, but also for phrase-level MTQE.

Some future work may be interesting, specially
as regards the approach to phrase-level MTQE. As
already mentioned, it would be interesting to use bi-
nary classifiers that support sparse features, in order
to be able to directly train a single binary classifier
capable to deal with phrases of any length. This
would make it possible to put together all the data
available, avoiding splitting it into smaller training
sets for different classifiers, and therefore allow-
ing to have larger training data set. On the other
hand, it may also be interesting to try to use the
features defined for word-level MTQE to train the
phrase-level MTQE classifier, instead of defining
two levels of classification. The main disadvan-
tage of this approach would be the large amount of
features, that would make training more expensive.
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Granularity System PBAD RBAD FBAD
1 POK ROK FOK

1 FOK
1 × FBAD

1

word-level
baseline 29.3% 66.4% 40.6% 88.5% 61.6% 72.6% 29.5%
SBI 28.9% 68.1% 40.6% 88.7% 59.9% 71.5% 29.0%
SBI+baseline 35.9% 62.4% 45.6% 89.1% 73.4% 80.5% 36.7%

phrase-level
baseline 33.0% 88.7% 48.2% 83.5% 24.2% 37.5% 18.1%
SBI 30.6% 80.3% 45.9% 82.2% 38.7% 21.3% 9.8%
SBI+baseline 35.6% 80.3% 49.3% 82.2% 38.7% 52.6% 26.0%

Table 1: Precision (P ), recall (R), and F1 score obtained for the four systems submitted to the shared task on MTQE at WMT
2016. Two of them are based exclusively on the use of sources of bilingual information (SBI, see Section 2), and two more
combine these SBI with the baseline features provided by the organisers of the task (SBI+baseline). The table also includes the
results obtained when training the same binary classifier exclusively on the baseline features (baseline).
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Abstract

This paper describes the recurrent neural
network based model for translation qual-
ity estimation. Recurrent neural network
based quality estimation model consists of
two parts. The first part using two bidi-
rectional recurrent neural networks gener-
ates the quality information about whether
each word in translation is properly trans-
lated. The second part using another re-
current neural network predicts the final
quality of translation. We apply this model
to sentence, word and phrase level of
WMT16 Quality Estimation Shared Task.
Our results achieve the excellent perfor-
mance especially in sentence and phrase-
level QE.

1 Introduction

We introduce the recurrent neural network based
quality estimation (QE) model for predicting the
sentence, word and phrase-level translation quali-
ties, without relying on manual efforts to find QE
related features.

Existing QE researches have been usually fo-
cused on finding desirable QE related features
to use machine learning algorithms. Recently,
however, there have been efforts to apply neu-
ral networks to QE and these neural approaches
have shown potential for QE. Shah et al. (2015)
use continuous space language model features for
sentence-level QE and word embedding features
for word-level QE, in combination with other fea-
tures produced by QuEst++ (Specia et al., 2015).
Kreutzer et al. (2015) apply neural networks using
pre-trained alignments and word lookup-table to
word-level QE, which achieve the excellent per-
formance by using the combination of baseline

features at word level. However, these are not
‘pure’ neural approaches for QE.

Kim and Lee (2016) apply neural machine
translation (NMT) models, based on recurrent
neural network, to sentence-level QE. This is the
first try of using NMT models for the translation
quality estimation. This recurrent neural network
based quality estimation model is a pure neural ap-
proach for QE and achieves a competitive perfor-
mance in sentence-level QE (English-Spanish).

In this paper, we extend the recurrent neural
network based quality estimation model to word
and phrase level. Also, we apply this model to
sentence, word and phrase-level QE shared task
(English-German) of WMT16.

2 Recurrent Neural Network based
Quality Estimation Model

Recurrent neural network (RNN) based quality es-
timation model (Kim and Lee, 2016) consists of
two parts: two bidirectional RNNs on the source
and target sentences in the first part and another
RNN for predicting the quality in the second part.

In the first part (Figure 1), modified RNN-based
NMT model generates quality vectors, which in-
dicate a sequence of vectors about target words’
translation qualities. Each quality vector for each
target word has, as not a number unit but a vector
unit, the quality information about whether each
target word is properly translated from source sen-
tence. Each quality vector is generated by decom-
posing the probability of each target word from
the modified NMT model.1 Kim and Lee (2016)
modify the NMT model to 1) use source and target

1Existing NMT models (Cho et al., 2014; Bahdanau et al.,
2015) use RNNs on source and target sentences to predict the
probability of target word.
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Figure 1: First part of recurrent neural network based quality estimation model for generating quality
vectors (Kim and Lee, 2016)

sentences as inputs,2 2) apply bidirectional RNNs
both on source and target sentences, which en-
able to fully utilize the bidirectional quality infor-
mation, and 3) generate quality vectors for target
words as outputs.

In the second part (Figure 2, 3 and 4), the final
quality of translation at various level (sentence-
level/word-level/phrase-level) is predicted by us-
ing the quality vectors as inputs. Kim and Lee
(2016) apply RNN based model to sentence-level
QE and we extend this model to word and phrase-
level QE. In subsection 2.1, 2.2 and 2.3, we de-
scribe the RNN based3 (second part) sentence,
word and phrase-level QE models.4

The cause of these separated parts of the
QE model comes from the insufficiency of QE
datasets to train the whole QE model. Thus, the
QE model is divided into two parts, and then
different training data are used to train each of
the separated parts: large-scale parallel corpora
such as Europarl for training the first part and QE
datasets, provided in Quality Estimation Shared
Task of WMT, for training the second part.

2.1 RNN based Sentence-level QE Model

In RNN based sentence-level QE model (Fig-
ure 2), HTER (human-targeted translation edit
rate) (Snover et al., 2006) in [0,1] for target sen-
tence is predicted by using a logistic sigmoid func-

2In MT/NMT, only source sentence is used as a input. In
QE, however, both source and target sentences can be used as
inputs.

3In all activation functions of RNN, the gated hidden unit
(Cho et al., 2014) is used to learn long-term dependencies.

4We, also, apply feedforward neural network (FNN) to
the second part of QE model (see Appendix A). However, to
reflect the dependencies between quality vectors and to fully
utilize QE related information from QE datasets, we focus on
the RNN based model.
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Figure 2: Recurrent neural network based
sentence-level QE model (SENT/RNN) (Kim and
Lee, 2016)

tion such that

QEsentence( y, x )

=QE′sentence( qy1 , ... , qyT y
)

= σ(Ws s) .

(1)

Ws is the weight matrix of sigmoid function5 at
sentence-level QE. s is a summary unit of the se-
quential quality vectors and is fixed to the last hid-
den state6 hT y

of RNN. The hidden state hj is
computed by

hj = f(qyj , hj−1) (2)

where f is the activation function of RNN (Kim
and Lee, 2016).

2.2 RNN based Word-level QE Model

In RNN based word-level QE model (Figure 3),
we apply bidirectional RNN based binary classifi-
cation (OK/BAD) using quality vectors as inputs.
Through the bidirectional RNN, bidirectional hid-
den states {~hj ,

�
hj} for each target word yj are

5Bias terms are visually omitted in all equations.
6In RNN, the last hidden state is used as the summary of

inputs.
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Figure 3: Recurrent neural network based word-
level QE model (WORD/RNN)
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Figure 4: Recurrent neural network based phrase-
level QE model (PHR/RNN)

made such that7

~hj = f ′(qyj ,
~hj−1)

�
hj = g′(qyj ,

�
hj+1) .

(3)

The forward hidden state ~hj indicates summary
information about the forward translation quality
of target word yj , reflecting qualities of preced-
ing target words {y1, ..., yj−1}. And the back-
ward hidden state

�
hj indicates summary informa-

tion about the backward translation quality of tar-
get word yj , reflecting qualities of following target
words8 {yj+1, ..., yTy}. We use the concatenated

hidden state hwj (= [~hj ;
�
hj ]) to predict the word-

level quality for target word yj such that

QEword( yj , x )

=QE′word( qyj )

=

{
OK , if σ(Ww h

w
j ) ≥ 0.5

BAD, if σ(Ww h
w
j ) < 0.5 .

(4)

Ww is the weight matrix of sigmoid function at
word-level QE.

7f ′(g′) is the activation function of the for-
ward(backward) RNN at word-level QE.

8Ty is the length of target sentence.

2.3 RNN based Phrase-level QE Model

RNN based phrase-level QE model is the extended
version of RNN based word-level QE model (in
subsection 2.2). In RNN based phrase-level QE
model (Figure 4), we also apply bidirectional
RNN based binary classification. We use the sim-
ply averaged quality vector qphj

to predict the
phrase-level quality of the phrase9 phj , composed
of the corresponding target words {y

k
, y

k+1
, ...},

such that

QEphrase( phj , x )

=QE′phrase( qyk , qyk+1
, ... )

=QE′′phrase( qphj
)

=

{
OK , if σ(Wph h

ph
j ) ≥ 0.5

BAD, if σ(Wph h
ph
j ) < 0.5 .

(5)

Wph is the weight matrix of sigmoid function at

phrase-level QE. hphj (= [~hj ;
�
hj ]) is the concate-

nated hidden state for phrase phj of bidirectional
RNN where10

~hj = f ′′(qphj
,~hj−1)

�
hj = g′′(qphj

,
�
hj+1) .

(6)

3 Results

RNN based QE models were evaluated on the
WMT16 Quality Estimation Shared Task11 at sen-
tence, word and phrase level of English-German.
Because whole QE models are separated into two
parts, each part of the QE models is trained sepa-
rately by using different training data. To train the
first part of the QE models, English-German par-
allel corpus of Europarl v7 (Koehn, 2005) were
used. To train the second part of the QE models,
WMT16 QE datasets of English-German (Specia
et al., 2016) were used.

To denote the each method, the following nam-
ing format is used: [level]/[model]-QV[num].
[level] is the QE granularity level: SENT (sen-
tence level), WORD (word level) and PHR (phrase
level). [model] is the type of model used in the
second part: RNN (of subsection 2.1, 2.2 and 2.3)

91 5 j 5 Py where Py is the number of phrases in target
sentence and Py ≤ Ty.

10f ′′(g′′) is the activation function of the for-
ward(backward) RNN at phrase-level QE.

11http://www.statmt.org/wmt16/quality-
estimation-task.html

789



Task 1. Test Pearson’s r ↑ MAE ↓ RMSE ↓ Rank
SENT/RNN-QV2 0.4600 0.1358 0.1860 2
SENT/RNN-QV3 0.4475 0.1352 0.1838 4
SENT/FNN-QV2 0.3588 0.1517 0.2001
SENT/FNN-QV3 0.3549 0.1529 0.2006

BASELINE 0.3510 0.1353 0.1839

Table 1: Results on test set for the scoring variant
of WMT16 sentence-level QE (Task 1).

Task 1. Test Spearman’s ρ ↑ DeltaAvg ↑ Rank
SENT/RNN-QV2 0.4826 0.0766 1
SENT/RNN-QV3 0.4660 0.0753 3
SENT/FNN-QV3 0.3910 0.0589
SENT/FNN-QV2 0.3905 0.0593

BASELINE 0.3900 0.0630

Table 2: Results on test set for the ranking variant
of WMT16 sentence-level QE (Task 1).

and FNN (of subsection A.1, A.2 and A.3). At
QV[num], [num] is the number of iterations while
the first part is trained by using large-scale parallel
corpora to make quality vectors (QV).

3.1 Results of Sentence-level QE (Task 1)
Pearson’s correlation (r), mean absolute error
(MAE), and root mean squared error (RMSE) are
used to evaluate the scoring variant of sentence-
level QE. And Spearman’s rank correlation (ρ) and
DeltaAvg are used to evaluate the ranking variant
of sentence-level QE.

Table 1 and 2 (Table B.1 and B.2) present
the results of the QE models on test (develop-
ment) set for the scoring and ranking variants
of the WMT16 sentence-level QE shared task
(Task 1). In all aspects of evaluation at sentence-
level QE, the RNN based QE model (SENT/RNN)
showed the better performance than the FNN
based QE model (SENT/FNN). Our two methods
(SENT/RNN-QV2 and SENT/RNN-QV3), partic-
ipated in WMT16 sentence-level QE shared task,
achieved top rank: each 2nd and 4th at the scoring
variant and each 1st and 3rd at the ranking variant.

3.2 Results of Word-level and Phrase-level
QE (Task 2)

The multiplication of F1-scores for the ‘OK’ and
‘BAD’ classes and F1-score for the ‘BAD’ class
are used to evaluate the word-level and phrase-
level QE.

Table 3 and 4 (Table B.3 and B.4) respectively
present the results on test (development) set of the
WMT16 word-level and phrase-level QE shared
task (Task 2). In all aspects of evaluation at word-
level and phrase-level QE, the RNN based QE

Task 2. Test Multiplication of F1- F1-
Word-level F1-OK and F1-BAD ↑ Bad ↑ OK ↑ Rank

WORD/RNN-QV3 0.3803 0.4475 0.8498 5
WORD/RNN-QV2 0.3759 0.4538 0.8284 6
WORD/FNN-QV3 0.3273 0.3800 0.8615
WORD/FNN-QV2 0.3241 0.3932 0.8242

BASELINE 0.3240 0.3682 0.8800

Table 3: Results on test set of WMT16 word-level
QE (Task 2).

Task 2. Test Multiplication of F1- F1-
Phase-level F1-OK and F1-BAD ↑ Bad ↑ OK ↑ Rank

PHR/RNN-QV3 0.3781 0.4950 0.7639 2
PHR/RNN-QV2 0.3693 0.4785 0.7718 3
PHR/FNN-QV3 0.3505 0.4722 0.7423
PHR/FNN-QV2 0.3353 0.4413 0.7599

BASELINE 0.3211 0.4014 0.8001

Table 4: Results on test set of WMT16 phrase-
level QE (Task 2).

models (WORD/RNN and PHR/RNN) showed the
better performance than the FNN based QE mod-
els (WORD/FNN and PHR/FNN). Our two meth-
ods (WORD/RNN-QV3 and WORD/RNN-QV2),
participated in WMT16 word-level QE shared
task, achieved each 5th and 6th rank. Our two
methods (PHR/RNN-QV3 and PHR/RNN-QV2),
participated in WMT16 phrase-level QE shared
task, achieved top rank: each 2nd and 3rd.

4 Conclusion

This paper described recurrent neural network
based quality estimation models of sentence, word
and phrase level. We extended the (existing
sentence-level) recurrent neural network based
quality estimation model to word and phrase level.
And we applied these models to sentence, word
and phrase-level QE shared task of WMT16.
These recurrent neural network based quality esti-
mation models are pure neural approaches for QE
and achieved excellent performance especially in
sentence and phrase-level QE.
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Appendix

A Feedforward Neural Network (FNN)
based Quality Estimation Model

In this section, we describe the FNN based (sec-
ond part) QE models of sentence, word and phrase
level, for comparison with RNN based (second
part) QE models. Quality vectors, generated from
the same RNN based first part QE model, are used
as inputs.

A.1 FNN based Sentence-level QE Model

In FNN based sentence-level QE model (Fig-
ure A.1), we also use a logistic sigmoid function
of (1). But in FNN based model we make each
hidden state hj by only using each quality vector
qyj for target word yj . And for s, which is a sum-
mary unit of the whole quality vectors, we simply
average all hidden states {h1, ..., hT y

}.
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Figure A.1: Feedforward neural network based
sentence-level QE model (SENT/FNN)

A.2 FNN based Word-level QE Model

In FNN based word-level QE model (Fig-
ure A.2), we apply FNN based binary classifica-
tion (OK/BAD) using quality vectors as input. By
only using each quality vector qyj for target word
yj , each hidden state hj(= hwj ) is made. We pre-
dict the word-level QE by (4).
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Figure A.2: Feedforward neural network based
word-level QE model (WORD/FNN)
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A.3 FNN based Phrase-level QE Model
In FNN based phrase-level QE model (Fig-
ure A.3), we also apply FNN based binary clas-
sification (OK/BAD). By only using the averaged
quality vector qphj

for the phrase phj , composed
of the corresponding target words {y

k
, y

k+1
, ...},

the hidden state hj(= hphj ) is made. We predict
the phrase-level QE by (5).
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Figure A.3: Feedforward neural network based
phrase-level QE model (PHR/FNN)

B Results on Development Set of
WMT16 QE Shared Task

Task 1. Dev Pearson’s r ↑ MAE ↓ RMSE ↓
SENT/RNN-QV2 0.4661 0.1340 0.1921
SENT/RNN-QV3 0.4658 0.1341 0.1896
SENT/FNN-QV3 0.3915 0.1539 0.2007
SENT/FNN-QV2 0.3904 0.1560 0.2015

Table B.1: Results on development set for the
scoring variant of WMT16 sentence-level QE
(Task 1).

Task 1. Dev Spearman’s ρ ↑ DeltaAvg ↑
SENT/RNN-QV3 0.5222 0.0882
SENT/RNN-QV2 0.5154 0.0892
SENT/FNN-QV3 0.4370 0.0697
SENT/FNN-QV2 0.4227 0.0693

Table B.2: Results on development set for the
ranking variant of WMT16 sentence-level QE
(Task 1).

Task 2. Dev. Multiplication of F1- F1-
Word-level F1-OK and F1-BAD ↑ Bad ↑ OK ↑

WORD/RNN-QV3 0.3880 0.4567 0.8496
WORD/RNN-QV2 0.3838 0.4617 0.8313
WORD/FNN-QV3 0.3227 0.3812 0.8597
WORD/FNN-QV2 0.3171 0.3878 0.8178

Table B.3: Results on development set of
WMT16 word-level QE (Task 2).

Task 2. Dev. Multiplication of F1- F1-
Phase-level F1-OK and F1-BAD ↑ Bad ↑ OK ↑

PHR/RNN-QV2 0.3831 0.4955 0.7731
PHR/RNN-QV3 0.3770 0.4975 0.7578
PHR/FNN-QV3 0.3526 0.4755 0.7416
PHR/FNN-QV2 0.3391 0.4447 0.7626

Table B.4: Results on development set of
WMT16 phrase-level QE (Task 2).
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Abstract

This paper describes Yandex School of
Data Analysis (YSDA) submission for
WMT2016 Shared Task on Quality Esti-
mation (QE) / Task 1: Sentence-level pre-
diction of post-editing effort. We solve the
problem of quality estimation by using a
machine learning approach, where we try
to learn a regressor from feature space to
HTER score. By enriching the baseline
features with the syntactical features and
additional translation system based fea-
tures, we achieve Pearson correlation of
0.525 on the test set.

1 Introduction

The WMT’16 QE has included the sentence level
sub-task. The goal is to predict the amount of ef-
fort required to post-edit machine-translated sen-
tences. For this task the organizers provide a
parallel corpus of English-German sentences ob-
tained via some machine translation system, as
well as corresponding manually post-edited ref-
erence sentences. The amount of post-editing is
measured by edit-distance rate HTER (Snover et
al., 2006) between the system’s translation and the
reference translation. HTER scores were com-
puted by TER1 software.

Our system extracts numerical features from
sentences and uses a machine learning approach
to predict HTER score. In addition to the baseline
features we include syntactic features.

We also found that HTER scores have a long
tailed distribution. More than 60% of examples
have HTER score less than 30, at the same time
the maximum value (on provided data) is 150,
but there are only few sentences getting such high
score. This observation led us to an idea first to

1http://www.cs.umd.edu/˜snover/tercom/

predict BLEU (which is currently the most pop-
ular metric for evaluation in MT (Papineni et al.,
2002).

The paper is structured as follows: Section 2
describes analysis of provided data, Section 3 con-
tains machine learning setup and features details,
Section 4 summarizes and discusses the results.

2 Data analysis

The main goal of this task is to predict HTER
score given source sentence and corresponding
translation. The corpus contains HTER scores
greater than 100 (in this task we use HTER *
100%, so the values should be in the range from 0
to 100). Organizers advised to clip scores at 100.

To analyze the data set we plotted the distribu-
tion of HTER (based on capped train data) (see
Figure 1 and distribution statistics in Table 1).

Figure 1: HTER distribution for train data

HTER BLEU
mean 25.79 0.61
std 20.59 0.24
min 0.0 0.07
25% 9.10 0.42
50% 23.08 0.60
75% 38.46 0.80
max 100.0 1.0

Table 1: Statistics of HTER and BLEU for train
data
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The plot demonstrates that more than 3% of all
examples have score equal to 0. This distribution
has sample median of 23 and a long tail. There-
fore, the problem is to predict this tail by a few
number of examples.

Motivated by this statistics we computed BLEU
score, using translation and post-edited variant as
a reference. We found that HTER and BLEU have
a high Pearson correlation (-0.8423), while BLEU
distribution is much easier to predict. Comparison
of distributions can be found in Table 1.

According to our experiments, modified 2-gram
precision (Papineni et al., 2002) has the best Pear-
son correlation with HTER (-0.943). For this rea-
son we decided also to use modified 2-gram preci-
sion to simplify prediction problem.

3 Model description

This section describes the regression algorithm
used to predict HTER score and features details.

3.1 Algorithms
We use SVR with RBF-kernel from scikit-learn
toolkit2 for both regressors (BLEU and modified
2-gram precision), where C and γ were found by
grid search on cross-validation. Then we use lin-
ear kernel SVR to combine predictions from the
previous stage to predict target HTER.

3.2 Features
Along with the provided baseline features (Section
3.2.1), we extracted our own features:

• syntactically motivated features (Section
3.2.2)

• web-scaled language model features (Section
3.2.3)

• pseudo-reference and back-translation fea-
tures (Section 3.2.4)

• miscellaneous features (Section 3.2.5)

• combinations of described above features
(Section 3.2.6)

3.2.1 Baseline features
The next 17 baseline features were provided by or-
ganizers (Bojar et al., 2015):

1. number of tokens in the source sentence

2. number of tokens in the target sentence
2http://scikit-learn.org/

3. average source token length

4. LM probability of source sentence

5. LM probability of target sentence

6. number of occurrences of the target word
within the target hypothesis (averaged for all
words in the hypothesis - type/token ratio)

7. average number of translations per source
word in the sentence (as given by IBM 1 table
thresholded such that prob(t|s) > 0.2)

8. average number of translations per source
word in the sentence (as given by IBM 1 ta-
ble thresholded such that prob(t|s) > 0.01)
weighted by the inverse frequency of each
word in the source corpus

9. percentage of unigrams in quartile 1 of fre-
quency (lower frequency words) in a corpus
of the source language (SMT training corpus)

10. percentage of unigrams in quartile 4 of fre-
quency (higher frequency words) in a corpus
of the source language

11. percentage of bigrams in quartile 1 of fre-
quency of source words in a corpus of the
source language

12. percentage of bigrams in quartile 4 of fre-
quency of source words in a corpus of the
source language

13. percentage of trigrams in quartile 1 of fre-
quency of source words in a corpus of the
source language

14. percentage of trigrams in quartile 4 of fre-
quency of source words in a corpus of the
source language

15. percentage of unigrams in the source sen-
tence seen in a corpus (SMT training corpus)

16. number of punctuation marks in the source
sentence

17. number of punctuation marks in the target
sentence

3.2.2 Syntactically motivated features
We decided to use morphosyntactical information,
that can be extracted from source and translation
sentences.

To collect this information we used an im-
plementation of dependency parser described in
(Zhang and Nivre, 2011), trained for English and
German.
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The intuition is the more syntactically complex
the source sentence is, the more corrections during
post-editing are needed.

Firstly, the features based on syntactic tree
structure for source and translation were extracted:

• tree width, i.e. how many dependencies the
root has

• maximum tree depth, i.e. maximum number
of dependency levels in the tree

• average depth of the tree

• proportion of internal nodes in the tree

Secondly, the information obtained from POS-tags
and dependency roles (for both: source and trans-
lation) was used:

• number of verbs

• number of verbs with dependent subjects

• number of nouns

• number of subjects

• whether the sentence begins with a verb (in-
dicator feature)

• number of conjunctions

• whether the German polite imperative is used
as a translation for the simple English imper-
ative (‘Fügen Sie’ for ‘Add’).

Thirdly, source-side syntactic features were ex-
tracted:

• number of relative clauses (the more relative
clauses the sentence has, the poorer the trans-
lation is likely to be)

• number of attributive clauses

Due to the parser’s imperfection, it is also use-
ful to inform the machine learning algorithm how
confident we are that the sentence is parsed cor-
rectly. We use parsing scores for source and trans-
lation as additional features, as well as their differ-
ence, bearing the following observation in mind:
it is more difficult to parse poorly translated sen-
tence and a large difference is likely to be an indi-
cator that more corrections will be required during
post-editing.

3.2.3 Additional resources
It is well known that the performance of SMT sys-
tems heavily relies on the quality of their language
models. We used in-house web-scale language
models containing hundreds of millions ngrams to
make the following features:

• Web LM probability for source and transla-
tion

• Web LM probability for translation with
splitted compounds

• Web LM probability for translation without
punctuation

• percentage of rare words in translated sen-
tence – for each word we calculate Web LM
probability and count percentage of words
with weights lower than certain threshold.
Threshold was chosen empirically by as-
sumption, that terms, compounds, foreign
and other rare words have lower probability.
About 30% of all unique words in train set
were marked as rare.

3.2.4 Pseudo-references and
back-translations

Another set of features was obtained by using
translations from additional online translation sys-
tem3. For our purposes we generated two types of
translations:

• pseudo-references for source sentence

• back-translations (Shigenobu, 2007) for ma-
chine translation

For both types of translation we calculated fol-
lowing features:

• BLEU

• modified 1-gram precision

• modified 2-gram precision

• modified 3-gram precision

• modified 4-gram precision

• brevity penalty

3.2.5 Miscellaneous features
We propose to use some information, which can
be obtained from plain text:

3http://translate.yandex.com/
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• number of quotation marks – an odd number
of quotations in the translation often indicates
incorrect translation

• number of words ending with hyphen –
a possible indicator of sentence complex-
ity and, sometimes, errors (“Pinsel- Pop-
upmenü” should be “Pinsel-Popupmenü” or
“Überschriften- und eine Liste” should be
“Überschrift und einer Liste”)

• whether the sentence contains an url address

• number of untranslated words

Some features were based on data provided for
the QE sub-task 2 “Word and phrase-level QE” –
word-level alignments between source and trans-
lation sentences:

• mean number of alignments for each source
word

• maximum number of alignments for each
source word

• number of unaligned words in translation

3.2.6 Feature combinations
Also we decided to use additional features, which
were combined from ones described earlier. For
example, if source part had 2 quotations, and
translation has 3, we decided to indicate it some-
how. For these reason we added differences be-
tween following features:

• number of punctuation marks in source and
translation sentences

• number of quotations in source and transla-
tion sentences

• LM probabilities of source and translation
sentences

• Web LM probabilities of source and transla-
tion sentences

• Web LM probabilities of translation before
and after compounds splitting

• Web LM probabilities of source sentence and
translation with splitted compounds

• Web LM probabilities of source sentence and
translation without punctuation

• number of words in source and translation
sentences

4 Experiments and Results

4.1 Preprocessing

Taking into consideration domain specifics of the
data, i.e. large amount of URLs, file names, as
well as presence of compounds in German, we
make a simple preprocessing by applying the fol-
lowing rules:

• replace URLs and file names with a single
dummy token

• split German compounds with compound
splitting algorithm similar to (Koehn and
Knight, 2003)

• remove redundant punctuation from provided
machine translations

4.2 Feature selection

We applied the following popular feature selection
algorithms to detect weak features:

• removing features with low variance

• univariate feature selection

Due to this analysis, two baseline features were
removed: “percentage of unigrams in quartile 1
of frequency (lower frequency words) in a cor-
pus of the source language (SMT training corpus)”
and “percentage of trigrams in quartile 1 of fre-
quency of source words in a corpus of the source
language”.

4.3 Feature scaling

Since features have different nature, fea-
ture normalization is needed. Every feature
was scaled with the following transformation
x = x−mean(x)

std(x) , where mean is the feature’s
mean value and std is its standard deviation.
Mean and std for each feature were extracted from
train set. After this procedure every feature has
zero mean and a standard deviation of 1.

4.4 Evaluation

There are three metrics for this task: Pearson cor-
relation (primary metric), MSE, and RMSE. The
main disadvantage of using MSE and RSME here
is a long tail of target values: if the model fails
to predict a high score, an absolute error for this
prediction will be large as well.

796



Features set Pearson correlation MAE RMSE
Baseline 0.387 13.83 18.98
Baseline + Syntax 0.438 13.50 18.51
Baseline + Syntax + Web LM 0.469 13.30 18.24
Baseline + Syntax + Web LM + Pseudo references 0.519 12.75 17.71
Baseline + Syntax + Web LM + Pseudo references +
Miscellaneous + Combinations

0.530 12.60 17.35

Table 2: Results on dev set

Features set Pearson correlation MAE RMSE
Baseline 0.370 13.43 18.05
Baseline + Syntax 0.445 12.95 17.44
Baseline + Syntax + Web LM 0.489 12.72 17.01
Baseline + Syntax + Web LM + Pseudo references 0.530 12.28 16.51
Baseline + Syntax + Web LM + Pseudo references +
Miscellaneous + Combinations

0.525 12.30 16.41

Table 3: Results on test set

4.5 Results
Results on dev and test sets can be found in Ta-
bles 2 and 3 respectively. All experiments have
the same preprocessing setup. Since BLEU ranges
from 0 to 1, we clip predicted values to fit into this
interval. Predicted HTER is also clipped to fit into
[0, 100] interval.

Feature set names are as follows:

1. Baseline features contains provided 17 fea-
tures. For the next experiments we used 15
baseline features, which remained after fea-
ture selection.

2. Syntax features use syntactical information
about sentences (Section 3.2.2).

3. Web LM features are additional resource fea-
tures (Section 3.2.3).

4. Pseudo references features use informa-
tion from pseudo-references and back-
translations (Section 3.2.4).

5. Miscellaneous + Combinations features in-
clude miscellaneous information from sen-
tences and features combinations (Sec-
tion 3.2.5, Section 3.2.6).

So the experiments described above led to sig-
nificant improvement of classifier’s quality. The
most noticeable increase was achieved by imple-
menting syntactically motivated features. This re-
sult is related to the fact that sentences with com-
plex syntactical structure are difficult to translate.
Moreover, syntax of poorly translated sentences is

harder to parse, leading to less confident parsing
scores.

Adding features based on pseudo-references
also improves the quality of our model. Those
cases, where translations differ from pseudo-
references, are likely to be complex for MT. Back-
translation features were also helpful for checking
out whether the original meaning was lost during
translation.

It is worth noting, that optimal features for the
test set and the dev set differ. The best model has
been chosen according to the dev set, so some ad-
justment to this set could occur. Despite it there
are only 1000 sentences in the dev set and this
could be insufficient for obtaining adequate esti-
mation.

4.6 Feature importances
After model training we calculated the most infor-
mative features using Random Forest (Breiman,
2001) algorithms:

• modified 2-gram precision for pseudo-
reference (Pseudo references)

• percentage of trigrams in quartile 4 of fre-
quency of source words in a corpus of the
source language (Baseline)

• LM probability of source sentence (Baseline)

• difference between syntactical parser scores
of source and machine translation (Syntax)

• BLEU for pseudo-reference (Pseudo refer-
ences)
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• percentage of bigrams in quartile 4 of fre-
quency of source words in a corpus of the
source language (Baseline)

• BLEU for back-translation (Pseudo refer-
ences)

• difference between LM probability of source
and translation (Combinations)

• Web LM probability of machine translation
(Web LM)

• average number of translations per source
word in the sentence (as given by IBM 1 table
thresholded such that prob(t|s) > 0.2) (Base-
line)

4.7 Discussion
While analyzing results we found some MT-
sentences, that receive small scores from our algo-
rithm (predicted HTER – pHTER) and at the same
time have large HTER scores.

There are cases, where the editor attempts to
broaden the context rather than to minimize the
number of corrections. For example, while the
original translation is valid and no corrections are
needed, it is completely rewritten by the editor:

SRC: Complete the dialog box .
MT: Füllen Sie das Dialogfeld .
PE: Nehmen Sie im Dialogfeld die er-

forderlichen Einstellungen vor .
HTER: 66.667
pHTER: 7.899
It can be seen here, that our regressor predicts

small edit distance, while edit distance between
MT and PE is over 50 (that means the translation
is incorrect).

There is also inconsistency in the way German
compounds are treated. In some cases a com-
pound in machine translation is replaced with a
combination of two words in post-edited sentence,
while in others it remains joined. For example,
in one case “Kanälebedienfeld” is replaced with
“Bedienfeld Kanäle”, but in another – it stays the
same. And the difference between HTER score
and predicted score in second case is larger, re-
spectively. There are also opposite cases, when
words are joined into a single German compound
in post-edited sentence.

Similar observation holds for sentences with
if-clauses, where they are swapped with main
clauses: in some cases post-edited sentence con-
tains swapped clauses, but in others the original
order is kept.

It was noticed, that there is no regularity in post-
editings. This can lead to greater difference be-
tween original and predicted HTER scores as well
as cause noise during machine learning. It can also
be critical while training set is not very large and
peculiarities mentioned above can affect algorithm
adversely.

5 Conclusions and future work

In this paper YSDA submission for WMT16
Shared Task on Quality Estimation (QE) / Task 1:
Sentence-level prediction of post-editing effort, is
discussed. This work is based on the idea that the
more complex the sentence is the more difficult
it is to translate. For this purpose, the informa-
tion, provided by syntactic parsing, was used. This
allowed to estimate the quality of machine trans-
lated sentences as well as complexity of source
sentences. We also decided to replace the target
metric for the regressor (HTER to BLEU) to ob-
tain a more robust machine learning solution. Fur-
ther work will address the implementation of our
model for other language pairs. It would be inter-
esting to study how this approach works for dis-
tant language pairs (i.e. English-Turkish). We also
plan to work on syntactically motivated features in
order to extract more complex, as well as more in-
formative, features from parsed data.
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Abstract

We describe the submissions of the Uni-
versity of Sheffield (USFD) for the phrase-
level Quality Estimation (QE) shared task
of WMT16. We test two different ap-
proaches for phrase-level QE: (i) we en-
rich the provided set of baseline features
with information about the context of the
phrases, and (ii) we exploit predictions
at other granularity levels (word and sen-
tence). These approaches perform closely
in terms of multiplication of F1-scores
(primary evaluation metric), but are con-
siderably different in terms of the F1-
scores for individual classes.

1 Introduction

Quality Estimation (QE) of Machine Translation
(MT) is the task of determining the quality of
an automatically translated text without compar-
ing it to a reference translation. This task has
received more attention recently because of the
widespread use of MT systems and the need to
evaluate their performance on the fly. The prob-
lem has been modelled to estimate the quality of
translations at the word, sentence and document
levels (Bojar et al., 2015). Word-level QE can
be particularly useful for post-editing of machine-
translated texts: if we know the erroneous words in
a sentence, we can highlight them to attract post-
editor’s attention, which should improve both pro-
ductivity and final translation quality. However,
the choice of words in an automatically translated
sentence is motivated by the context, so MT er-
rors are also context-dependent. Moreover, as it
has been shown in (Blain et al., 2011), errors in
multiple adjacent words can be caused by a sin-
gle incorrect decision — e.g. an incorrect lexical
choice can result in errors in all its syntactic de-

pendants. The task of estimating quality at the
phrase level aims to address these limitations of
word-level models for improved prediction perfor-
mance.

The first effort to estimate the quality of trans-
lated n-grams (instead of individual words) was
described in (Gandrabur and Foster, 2003), but
there the multi-word nature of predictions was
motivated by the architecture of the MT system
used in the experiment: an interactive MT system
which did not translate entire sentences, but rather
predicted the next n word translations in a sen-
tence. An approach was designed to estimate the
confidence of the MT system about the prediction
and was aimed at improving translation prediction
quality.

The phrase-level QE in its current formulation
– estimation of the quality of phrases in a pre-
translated sentence using external features of these
phrases – was first addressed in the work of Lo-
gacheva and Specia (2015), where the authors
segmented automatically translated sentences into
phrases, labelled these phrases based on word-
level labels and trained several phrase-level QE
models using different feature sets and machine
learning algorithms. The baseline phrase-level QE
system used in this shared task was based on the
results in (Logacheva and Specia, 2015).

This year’s Conference on Statistical Machine
Translation (WMT16) includes a shared task on
phrase-level QE (QE Task 2p) for the first time.
This task uses the same training and test data as the
one used for the word-level QE task (QE Task 2):
the set of English sentences, their automatic trans-
lations into German and their manual post-editions
performed by professional translators. The data
belongs to the IT domain. The training set con-
tains 12,000 sentences, development and test sets
— 1,000 and 2,000 sentences, respectively. For
model training and evaluation, the words are la-
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belled as “BAD” or “OK” based on labelling gen-
erated with the TERcom tool1: if an edit oper-
ation (substitution or insertion) was applied to a
word, it is labelled as “BAD”; contrarily, if the
word was left unchanged, it is considered “OK”.
For the phrase-level task, the data was segmented
also into phrases. The segmentation was given by
the decoder that produced the automatic transla-
tions. The segments are labelled at the phrase level
using the word-level labels: a phrase is labelled as
“OK” if it contains only words labelled as “OK”;
if one or more words in a phrase are “BAD”’, the
phrase is “BAD” itself. The predictions are done
at the phrase level, but evaluated at the word level:
for the evaluation phrase-level labels are unrolled
back to their word-level versions (i.e. if a three-
word phrase is labelled as “BAD”, it is equivalent
to three “BAD” word-level labels).

The baseline phrase-level features provided by
the organisers of the task are black-box features
that were originally used for sentence-level quality
estimation and extracted using the QuEst toolkit2

(Specia et al., 2015). While this feature set consid-
ers many aspects of sentence quality (mostly the
ones that do not depend on internal MT system
information and do not require language-specific
resources), it has an important limitation when ap-
plied to phrases. Namely, it does not take into
account the context of the phrase, i.e. words and
phrases in the sentence, either before or after the
phrase of interest. In order to advance upon the
baseline results, we enhanced the baseline feature
set with contextual information for phrases.

Another approach we experimented with is the
use of predictions made by QE models at other
levels of granularity: word level and sentence
level. The motivation here is twofold. On the one
hand, we use a wider range of features which are
unavailable at the phrase level. On the other hand,
the use of word-level and sentence-level predic-
tions can help mitigate the uncertainty of phrase-
level scores: there, a phrase is labelled as “BAD”
if it has any number of “BAD” words, so “BAD”
phrases can be of very different quality. We be-
lieve that information on the quality of individual
words and the overall quality of a sentence can
be complementary for phrase-level quality predic-
tion.

The rest of the paper is organised as follows. We
1http://www.cs.umd.edu/˜snover/tercom/
2http://www.quest.dcs.shef.ac.uk/

quest_files/features_blackbox

describe our context-based QE strategy in Section
2. In Section 3 we explain our approach to build
phrase-level QE models using predictions of other
levels. Section 4 reports the final results, while
Section 5 outlines directions for future work.

2 Context-based model

The feature set used for the baseline system in the
shared task considers various aspects of a phrase.
It has features that allow to evaluate the likelihood
of its source and target parts individually (e.g.
probabilities of its source and target phrases as
given by monolingual language models), and also
the correspondences between the parts (e.g. the
ratio of numbers of punctuation marks and words
of particular parts of speech in the source and tar-
get sides of the phrase). However, this feature set
does not take into account the words surrounding
an individual phrase. This is explained by the fact
that the feature set was originally designed for QE
systems which evaluate the quality of automatic
translations at the sentence level. Sentences in
an automatically translated text are generally pro-
duced independently from each other, given that
most MT systems cannot take extra-sentential con-
text into account. Therefore, context features are
rarely used for sentence-level QE.

2.1 Features
In order to improve the representation of phrases,
we use a number of additional features (CON-
TEXT) that depend on phrases to the left and right
of the phrase of interest, as well as the phrase it-
self. The intuition behind these features is that
they evaluate how well a phrase fits its context.
Here we list the new features and the values they
can take:

• out-of-vocabulary words (binary) — we
check if the source phrase has words which
do not occur in a source corpus. The feature
has value 1 if at least one of source words is
out-of-vocabulary and 0 otherwise;

• source/target left context (string) — last
word of the previous source/target phrase;

• source/target right context (string) — first
word of the next source/target phrase;

• highest order of n-gram that includes the
first target word (0 to 5) — we take the n-
gram at the border between the current and

801



previous phrase and generate the combina-
tion of the first target word in the phrase
and 1 to 4 words that precede it in the sen-
tence. Let us denote the first word from
the phrase wfirst and the 4-grams from the
previous phrase p−4p−3p−2p−1. If the en-
tire 5-gram p−4p−3p−2p−1wfirst exists in
the target LM, the feature value is 5. If it
is not in the LM, n-grams of lower order
(from p−3p−2p−1wfirst to unigram wfirst)
are checked, and the feature value is the or-
der of the longest n-gram found in the LM;

• highest order of n-gram that includes the
last target word (0 to 5) — feature that
considers the n-gram wlastp1p2p3p4 (where
wlast is the last target word of the current
phrase and p1p2p3p4 is the opening 4-gram
of the next feature) analogously to the previ-
ous feature;

• backoff behaviour of first/last n-gram (0
to 1) — backoff behaviour of n-grams
p−2p−1wfirst and wlastp1p2, computed as
described in (Raybaud et al., 2011).

• named entities in the source/target (bi-
nary) — we check if the source and target
phrases have tokens which start with capital
letters;

• part of speech of the source/target
left/right context (string) — we check parts
of speech of words that precede or follow the
phrase in the sentence.

Some of these features (e.g. highest n-gram or-
der, backoff behaviour, contexts) are used because
they have been shown useful for word-level QE
(Luong et al., 2013), others are included because
we believe they can be relevant for understanding
the quality of phrases.

We compare the performance of the baseline
feature set with the feature set extended with con-
text information. The QE models are trained using
CRFSuite toolkit (Okazaki, 2007). We chose to
train a Conditional Random Fields (CRF) model
because it has shown high performance in word-
level QE (Luong et al., 2013) as well as phrase-
level QE (Logacheva and Specia, 2015) tasks.
CRFSuite provides five optimisation algorithms:
L-BFGS with L1/L2 regularization (lbfgs), SGD
with L2-regularization (l2sgd), Averaged Percep-
tron (ap), Passive Aggressive (pa), and Adaptive

Feature set
Baseline Extended

lbfgs 0.270 0.332
l2sgd 0.238 0.358
ap 0.316 0.355
pa 0.329 0.357
arow 0.292 0.315

Table 1: F1-multiplied scores of models trained on
baseline and extended feature sets using different
optimisation algorithms for CRFSuite.

Regularization of Weights (arow). Since these al-
gorithms could perform differently in our task, we
tested all of them on both baseline and extended
feature sets, using the development set.

Table 1 shows the performance of our CRF
models trained with different algorithms. We can
see that the extended feature set clearly outper-
forms the baseline for all algorithms. Passive-
Aggressive scored higher for the baseline feature
set and is also one of the best-performing algo-
rithms on the extended feature set. Therefore,
we used the Passive-Aggressive algorithm for our
subsequent experiments and the final submission.

2.2 Data filtering

Many datasets for word-level QE suffer from the
uneven distribution of labels: the “BAD” words
occur much less often than those labelled as “OK”.
This characteristic stems from the nature of the
word-level QE task: we need to identify erro-
neous words in an automatically translated text,
but the state-of-the-art MT systems allow produc-
ing texts of high enough quality, where only a few
words are incorrect. Since for the shared task data
the phrase-level labels were generated from word-
level labels, we run into the same problem at the
phrase level. Here the discrepancy is not so large:
the “BAD” labels make for 25% of all labels in
the training dataset for the phrase-level task. How-
ever, we believe it is still useful to reduce this dis-
crepancy.

Previous experiments with word-level QE
showed that the distribution of labels can be
smoothed by filtering out sentences with little or
no errors (Logacheva et al., 2015). Admittedly,
if a sentence has no “BAD” words it lacks infor-
mation about one of the classes of the problem,
and thus it is less informative. We thus applied the
same strategy to phrase-level QE: we ranked the
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Figure 1: Performance of the phrase-level QE
model with different numbers of training sen-
tences.

training sentences by their HTER score (ratio of
“BAD” words in a sentence) so that the worst sen-
tences are closer to the top of the list, and trained
our phrase-level QE model using only N top sen-
tences from the training data (i.e. only sentences
with larger number of errors).

Figure 1 shows how the scores of our phrase-
level models change as we add more training data.
We examine F1-scores for both “BAD” and “OK”
classes as well as their multiplication, which is the
primary metric for the task (denoted as F1-mult).
The flat lines denote the scores of a model that
uses the entire dataset (12,000 sentences): red for
F1-OK, blue for F1-OK, green for F1-mult. It
is clear that F1-BAD benefits from filtering out
sentences with less errors. The models with re-
duced data never reach the F1-OK score of the
ones which use the full dataset, but their higher
F1-BAD scores result in overall improvements in
performance. The F1-mult score reaches its maxi-
mum when the training set contains only sentences
with errors (9,280 out of 12,000 sentences), al-
though F1-BAD score is slightly lower in this case
than with a lower number of sentences. Since F1-
mult is our main metric, we use this version of the
filtered dataset for the final submission.

3 Prediction-based model

Following the approach in (Specia et al., 2015),
which makes use of word-level predictions at sen-
tence level, we describe here the first attempt to
using both word-level and sentence-level predic-
tions for phrase-level QE (W&SLP4PT).

Phrase-level labels by definition depend on the

quality of individual words comprising the phrase:
each phrase-level label in the training data is the
generalisation of word-level labels within the con-
sidered phrase. However, we argue that the quality
of a phrase can also be influenced by overall qual-
ity of the sentence.

We used the following set of features based on
predictions of different levels of granularity and on
the phrase segmentation itself:

• Sentence-level prediction features:

1. sentence score — quality prediction
score assigned for the current sentence.
Same feature value for all phrases in a
sentence.

• Phrase segmentation features:

2. phrase ratio — ratio of the length of the
current phrase to the length of the sen-
tence;

3. phrase length — number of words in the
current phrase.

• Word-level prediction features:

4/5. number of words predicted as
“OK”/“BAD” in the current phrase;

6/7. number of words predicted as
“OK”/“BAD” in the sentence.

Similarly to the context-based model described
in Section 2, we trained our prediction-based
model with the CRFSuite toolkit and the Passive-
Aggressive algorithm. The phrase segmentation
features are extracted from the data itself and
do not need any additional information. The
sentence-level score is produced by the SHEF-
LIUM-NN system, a sentence-level QE system
with neural network features as described in (Shah
et al., 2016). The word-level prediction fea-
tures are produced by the SHEF-MIME QE sys-
tem (Beck et al., 2016), which uses imitation
learning to predict translation quality at the word
level.

4 Results

We submitted two phrase-level QE systems: the
first one uses the set of baseline features enhanced
with context features, the second one uses the fea-
tures based on predictions made by word-level and
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F1-BAD F1-OK F1-mult
W&SLP4PT 0.486 0.757 0.368
CONTEXT 0.470 0.777 0.365
BASELINE 0.401 0.800 0.321

Table 2: Performance of our official submissions
on the test set.

sentence-level QE models, plus the phrase seg-
mentation features. The performance of our of-
ficial submissions on the test set is given in Table
2.

For the prediction-based model, we used word-
level predictions from the MIME system with
β=0.3. While (Beck et al., 2016) reports bet-
ter performance with β = 1, we obtained slightly
lower performance both on F1-mult = 0.367 and
F1-OK = 0.739. Only F1-BAD was better = 0.497.

Even though the two systems are very differ-
ent in terms of the features they use, their perfor-
mance is very similar. The prediction-based model
is slightly better in terms of F1-BAD, whereas the
context-based model predicts “OK” labels more
accurately. Both systems outperform the baseline.

In terms of the F1-multiplied metric, our
prediction-based and context-based systems
ranked 4th and 5th (out of 10 systems) in the
shared task, respectively.

4.1 Model combination

Since both our models outperform the baseline
system, we also combined them after the offi-
cial submission to check whether further improve-
ments could be obtained. Surprisingly, we got
the exact same prediction performance as our
prediction-based model. This is because two fea-
tures of our prediction-based model – the number
of words predicted as “BAD”/“OK” in the current
phrase – have a strong bias and do most of the job
by themselves3. The reason of this behaviour lies
in the way both the training and test data have been
tagged for the phrase-level task. The labelling was
adapted from the word-level labels by assigning
the “BAD” tag to any phrase that contains at least
one “BAD” word. Consequently, during the train-
ing against gold standards labels, our model learns
to tag as “BAD” any phrase that contains at least

3We get the exact same scores either combining the
prediction-based features with the baseline features, both the
baseline and context features, or considering the number of
predicted “BAD” words in the current phrase as the only fea-
ture of our model.

F1-BAD F1-OK F1-mult
W&SLP4PT 0.389 0.727 0.283

+baseline 0.454 0.767 0.349
+context 0.473 0.772 0.366

BASELINE 0.401 0.800 0.321

Table 3: Performance for combinations of models
on the test set.

on “BAD” word in a systematic way.
After removing the features 4 and 5 from the

feature set, we retrained our prediction-based
model and its new performance is given in the first
row of Table 3. On its own, it performs worse than
the baseline, but by successively adding the base-
line and context features to it (without any data
filtering), it performs as well as our official sub-
missions in terms of F1-BAD and F1-multi, and
gets higher F1-OK.

5 Conclusion and future work

We presented two different approaches to phrase-
level QE: one extends the baseline feature set with
context information, another combines the scores
of different levels of granularity to model the
quality of phrases. Both performed similarly, al-
though the prediction-based strategy is more “pes-
simistic” regarding the training data. Both outper-
formed the baseline.

In future work, we further experiments to gather
a better understanding of these approaches. First,
additional feature engineering can be performed:
we did not check the usefulness of individual con-
text features, nor of the additional features used in
the prediction-based model. Secondly, the corre-
spondences between labels of different granulari-
ties can be further examined: for example, it is in-
teresting to see how the use of sentence-level and
word-level predictions can influence the prediction
of phrase-level scores.
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Abstract

This paper presents the contribution of
the Unbabel team to the WMT 2016
Shared Task on Word-Level Translation
Quality Estimation. We describe our
two submitted systems: (i) UNBABEL-
LINEAR, a feature-rich sequential linear
model with syntactic features, and (ii)
UNBABEL-ENSEMBLE, a stacked combi-
nation of the linear system with three dif-
ferent deep neural networks, mixing feed-
forward, convolutional, and recurrent lay-
ers. Our systems achieved F OK

1 × F BAD
1

scores of 46.29% and 49.52%, respec-
tively, which were the two highest scores
in the challenge.

1 Introduction

Quality estimation is the task of evaluating a trans-
lation system’s quality without access to refer-
ence translations (Specia et al., 2013; Bojar et al.,
2015). This paper describes the contribution of the
Unbabel team to the Shared Task on Word-Level
Quality Estimation (QE Task 2) at the 2016 Con-
ference on Statistical Machine Translation (WMT
2016). The task aims to predict the word-level
quality of English-to-German machine translated
text, by assigning a label of OK or BAD to each
word in the translation.

Our system’s architecture is inspired by the re-
cent QUETCH+ system (Kreutzer et al., 2015),
which achieved top performance in the WMT
2015 Word Level QE task (Bojar et al., 2015).
QUETCH+ predicts the labels of individual words
by combining a linear feature-based classifier with
a feedforward neural network (called QUETCH,

for QUality Estimation from scraTCH). The linear
classifier is based upon Luong et al. (2014) and
uses the baseline features provided in the shared
task. The QUETCH neural network is a multi-
layer perceptron, which takes as input the embed-
dings of the target words and the aligned source
words, along with their context, and outputs a bi-
nary label for the target word. The combination is
done by stacking the scores of the neural network
and the linear classifier as additional features in
another linear classifier.

Our main contributions are the following:

• We replaced the word-level linear classifier in
QUETCH+ by a sentence-level first-order se-
quential model. Our model incorporates rich
features for label unigrams and bigrams, de-
tailed in §2.1–2.2.

• We included syntactic features that look
at second-order dependencies between target
words. This is explained in §2.3.

• We implemented three different neural systems,
one extension of the original QUETCH model
and two recurrent models with different depth.
These are detailed in §3.1–3.3.

• We ensembled multiple versions of each neural
system for different data shuffles and initializa-
tions as additional features for the linear system,
via a stacking architecture. This is detailed in
§4.

The following external resources were used:
part-of-speech tags and extra syntactic depen-
dency information were obtained with Turbo-
Tagger and TurboParser (Martins et al., 2013),1

1Publicly available on http://www.cs.cmu.edu/
˜ark/TurboParser/.

806



trained on the Penn Treebank (for English) and on
the version of the German TIGER corpus used in
the SPMRL shared task (Seddah et al., 2014). For
the neural models, we used pre-trained word em-
beddings from Polyglot (Al-Rfou et al., 2013) and
embeddings obtained from a trained neural MT
system (Bahdanau et al., 2014).

2 Linear Sequential Model

Our starting point is a discriminative feature-based
linear sequential model. The input is a tuple x :=
〈s, t,A〉, where s = s1 . . . sM is the source sen-
tence, t = t1 . . . tN is the translated sentence, and
A ⊆ {(m,n) | 1 ≤ m ≤ M, 1 ≤ n ≤ N}
is a set of word alignments. The goal is to pre-
dict a label sequence ŷ = y1, . . . , yN , where each
yi ∈ {BAD, OK}. This is done as follows:

ŷ = argmax
y

(1)

N∑

i=1

w · fu(x, yi) +
N+1∑

i=1

w · f b(x, yi, yi−1),

where w is a vector of weights, fu(x, yi) are un-
igram features (depending only on a single out-
put label), f b(x, yi, yi−1) are bigram features (de-
pending on consecutive output labels), and y0 and
yN+1 are special start/stop symbols.

A detailed description of the features used in
our submitted systems is provided below. The
weights for these features are learned by run-
ning 50 epochs of the max-loss MIRA algorithm
(Crammer et al., 2006) with C = 0.001. The cost
function takes into account mismatches between
predicted and gold labels, with a higher cost on
false positives (cFP = 0.8) and a lower cost on
false negatives (cFN = 0.2), to compensate for
the fact that there are fewer BAD labels than OK

labels in the data. These values were tuned on the
development set.

2.1 Unigram Features
We used the following unigram features, taken
from the baseline features provided by the orga-
nizers (with some slight changes that are detailed
below). Each of the features below is conjoined
with the target label at each position.

• BIAS. A bias feature.

• WORD, LEFTWORD, RIGHTWORD. Lexical
features for the target word in the current, pre-
vious, and next positions.

• SOURCEWORD, SOURCELEFTWORD,
SOURCERIGHTWORD. Lexical features
for the source word aligned to the current
target word, and their left/right neighboring
words in the source sentence; these will all be
NULL if the target word is unaligned. If there
are multiple aligned source words, they are
all concatenated into a single SOURCEWORD

feature, and the contextual features are with
respect to the leftmost and rightmost aligned
source words, respectively.2

• LARGESTNGRAMLEFT/RIGHT, SOURCE-
LARGESTNGRAMLEFT/RIGHT. The language
model features provided by the shared task
organizers, containing the length of the largest
n-gram on each direction observed in the target
and source language models.3

• POSTAG, SOURCEPOSTAG. Part-of-speech tag
of the current target word, and of the source-
aligned word, both predicted by TurboTagger
(Martins et al., 2013). The latter will be NULL

if the target word is unaligned, and a concate-
nation of POS tags if there are multiple aligned
source words.4

Following Kreutzer et al. (2015), we conjoined
some of the baseline features above as follows.

• WORD+LEFTWORD, WORD+RIGHTWORD.
Bilexical features including the target word in
the current position, conjoined with the previ-
ous/next target word.

• WORD+SOURCEWORD,
POSTAG+SOURCEPOSTAG. Features conjoin-
ing the source and target word/POS tag.

2.2 Bigram Features
We constructed rich bigram features which con-
join the label pair (for each pair of consecutive tar-
get words) with two copies of the features in §2.1:
one copy for the first word in the pair, and another
for the second word in the pair. Furthermore, we
also introduced the following trilexical features:

• WORDPAIR+LEFTWORD, WORD-
PAIR+RIGHTWORD. Trilexical features
2This is slightly different from the baseline feature pro-

vided by the organizers of the shared task, which consider
the single source word aligned with the highest confidence.

3We did not use the provided backoff language model fea-
tures.

4This differs from the features provided by the organizers
in two ways: the POS tagger is different; and the SOURCE-
POSTAG can have multiple tags for many-to-one alignments.
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including the two target words in the current
position, conjoined with the target word in the
previous and next positions, respectively.

To understand the importance of these enriched
feature sets, we also tried a “simple bigram” model
using only a single indicator feature for the label
pair.

2.3 Syntactic Features

A major novelty in our quality estimation sys-
tem is the usage of syntactic features, which are
useful to detect grammatically incorrect construc-
tions. We used the following syntactic features
based on dependencies predicted by TurboParser
(Martins et al., 2013). With the exception of the
first one, all the syntactic features below were used
for unigrams only.

• DEPREL, WORD+DEPREL. The dependency
relation between the current target word and its
parent, as well as its conjunction with the target
word itself.

• HEADWORD/POSTAG+WORD/POSTAG.
Conjunction of the word/POS tag of the current
target word with the one of its syntactic head.

• LEFTSIBWORD/POSTAG+WORD/POSTAG,
RIGHTSIBWORD/POSTAG+WORD/POSTAG.
Same, but for the closest sibling in the left/right.

• GRANDWORD/POSTAG+HEADWORD/POSTAG

+WORD/POSTAG. Up to bilexical features
involving the grandparent, head, and current
target word/POS tag, including backed off
versions of these features.

2.4 Performance of the Linear System

To help understand the contribution of each group
of features in §2.1–2.3, we evaluated the per-
formance of different variants of the UNBABEL-
LINEAR system on the development set.

The results are shown in Table 1. As expected,
the use of bigrams improves the simple unigram
model, which is similar to the baseline model pro-
vided by the organizers. We can also see that the
rich bigram features have a great impact in the
scores (about 2.6 points above a sequential model
with a single indicator bigram feature), and that
the syntactic features help even further, contribut-
ing another 2.6 points. The net improvement ex-
ceeds 6.5 points over the unigram model.

Features F GOOD
1 × F BAD

1

unigrams only 39.27
+simple bigram 40.65
+rich bigrams 43.31
+syntactic 45.94

Table 1: Performance on the dev-set of several
configurations of the UNBABEL-LINEAR system.
The model with simple bigrams has a single BIAS

bigram feature, conjoined with the label pairs.

3 Neural Models

We next describe the three neural models imple-
mented by our team. Five instances of each model
were trained using different data shuffles, follow-
ing the idea of Jean et al. (2015), and also using
random initialization seeds (except for the model
in §3.1). These instances were incorporated to the
stacking architecture as different features, as will
be described in §4. For reporting purposes, the in-
stances of each model were also ensembled with
two strategies: majority voting, where each in-
stance contributes one vote, and averaged proba-
bility, where we average each instance’s predicted
probability of a word being BAD).

3.1 Feedforward Network

Our feedforward network is an adaptation of
QUETCH (Kreutzer et al., 2015). The model clas-
sifies each word as OK/BAD by using each tar-
get language word and the corresponding aligned
word from the source language as input. To in-
crease the context available to the model, the
words at the left and right of each target and source
word are provided as well. Each of the 6 words is
represented by a pre-trained word embedding, and
all are concatenated into a single vector. There is
a single hidden layer, which uses a hyperbolic tan-
gent (tanh) non-linearity. The model is trained
using stochastic gradient descent to maximize the
log-likelihood. During training, the loss function
is weighted to penalize BAD instances in order to
compensate for the asymmetry in OK/BAD labels
in the corpus.

All hyperparameters were tuned on the devel-
opment set. The best performance was attained by
using 64-dimensional Polyglot embeddings (Al-
Rfou et al., 2013), updated during training, and a
hidden layer size of 20. Words with no pre-trained
embeddings were initialized to a vector of zeros
and optimized during training. The BAD weight
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was set to 3. Despite its simplicity, this model
provided a good performance when compared to
neural models using no extra features.

In order to adapt to this year’s shared task, sev-
eral improvements were introduced to QUETCH.
Similarly to the linear model, for many-to-one
alignments we included all aligned words in the
source (not just ones), with their corresponding
size one contexts (see footnote 2). To obtain a
fixed size vector, the average over the embed-
dings of each aligned word was used. A sec-
ond improvement was the addition of a convo-
lutional layer spanning 3 words after the hidden
layer. This aimed to expand the local context used
by QUETCH. Finally, a dropout of 20% after the
concatenation of the embeddings was applied. Of
the implemented improvements, dropout had the
largest effect, whereas including all aligned words
brought a small but consistent improvement.

When the five trained instances were ensem-
bled by average probability, this rather simple ap-
proach led to a large improvement in performance,
as shown in Table 2.

Model F OK
1 × F BAD

1

Single Feed-forward Network (FFN) 41.74
5 FFN Ensemble (Majority Voting) 43.26
5 FFN Ensemble (Average Probability) 43.47

Table 2: Effect of intra-model ensembling of the
feed-forward network reproducing QUETCH.

3.2 Bilingual, Bidirectional Recurrent Model

We also implemented a bidirectional model which
takes target words and their aligned source words
as inputs, and outputs a OK/BAD tag for each tar-
get word. The internal representations of the bidi-
rectional model are then passed to a feedforward
network where the first layer performs a max-
out transformation with two pieces (Goodfellow
et al., 2013). Dropout is applied before multipli-
cation with the maxout layer’s weights. The max-
out layer is followed by two fully-connected layers
with 100 and 50 hidden units, respectively. tanh
is used as the non-linear function between layers.
During development, we validated that this model
improved performance over a vanilla feed-forward
network using the WMT 2015 English-to-Spanish
dataset.

Source and target word embeddings are initial-
ized with embeddings from an English-German

neural machine translation (NMT) system (Bah-
danau et al., 2014), trained with all data from
the WMT 2015 English-to-German translation
task (Bojar et al., 2015). The vocabulary size is
100,000 for both English and German, and words
in the training data which do not occur in the NMT
vocabulary are mapped to an “unknown” token.
We experimented with tuning the embedding pa-
rameters during training, but found that leaving
them static led to better performance.

Gated Recurrent Units (GRU) are used for the
recurrent transitions (Chung et al., 2015). The
size of the hidden layers is fixed at 500, and the
embedding size is set to 200. Minibatch size is
fixed at 40. Dropout is applied to all feedforward
parameters of the models, but not to the param-
eters of the recurrent transitions. We tested the
impact of `2 regularization, and our best perform-
ing system uses both dropout and `2 regulariza-
tion.5 All recurrent models are optimized using
AdaDelta (Zeiler, 2012). The best model for each
training run was selected using early-stopping ac-
cording to the F1-product score of the model on
the development set. The intra-model ensembling
results are shown in Table 3.

Model F OK
1 × F BAD

1

Single Model (BBRM) 40.95
5 BBRN (Majority Voting) 41.52
5 BBRN (Average Probability) 41.31

Table 3: Effect of intra-model ensembling of the
Bilingual, Bidirectional Recurrent Model.

3.3 Multi-Feature Convolutional Recurrent
Network

Our second recurrent model uses both recurrent
and convolutional components, along with POS
tags obtained from TurboTagger for both target
and aligned source words. As in §3.2, an entire
sentence is fed at once to the network, which takes
as input the target words and the aligned source
words, both with their respective left and right
contexts, and the POS tags for each target and
source words, both with the two left and two right
tags (i.e., we use a convolution with a window of
size 3 for words and 5 for POS tags). The output
is a sequence of OK/BAD tags for the target words.

The first network’s layer are embeddings for all
the aforementioned inputs: word embeddings are

5Peak performance was obtained with dropout probability
set to 0.5, and `2 regularization coefficient α = 10−4.
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initialized with Polyglot embeddings, as in §3.1,
and tag embeddings of size 50 are initialized ran-
domly. All are further trained along with the other
network parameters. For each input timestep, all
embeddings are concatenated and then passed to
two consecutive feedforward hidden layers with
200 units. A bidirectional GRU layer with 200
units is then applied across all timesteps. The re-
sulting representations are further passed to an-
other feedforward network consisting of two lay-
ers of 200 units, followed by a softmax layer
which classifies a target word as OK or BAD.

All activations besides softmax are rectified lin-
ear units (unlike the models in §3.1–§3.2, which
use tanh activations), and a dropout of 20% is
used in each layer. Optimization is carried out by
RMSProp.6 As in §3.2, early-stopping based on
the F1-product score over the development set was
used for selecting the best model of each training
run.

We verified empirically that shallower models
performed worse, while the new POS tags and spe-
cially the middle bidirectional GRU gave a boost
in score.

Model F OK
1 × F BAD

1

Single Model (MFCRN) 44.33
5 MFCRN (Majority Voting) 46.58
5 MFCRN (Average Probability) 46.10

Table 4: Effect of intra-model ensembling of
the multi-feature convolutional recurrent network
model.

Table 4 shows the average performance of five
trained instances and the ensembles performances
of these instances as described in §3, which also
led to large improvements as in the other models.

4 Stacking Architecture

As described in §3, each of the three neural models
produced five trained instances, yielding 15 pre-
dictions in total for every word in the training, de-
velopment and test datasets. For the three mod-
els, we used 10-fold jackknifing to obtain unbiased
predictions for the training set. We then plugged
these 15 predictions (as probability values) as ad-
ditional features in the linear model described in
§2. As unigram features, we used one real-valued
feature for every model prediction at each posi-
tion, conjoined with the label. As bigram features,

6T. Tieleman and G. Hinton, unpublished.

F OK
1 × F BAD

1

Linear + 5 FFN 46.89
Linear + 5 BBLM 47.01
Linear + 5 MFCRN 48.58
Full Ensemble 49.25

Table 5: Performance of a stacked network en-
sembling each of the three deep models and the
linear model, and of a full ensemble (UNBABEL-
ENSEMBLE).

F OK
1 F BAD

1 F OK
1 ×F BAD

1

UNBABEL-LINEAR 87.48 52.92 46.29
UNBABEL-ENSEMBLE 88.45 55.99 49.52

Table 6: Performance of the submitted systems
on the test set.

we used two real-valued features for every model
prediction at the two positions, conjoined with the
label pair.

The results obtained with this stacked archi-
tecture are shown in Table 5, where we compare
with smaller ensembles that stack each individ-
ual deep model with the linear one (using only
5 extra features instead of 15). We can see that
there is a clear benefit in combining all the deep
models, which suggests that these systems com-
plement each other by focusing on different qual-
ity aspects.

5 Final Results

Finally, we show in Table 6 the results obtained
in the test set for our two submitted systems,
UNBABEL-LINEAR and UNBABEL-ENSEMBLE.
As expected, the ensemble system gave an addi-
tional boost (>3 points) over the linear model,
which is consistent with the findings of the pre-
vious sections on the validation data.

6 Conclusions

We have presented a novel linear sequential model
which uses the baseline task features along with a
new set of syntactic features, leading to top perfor-
mance on the word-level quality estimation task.
Using this model as our baseline, we obtain further
improvements by including a version of the feed-
forward QUETCH system, as well as two novel re-
current models, as stacked features in the sequen-
tial linear model. Our final ensemble achieved the
best performance of all submitted systems.
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Reut Tsarfaty. 2014. Introducing the SPMRL 2014
shared task on parsing morphologically-rich lan-
guages. In Proceedings of the First Joint Workshop
on Statistical Parsing of Morphologically Rich Lan-
guages and Syntactic Analysis of Non-Canonical
Languages, pages 103–109.

[Specia et al.2013] Lucia Specia, Kashif Shah,
Jose G.C. de Souza, and Trevor Cohn. 2013.
QuEst - a translation quality estimation framework.
In Proceedings of the 51st Annual Meeting of the
Association for Computational Linguistics: System
Demonstrations, pages 79–84, Sofia, Bulgaria,
August. Association for Computational Linguistics.

[Zeiler2012] Matthew D. Zeiler. 2012. Adadelta:
An adaptive learning rate method. CoRR,
abs/1212.5701.

811



Proceedings of the First Conference on Machine Translation, Volume 2: Shared Task Papers, pages 812–818,
Berlin, Germany, August 11-12, 2016. c©2016 Association for Computational Linguistics

SimpleNets: Machine Translation Quality Estimation with
Resource-Light Neural Networks

Gustavo Henrique Paetzold and Lucia Specia
Department of Computer Science

University of Sheffield, UK
{ghpaetzold1,l.specia}@sheffield.ac.uk

Abstract

We introduce SimpleNets: a resource-light
solution to the sentence-level Quality Es-
timation task of WMT16 that combines
Recurrent Neural Networks, word embed-
ding models, and the principle of compo-
sitionality. The SimpleNets systems ex-
plore the idea that the quality of a trans-
lation can be derived from the quality of
its n-grams. This approach has been suc-
cessfully employed in Text Simplification
quality assessment in the past. Our exper-
iments show that, surprisingly, our models
can learn more about a translation’s qual-
ity by focusing on the original sentence,
rather than on the translation itself.

1 Introduction

The task of Machine Translation Quality Estima-
tion (QE) has gained noticeable popularity in the
last few years. The goal of QE is to predict the
quality of translations produced by a certain Ma-
chine Translation (MT) system in the absence of
reference translations. Reliable solutions for QE
can be useful in various tasks, such as improv-
ing post-editing efficiency (Specia, 2011), select-
ing high quality translations (Soricut and Echi-
habi, 2010), translation re-ranking (Shah and Spe-
cia, 2014), and visual assistance for manual trans-
lation revision (Bach et al., 2011).

QE can be performed in various ways in or-
der to suit different purposes. The most widely
addressed form of this task is sentence-level QE.
Most existing work addresses this task as a super-
vised learning problem, in which a set of training
examples is used to learn a model that predicts the
quality of unseen translations. As quality labels,
previous work uses either real valued scores esti-
mated by humans, which require for a given QE

system to address the task as a regression prob-
lem, or likert scale discrete values, which allow
for the task to be addressed as either a regression
or a classification problem.

Sentence-level QE has been covered by shared
tasks organised by WMT since 2012, with sub-
sequent years covering also word and document-
level tasks. Recent advances in Distributional Se-
mantics have been showing promising results in
the context of QE strategies for different predic-
tion levels. An example of that are modern word
embedding architectures, such as the CBOW and
Skip-Gram models introduced by (Mikolov et al.,
2013b), which have been used as features in some
of the best ranking systems in the sentence and
word-level QE shared tasks of WMT15 (Bojar et
al., 2015). Word embeddings are not only versa-
tile, but also cheap to produce, making for both
reliable and cost-effective QE solutions.

Neural Networks have also been successfully
employed in QE. The FBK-UPV-UEdin (Bojar et
al., 2014) and HDCL (Bojar et al., 2015) systems
are good examples of that. They achieved 1st and
2nd places in the word-level QE tasks of WMT14
and WMT15, respectively, outperforming strate-
gies that resort to much more resource-heavy fea-
tures. Another successful example are neural Lan-
guage Models for sentence-level QE (Shah et al.,
2015).

We were not able to find, however, any exam-
ples of sentence-level QE systems that combine
word embedding models and Neural Networks. In
this paper, we present our efforts in doing so. We
introduce SimpleNets: the resource-light and lan-
guage agnostic sentence-level QE systems submit-
ted to WMT16 that exploit the principle of compo-
sitionality for QE. In the Sections that follow, we
describe the sentence-level QE task of WMT16,
introduce the approach used by the SimpleNets
systems, and present the results obtained.
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2 Task, Datasets and Evaluation

SimpleNets are two systems submitted to the
sentence-level QE task of WMT16. In this task,
participants were challenged to predict real-valued
quality scores in 0,100 of sentences translated
from English into German. The translations were
produced by an in-house phrase-based Statistical
Machine Translation system, and were then post-
edited by professional translators. The real-valued
quality scores are HTER (Snover et al., 2006) val-
ues that represent the post-editing effort spent on
each given translation.

The task organisers provided three datasets:

• Training: Contains 12,000 translation in-
stances accompanied by their respective post-
edits and HTER values.

• Development: Contains 1,000 translation in-
stances accompanied by their respective post-
edits and HTER values.

• Test: Contains 2,000 translation instances
only, without their respective post-edits or
HTER values.

Each instance is composed by the original sen-
tence in English along with its translation in Ger-
man. HTER scores were capped to 100. The or-
ganisers also provided 17 baseline feature values
extracted using QuEst++ (Specia et al., 2015) for
each dataset.

3 The SimpleNets Approach

SimpleNets aim to provide a resource-light and
language agnostic approach for sentence-level QE.
Our main goal in conceiving SimpleNets was to
create a reliable enough solution that could be
cheaply and easily adapted to other language pairs,
moving away from the use of extensive feature en-
gineering.

The SimpleNets approach was first introduced
by Paetzold and Specia (2016a) as a solution to the
shared task on Quality Assessment for Text Sim-
plification of QATS 20161, in which participants
were asked to create systems that predict discrete
quality labels for a set of automatically produced
text simplifications. Labels could take three val-
ues: “Good”, “Ok” and “Bad”. Text Simplifica-
tion differs from Machine Translation in the sense

1http://qats2016.github.io

that instead of attempting to transform a text writ-
ten in a source language to an equivalent text writ-
ten in a target language, it attempts to transform a
text in a way that it becomes more easily readable
and/or understandable by a certain target audience,
while still retaining the text’s grammaticality and
meaning.

For the Quality Assessment for Text Simplifi-
cation task of QATS 2016, SimpleNets used the
approach illustrated in Figure 1. For training, it
performed the following five steps:

1. Decomposition: Given a simplification and
maximum n-gram size M , it obtains the n-
grams with size 1≤ n≤M of both original
and simplified sentences.

2. Union: It then creates a pool of n-grams by
simply obtaining the union of n-grams from
the original and simplified sentences.

3. Attribution: Exploiting an interpretation
of the principle of compositionality, which
states that the quality of a simplification can
be determined by the quality of its n-grams,
it assigns the quality label of the simplifica-
tion instance itself to each and every n-gram
in the pool.

4. Structuring: Using a trained word embed-
dings model, it transforms each n-gram into
a training instance described by a matrix
M×N , where M is the previously mentioned
maximum n-gram size, and N the size of the
word embeddings used. Each of the M rows
in matrix M×N represent a given word in the
n-gram, and each of the N columns, its em-
bedding values. If an n-gram is smaller than
N , the matrix is padded with embedding val-
ues composed strictly of zeroes.

5. Learning: Training instances are then
fed into a deep Long Short-Term Memory
(LSTM) Recurrent Neural Network in mini-
batches so that a quality prediction model can
be learned.

Notice that this process yields a model that pre-
dicts the quality of individual n-grams rather than
the quality of a simplification in their entirety,
which is not what was required for the task. To
address this, each simplification in the test set is
first processed through Decomposition, Union and
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Figure 1: SimpleNets for Text Simplification

Structuring, but the complete quality prediction
process has two complementary steps:

1. Prediction: The trained model is used to pre-
dict the quality of each n-gram of the simpli-
fication in question.

2. Merging: The quality of all n-grams in the
simplification are merged using a certain pol-
icy, such as averaging.

After merging, a quality estimate for the sim-
plification as a whole is produced. Although this
approach has certain limitations, it addresses a
very important challenge in using Recurrent Neu-
ral Networks for Text Simplification Quality As-
sessment: the small amount of training data avail-
able. With only 505 simplifications for training,
it becomes very unlikely that a Recurrent Neural
Network would be able to reliably learn a qual-
ity prediction model if it was presented with sen-
tences in their entirety, such as how it has been
done in Neural Translation and Text Generation
(Schmidhuber, 2015). By splitting the sentences in
the simplification in n-grams, the number of train-
ing instances available grows considerably, allow-
ing for a better informed learning step. Addition-

ally, the length of the sequences used in the Re-
current Neural Network becomes shorter, which
can help the network to generalise the knowledge
available in the training set.

The results of the Quality Assessment for Text
Simplification of QATS 2016 serve as evidence of
the potential of this approach: SimpleNets ranked
1st in predicting the overall quality of simplifica-
tions. Nonetheless, the inherent differences be-
tween Machine Translation and Text Simplifica-
tion make it impossible for the strategy described
above to be directly applied to sentence-level QE
without any adaptation. In the next Section, we
describe how we adapt the SimpleNets approach
for sentence-level QE.

Figure 2: SimpleNets for Machine Translation
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4 SimpleNets for Machine Translation

In order to use the SimpleNets strategy for
sentence-level QE, we must address the biggest
difference between Machine Translation and Text
Simplification: while Text Simplification encom-
passes transformations within the constraints of a
single language, Machine Translation has to han-
dle two languages, which often have distinct vo-
cabularies, grammar, etc. This difference prevents
the application of the Union step from the process
described in Section 3, since source (original) and
target (translated) sentences are not in the same
language, and hence cannot share the same word
embeddings model during Structuring.

Another challenge in adapting SimpleNets for
Machine Translation lies in the often found dis-
parity in quality between the source sentence and
its translation. Inspecting the datasets provided
by the WMT16 organisers, we found that, unlike
the source sentences, the majority of translations
contain at least one noticeable error with respect
to either grammar or coherence. This means that
even if we used techniques such as the one em-
ployed by bivec (Luong et al., 2015), which
allows for the training of bilingual word embed-
dings, the contrast between the quality of source
and target sentences could confuse the SimpleNets
approach, and hence compromise its capability of
learning a reliable quality prediction model.

To overcome these challenges, we explore the
hypothesis that SimpleNets can learn a better
model for sentence-level QE by looking strictly
at one of the sides of translations, rather than by
trying to somehow combine the information from
both the source and translated sentences. We train
two variants of SimpleNets:

• SimpleNets-TGT: Explores the idea that the
quality of a translation can be reliably deter-
mined based solely on the characteristics of
the machine translated sentence itself, with-
out the need to assess its relationship with the
original sentence. This variant of SimpleNets
aims to learn a model that is capable of quan-
tifying the differences in quality of translated
sentences.

• SimpleNets-SRC: Explores the idea that a
translation’s quality can be determined based
solely on the original sentence itself, with-
out any need to assess the intricacies of its
translated version. This variant assumes that,

by focusing on the original sentences and
the quality scores of their translations, Sim-
pleNets can learn how to quantify just how
likely the MT system in question will be of
making a mistake while attempting to trans-
late an unseen sentence. This is in line with
work on QE that explores source features to
measure the complexity of the source sen-
tence (Specia et al., 2010).

Finally, we must also address the fact that, while
the quality scores provided for the QATS 2016
shared task are discrete labels, the scores for the
WMT16 task are real-valued. We solve this prob-
lem by simply replacing the multiple softmax ac-
tivation nodes used in the QATS 2016 SimpleNets
with a single dense node, and also by replacing
the cross-entropy loss function with Mean Aver-
age Error.

The workflow followed by SimpleNets-TGT
and SimpleNets-SRC is illustrated in Figure 2. In
the Section that follow, we describe our experi-
ments with these approaches.

5 Experimental Setup

To assess the efficacy of our SimpleNets, we train
them over the training set provided by the orga-
nizers, which contain 12,000 instances. In order
to select the architecture to be used by the LSTM
networks of our SimpleNets, we resort to the tech-
nique used in (Paetzold and Specia, 2016a), in
which each aspect of a Neural Network is deter-
mined through parameter optimisation over the de-
velopment set. The optimisation metric used is
Pearson correlation, since it is the main evaluation
metric adopted by the WMT16 task. The aspects
of the architecture considered and the values tested
for each one of them are:

1. Number of hidden layers: 1 to 5 in steps of 1.

2. Hidden layer size: 100 to 500 in steps of 100.

3. Embeddings model: CBOW or Skip-Gram.

Even though SimpleNets-TGT and SimpleNets-
SRC were optimised individually, the resulting ar-
chitectures of the two approaches are surprisingly
the same: three hidden layers with 200 nodes each,
with CBOW embeddings.

The word embedding models used were trained
with word2vec (Mikolov et al., 2013a). We
use 300 word vector dimensions and train the
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System r MAE RMSE
YSDA/SNTX+BLEU+SVM 0.525 12.30 16.41
POSTECH/SENT-RNN-QV2 0.460 13.58 18.60
SHEF/SVM-NN-both-emb-QuEst 0.451 12.88 17.03
POSTECH/SENT-RNN-QV3 0.447 13.52 18.38
SHEF/SVM-NN-both-emb 0.430 12.97 17.33
UGENT/SVM2 0.412 19.57 24.11
UFAL/MULTIVEC 0.377 13.60 17.64
RTM/RTM-FS-SVR 0.376 13.46 17.81
UU/UU-SVM 0.370 13.43 18.15
UGENT/SVM1 0.363 20.01 24.63
RTM/RTM-SVR 0.358 13.59 18.06
BASELINE 0.351 13.53 18.39

SHEF/SimpleNets-SRC 0.320 13.92 18.23
SHEF/SimpleNets-TGT 0.283 14.35 18.22

Table 1: Sentence-level QE scores of systems submitted to the WMT16 task

models over a corpus of around 7 billion words
comprised by SubIMDB (Paetzold and Specia,
2016b), UMBC webbase2, News Crawl3, SUB-
TLEX (Brysbaert and New, 2009), Wikipedia and
Simple Wikipedia (Kauchak, 2013).

For evaluation we use the task’s official metrics,
which are Pearson correlation (r), Mean Average
Error and Root Mean Squared Error. We compare
our SimpleNets with the baseline provided by the
task organisers, as well as all other systems sub-
mitted. The baseline uses SVM regression with an
RBF kernel and grid search for parameter optimi-
sation.

6 Results

The task results illustrated in Table 1 reveal that
SimpleNets are not as effective in sentence-level
QE as they were for Text Simplification Qual-
ity Assessment. Although they outperform a few
systems in terms of MAE and RMSE, when it
comes to Pearson correlation, SimpleNets-SRC
and SimpleNets-TGT feature at the bottom of the
ranking.

What is even more surprising, however, is the
difference between the performance of our Sim-
pleNets systems. Intuitively, one would think that
the n-grams of the translated sentence itself would
be a more reliable indicator of a translation’s qual-
ity, given that it only becomes possible for one to
assess the grammaticality and meaning errors in a
translation after inspecting the translated sentence

2http://ebiquity.umbc.edu/resource/html/id/351
3http://www.statmt.org/wmt11/translation-task.html

itself. Interestingly, the performance scores sug-
gest that the model employed by SimpleNets is
more proficient in learning how difficult it will be
for the source sentence to be translated.

The difference in performance between the
SimpleNets variants became much more clear
once we inspected the individual n-gram qual-
ity predictions made by them. Tables 2 and 3
show the n-grams in the development set with the
highest and lowest HTER scores, as predicted by
SimpleNets-TGT and SimpleNets-SRC, respec-
tively, along the average gold HTER of the sen-
tences in the development set which contain them.
It can be noticed that the correlation between the
highest scoring n-grams of SimpleNets-SRC and
their average gold HTER seem to be much more
pronounced than the one observed for the highest
scoring n-grams of SimpleNets-TGT. The same
phenomenon can be observed between the lowest
scoring n-grams of the SimpleNets variants.

The Pearson correlation scores between pre-
dicted and average gold n-gram scores pro-
vide further insight on the limitations of Sim-
pleNets in the context of sentence-level QE. While
SimpleNets-TGT achieves a correlation score of
0.127, SimpleNets-SRC achieves a score of 0.151.
Although SimpleNets-SRC does obtain a slightly
higher Pearson score, both of them are low in com-
parison to other approaches, which ultimately sug-
gests either that n-grams alone do not provide with
enough information on the quality of a translation
in order for a reliable Quality Estimation model
to be learned, or that our method of assigning
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Lowest Highest
N-gram Pred. Gold N-gram Pred. Gold

das Dreieck , 3.444 38.462 Zeile ( ˆ 89.901 18.519
das Dreieck in 3.463 32.000 Vorteil dieser Methode 87.957 22.857
das Dreieck neben 3.519 11.111 Paket ist . 84.914 10.526
Dreieck , um 3.563 38.462 Lineares Licht verringert 84.042 29.412
ein Dreieck mit 3.648 76.923 einzelne Volltonfarben trennen 82.540 36.000

Table 2: N-grams with highest and lowest HTER scores, as predicted by SimpleNets-TGT

Lowest Highest
N-gram Pred. Gold N-gram Pred. Gold

Backspace ( Windows 2.539 10.000 gloss contour . 63.432 33.333
press Enter ( 2.937 19.149 whale or white 63.432 46.154
or Option-click ( 3.127 6.897 breakpoints , evaluating 63.092 57.576
Alt-click ( Windows 3.128 6.897 halftone dot . 63.009 35.294
Command-D ( Mac 3.397 22.857 lens focusing on 62.898 71.429

Table 3: N-grams with highest and lowest HTER scores, as predicted by SimpleNets-SRC

the translation’s quality score to all n-grams dur-
ing training prevents our models from learning to
effectively differentiate between good and bad n-
grams.

7 Final Remarks

In this paper we have described the Sim-
pleNets systems for the sentence-level QE task of
WMT16. SimpleNets aims to offer a resource-
light solution to the task by exploiting Recurrent
Neural Networks, word embedding models, and
the principle of compositionality.

Two SimpleNets variants were described,
SimpleNets-SRC and SimpleNets-TGT, which at-
tempt to predict the quality of a translation based
solely on the quality of the n-grams present in its
source or target (translated) sides, respectively.

Although interesting and efficient, the Sim-
pleNets systems have been shown not to perform
well for the task at hand, featuring at the bottom of
the task’s final ranking. Nonetheless, our experi-
ments have still provided with valuable insight on
the impact of the source segment of a translation
on the quality of its translation.
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Abstract

This paper describes our submission to the
shared task on word/phrase level Qual-
ity Estimation (QE) in the First Con-
ference on Statistical Machine Trans-
lation (WMT16). The objective of
the shared task was to predict if the
given word/phrase is a correct/incorrect
(OK/BAD) translation in the given sen-
tence. In this paper, we propose a novel
approach for word level Quality Esti-
mation using Recurrent Neural Network
Language Model (RNN-LM) architecture.
RNN-LMs have been found very effective
in different Natural Language Processing
(NLP) applications. RNN-LM is mainly
used for vector space language model-
ing for different NLP problems. For this
task, we modify the architecture of RNN-
LM. The modified system predicts a label
(OK/BAD) in the slot rather than predict-
ing the word. The input to the system is
a word sequence, similar to the standard
RNN-LM. The approach is language in-
dependent and requires only the translated
text for QE. To estimate the phrase level
quality, we use the output of the word level
QE system.

1 Introduction

Quality estimation is the process to predict the
quality of translation without any reference trans-
lation (Blatz et al., 2004, Specia et al., 2009).
Whereas, Machine Translation (MT) system eval-
uation does require references (human transla-
tion). QE could be done at word, phrase, sen-
tence or document level. This paper describes the
submission to the shared task on word and phrase
level QE (Task 2) for English-German (en-de) MT.

The shared task has the trace of last five years’ re-
search in the field of QE (Callision-Burch et al.,
2012; Bojar et al., 2013; Bojar et al., 2014; Bojar
et al., 2015).

In recent years, RNN-LM has demonstrated ex-
ceptional performance in a variety of NLP applica-
tions (Mikolov et al., 2010; Mikolov et al., 2013a;
Mikolov et al., 2013b; Socher et al., 2013a; Socher
et al., 2013b). The RNN-LM represents each
word as high-dimensional real-valued vectors, like
the other continuous space language models such
as feed forward neural network language models
(Schwenk and Gauvain, 2002; Bengio et al., 2003;
Morin and Bengio, 2005; Schwenk, 2007) and Hi-
erarchical Log-Bi-linear language models (Minh
and Hinton, 2009).

In this paper, we have used a modified version
of RNN-LM, which accepts the word sequence
(context window) as input and predicts label at the
output for the middle word. For example, let us
consider the following input/output sample:

English (MT input): Layer effects are retained
by default .

German (MT output): ” Effekte sind standard-
mig beibehalten .

German (Post-edited): Ebeneneffekte werden
standardmig beibehalten .

Tags: BAD BAD BAD OK OK OK
Now if we have to predict the output tag (BAD)

for the word “sind” in the MT output, our in-
put sequence to the RNN-LM will be “Effekte
sind standardmig” (if context window size is 3).
Whereas, for standard RNN-LM model, “Effekte
standardmig” would be the input to the network
with “sind” as the output. We add padding at
the start and end of the sentence according to the
context window. The detailed description of the
model and its implementation is given in section
3.

We have used the data provided by the or-
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ganizers for the shared task on quality esti-
mation (2016) which includes: (i) source sen-
tence (ii) translated output (word/phrase level)
(iii) word/phrase level tagging (OK/BAD) (iv)
post edited translation (v) 22 baseline features
(vi) word alignment. The goal of the task is to
predict whether the given word/phrase is a cor-
rect/incorrect (OK/BAD) translation in the given
sentence.

The remainder of the paper is organised as fol-
lows. Section 2 describes the related work. Sec-
tion 3 presents RNN models we use, and its imple-
mentation. In section 4, we discuss the data dis-
tribution, our approaches, and results. Discussion
of our methodology and different models is cov-
ered in section 5 followed by concluding remarks
in section 6.

2 Related Work

For word level QE, supervised classification tech-
niques are being used widely. Most of these ap-
proaches require manually designed features (Bo-
jar et al., 2014), similar to the feature set provided
by the organizers.

Logacheva et al. (2015) modeled the word level
QE using the CRF++ tool with data selection and
data bootstrapping in which data selection filters
out the sentences having the smallest proportion of
erroneous tokens and are assumed to be less use-
ful for the task. The bootstrapping technique cre-
ates additional data instances and boosts the im-
portance of BAD labels occurring in the training
data. Shang et al. (2015) tried to solve the problem
of label imbalance with creating sub-labels like
OK B (begin), OK I (intermediate), OK E (end).
Shah et al. (2015) have used word embedding
as an additional feature (+25 features) with SVM
classifier. Bilingual Deep Neural Network (DNN)
based model for word level QE was proposed by
Kreutzer et al. (2015), in which word embedding
was pre-trained and fine-tuned with other param-
eters of the network using stochastic gradient de-
scent. de Souza et al. (2014) have used Bidirec-
tional LSTM as a classifier for word level QE.

The architecture of RNN-LM has been used for
Natural Language Understanding (NLU) (Yao et
al., 2013; Yao et al., 2014) earlier. Our approach
is quite similar to the Kreutzer et al. (2015), but
we are using RNN instead of DNN. We have also
tried to address the problem of label-imbalance,
introducing sub-labels as suggested by Shang et

al. (2015).

3 RNN Models for QE

For this task, we exploited RNN’s extensions,
Long Short-Term Memory (LSTM) (Hochreiter
and Schmidhuber, 1997) and Gated Recurrent
Unit (GRU) (Cho et al., 2014). LSTM and GRU
have shown to perform better at modeling the
long-range dependencies in the data than the sim-
ple RNN. Simple RNN also suffers from the prob-
lem of exploding and vanishing gradient (Bengio
et al., 1994). LSTM and GRU tackle this problem
by introducing a gating mechanism. LSTM in-
cludes input, output and forget gates with a mem-
ory cell, whereas GRU has reset and update gates
only (no memory cell). The detailed description of
each model is given in the following subsections.

3.1 LSTM

Different researchers use slightly different LSTM
variants (Graves, 2013; Yao et al., 2014; Jozefow-
icz et al., 2015). We implemented the version of
LSTM described by the following set of equations:

it = sigm(Wxixt +Whiht−1 + bi)

ot = sigm(Wxoxt +Whoht−1 + bo)

ft = sigm(Wxfxt +Whfht−1 + bf )

jt = tanh(Wxjxt +Whjht−1 + bj)

ct = ct−1 � ft + it � jt
ht = tanh(ct)� ot

where sigm is the logistic sigmoid function and
tanh is the hyperbolic tangent function to add
non linearity in the network. � is the element-
wise multiplication of vectors. i, o, f are input,
output, forget gates respectively, j is the new
memory content whereas c is the updated mem-
ory content. In these equations, W∗ are the weight
matrices and b∗ are the bias vectors.

3.2 Deep LSTM

In this paper, we have used deep LSTM with two
layers. Deep LSTM is created by stacking mul-
tiple LSTMs on the top of each other. We feed
the output of the lower LSTM as the input to the
upper LSTM. For example, if ht is the output of
the lower LSTM, we apply a matrix transform to
form the input xt for the upper LSTM. The ma-
trix transformation allows having two consecutive
LSTM layers of different sizes.
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3.3 GRU
GRU is an architecture, which is quite similar to
the LSTM. Chung et al. (2014) found that GRU
outperforms LSTM on a suit of tasks. GRU is de-
fined by the following set of equations:

rt = sigm(Wxrxt +Whrht−1 + br)

zt = sigm(Wxzxt +Whzht−1 + bz)

h̃t = tanh(Wxhxt +Whh(rt � ht−1) + bh)

ht = zt � ht−1 + (1− zt)� h̃t

In the above equations, W∗ are the weight matri-
ces and b∗ are the bias vectors. r and z are known
as the reset and update gate respectively. GRU
does not use any separate memory cell as used
in LSTM. However, gated mechanism controls the
flow of information in the unit.

3.4 Implementation Details
We implemented all the models (LSTM, deep
LSTM and GRU) with 1THEANO framework
(Bergstra et al., 2010; Bastien et al., 2012) as de-
scribed above. For all the models in the paper, the
size of a hidden layer is 100, the word embedding
dimensionality is 100 and the context word win-
dow size is 5.

We initialized all the square weight matrices as
random orthogonal matrices. All the bias vectors
were initialized to zero. Other weight matrices
were sampled from a Gaussian distribution with
mean 0 and variance 0.012.

To update the model parameters, we have
used Truncated Back-Propagation-Through-Time
(T-BPTT) (Werbos, 1990) with stochastic gradient
descent. We fixed the depth of BPTT to 7 for all
the models. We used Ada-delta (Zeiler, 2012) to
adapt the learning rate of each parameter automat-
ically (ε = 10−6 and ρ = 0.95). We trained each
model for 50 epochs.

4 Experiments and Results

In this section, we describe the experiments car-
ried out for the shared task and present the experi-
mental results.

4.1 Data distribution
We have used the corpus shared by the orga-
nizers for our experiments. The split for train-

1http://deeplearning.net/software/
theano/#download

ing/development/testing is detailed in table 1.
Test1 split was used for evaluating the differ-
ent experiments that we have carried out for the
shared task. Evaluation scores displayed in the re-
sults section are against Test1 only. Organizers
provided another set of test data (Test2), against
which all the submitted systems were evaluated.

#Sentences #Tokens
Train 11000 184697
Dev 1000 17777
Test1 1000 16543
Test2 2000 34477

Table 1: Corpus distribusion.

4.2 Methodology
In the following subsections, we discuss our ap-
proaches for word/phrase level quality estimation.

4.2.1 Word Level QE
Our experiments are mainly focused on the word
level QE. We have used the output of the word
level QE system for the estimation of the phrase
level quality.

As mentioned above, we have used the mod-
ified RNN-LM architecture for the experiments.
Baseline (LSTM) system was developed by train-
ing word embedding from scratch with other pa-
rameters of the model. In another set of experi-
ments, we have pre-trained the word embedding
with word2vec (Mikolov et al., 2013b), and fur-
ther tuned with the training of the model parame-
ters. For pretraining, we have used an additional
corpus (2M sentences approx.) from English-
German Europarl data (Koehn, 2005).

For bilingual models, we restructured the source
sentence (English) according to the target (Ger-
man) using word alignment provided by the or-
ganizers. For many-to-one mapping in the align-
ment (English-German), we chose the first align-
ment only. The ‘NULL’ token was assigned to the
words where were not aligned with any word on
the target side. The input of the model is con-
structed by concatenating context words of source
and target. For example, consider the source
word sequence s1s2s3, and the target word se-
quence t1t2t3, then the input to the network will
be s1s2s3t1t2t3.

In the training data, the distribution of the la-
bels (OK/BAD) is skewed (OK to BAD ratio is
approx. 4:1). To handle the issue, we tried one
of the strategies proposed by Shang et al. (2015),
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in which we replace ‘OK’ label with sub-labels to
balance the distribution. The sub-labels are OK B,
OK I, OK E, depending on the location of the to-
ken in the sentence.

4.2.2 Phrase Level QE
For phrase level QE, we have not trained any ex-
plicit system. As it was mentioned by the organiz-
ers that a phrase is tagged as ‘BAD’, if any word
in the phrase is an incorrect translation. So, We
have taken the output of the word level QE system
and tagged the phrase as ‘BAD’, if any word in
the phrase boundary is tagged ‘BAD’. And other
phrases (all words have the OK tag) are simply
tagged as ‘OK’.

Model/Test F1 BAD F1 OK
Baseline (LSTM) 35.60 82.93
LSTM PT 37.27 83.25
LSTM PT SL 36.27 81.38
LSTM BL 36.18 82.51
LSTM BL PT 38.53 83.80
LSTM BL PT SL 39.17 83.20
DeepLSTM 35.86 80.35
DeepLSTM PT 36.81 82.51
DeepLSTM PT SL 36.13 81.32
DeepLSTM BL 37.41 81.92
DeepLSTM BL PT 38.38 81.41
DeepLSTM BL PT SL 37.04 82.40
GRU 37.98 84.29
GRU PT 39.42 84.81
GRU PT SL 40.46 83.09
GRU BL 41.56 84.57
GRU BL PT 42.46 83.76
GRU BL PT SL 42.92 83.62

Table 2: F1 scores of different experiments for
Word level QE. (PT: Pretrain; BL: Bilingual; SL:
Sublabels)

4.3 Results

To develop a baseline system for word and phrase
level QE, organizers have used the baseline fea-
tures (22 features) to train a Conditional Ran-
dom Field (CRF) model with CRFSuite tool. The
results of the experiments against Test2 are dis-
played in table 4 and 5.

We have evaluated our systems using the F1-
score. As ‘OK’ class is dominant in the data and a
naive system tagging all the words ‘OK’ will score
high. Hence, F1-score of the ‘BAD’ class has been
used as a primary metric for the system evaluation.
We have used the separate set of test and develop-
ment corpus as shown in table 1. The evaluation
of all the experiments against Test1 corpus is dis-
played in table 2 for word level QE. Results for

Model/Test F1 BAD F1 OK
Baseline (LSTM) 43.46 75.41
LSTM PT 45.41 75.67
LSTM PT SL 44.92 73.11
LSTM BL 44.43 74.93
LSTM BL PT 45.75 77.17
LSTM BL PT SL 46.96 75.73
DeepLSTM 43.83 71.98
DeepLSTM PT 44.92 74.17
DeepLSTM PT SL 43.85 72.32
DeepLSTM BL 45.65 73.81
DeepLSTM BL PT 46.50 72.68
DeepLSTM BL PT SL 45.63 74.57
GRU 45.70 77.86
GRU PT 46.49 80.00
GRU PT SL 48.38 76.14
GRU BL 48.11 77.69
GRU BL PT 49.58 76.88
GRU BL PT SL 49.61 77.20

Table 3: F1 scores of different experiments for
Phrase level QE.

phrase level QE are shown in table 3.
From the result tables, it is evident that GRU

outperforms LSTM as reported by Chung et al.
(2014) for this task as well. Pre-training is help-
ful in all the models. Also, the introduction of
sub-labels is able to handle the problem of label-
imbalance up to some extent. The results of Bilin-
gual models are better than monolingual models,
as reported by Kreutzer et al. (2015).

4.4 Submission to the shared task

We have participated in the Task-2, which includes
word and phrase level quality estimation. The sub-
mitted system setting was: GRU + Pretrain +
Sublabels, which is marked in the result tables (2
and 3) as well. Table 4 and 5 detail the 2results of
the submission on Test2 corpus. The submission
results were provided by the organizers.

F1 BAD F1 OK
Baseline (CRF) 36.82 88.00
Submitted system 41.92 84.21

Table 4: Results, word level submission.

F1 BAD F1 OK
Baseline (CRF) 40.14 80.01
Submitted system 50.31 75.50

Table 5: Results, phrase level submission.

2http://www.quest.dcs.shef.ac.uk/
wmt16_files_qe/wmt16_task2_results.pdf
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5 Discussion

The approach is language independent and it uses
only context words’ vector for predicting the tag
for a word. In the other words, we check if
any word fits (grammatically) in the given slot
of words or not. We could use language spe-
cific features to enhance the classification accu-
racy, though. Experiments with bilingual models
are similar to the concept of adding more features
to any machine learning algorithm. In monolin-
gual models, we use only target (German) words’
vector as feature whereas, in bilingual models, we
use source (English) words’ vector also. A chal-
lenge which machine learning practitioners often
face is, how to deal with skewed classes in clas-
sification problems. The distribution of classes
(OK/BAD) is skewed in our case as well. To han-
dle the issue, we tried to balance the distribution
of classes by introducing the sub-labels.

LSTM and GRU are quite similar models, ex-
cept the gating mechanism. It is hard to say which
model will perform better in what conditions or in
general (Chung et al., 2014). In this paper and in
general as well, this restricts us to conduct only the
empirical comparison between the LSTM and the
GRU units. Deep models generally perform better
than the shallow models, which is opposite for this
task where LSTM outperforms Deep LSTM. The
reason could be the insufficient data for training
the deep models.

6 Conclusion and Future Work

We have developed a language independent
word/phrase level Quality Estimation system us-
ing RNN. We have used RNN-LM architecture,
with LSTM, deep LSTM, and GRU. We showed
that these models benefit from pretraining and
the introduction of sub-labels. Also, models
with bilingual features outperform the monolin-
gual models.

We can extend the work for sentence and docu-
ment level quality estimation. Improving the word
level quality estimation with data selection and
bootstrapping (Logacheva et al., 2015), more ef-
fective ways to handle label-imbalance, training
bigger models, using language specific feature,
other variations of LSTM architecture etc., are the
other possibilities.
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Abstract

This paper outlines the UU-SVM system
for Task 1 of the WMT16 Shared Task in
Quality Estimation. Our system uses Sup-
port Vector Machine Regression to investi-
gate the impact of a series of features aim-
ing to convey translation quality. We pro-
pose novel features measuring reordering
and noun translation errors. We show that
we can outperform the baseline when we
combine it with a subset of our new fea-
tures.

1 Introduction

In this paper, we describe Uppsala University’s
submission to the WMT16 shared task in Qual-
ity Estimation (QE). Machine Translation Quality
Estimation is the task of assessing the quality of a
machine translated unit at runtime, without using
reference translations. The different units consid-
ered for the 2016 shared task in quality estimation
are words, phrases and sentences. We participated
in task 1, which focuses on sentence-level QE.

Most modern approaches set the task as a re-
gression problem - attempting to accurately pre-
dict a continuous quality label through represent-
ing translations with feature vectors. The per-
formance of such approaches rely on determin-
ing and extracting features that correlate strongly
with the proposed quality label and the impact
of a wide variety of features. Different types of
systems, including system-dependent (glass-box)
or system-independent (black-box), linguistically
or statistically motivated features, have been ex-
plored (Blatz et al., 2004; Quirk, 2004; Specia
et al., 2009). The quality label proposed for the
sentence-level task is Human-targeted Translation
Edit Rate (HTER) (Snover et al., 2006), which

sets the focus on predicting the post-editing effort
needed to correct the translation.

As no information from the MT system used to
translate the data was provided, only black-box
features can be considered. Furthermore, since
the dataset only consists of one translation direc-
tion, English-German, language-specific features
can be exploited. Our submission proposes novel
features attempting to capture some common noun
translation errors from English to German as well
as measuring the amount of reordering done by the
SMT system. These features are combined with
more generic linguistically motivated black-box
features that improved the prediction accuracy.

2 Features and resources

In this section we will describe the dataset we used
and the baseline system. We also give a detailed
description of our suggested features.

2.1 Dataset

The dataset for task 1 spans a total of 15,000
English-German translations from the IT domain.
Each entry consists of a source segment, its ma-
chine translation, a post-edition of the translation
and an edit distance score (HTER) derived from
the post-edited version. The dataset was split
into 12,000 segments as training data, 1,000 for
development and 2,000 for testing. The trans-
lations were produced by a single in-house MT
system from which no system-dependent infor-
mation was made available for the sentence-level
task. These translations were post-edited by pro-
fessional translators and the HTER was computed
using TER(default settings: tokenised, case insen-
sitive, exact matching only, but with scores capped
to 100).

In addition to the dataset, we were provided
with a set of resources consisting of a language
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model (LM), an ngram-counts list of raw ngram
occurrences as well as a lexical translation table.

2.2 Baseline system

In order to establish a common ground for mea-
surement, we were provided with a robust baseline
system trained with 17 features1. The same base-
line system has been used for all previous shared
tasks in QE and has proven to be well performing
across multiple language pairs and text domains
(Bojar et al., 2015). The features quantify the
complexity of the source sentence and the fluency
of the target sentence, by utilizing corpus frequen-
cies, LM probabilites and token counts. We use
these 17 baseline features (b17) as the foundation
of our system and measure our performance in re-
lation to the baseline system.

2.3 Proposed features

In addition to the provided resources, further tools
were used to extract the features: A modified
version of the QuEst++ framework, (Specia et
al., 2015) with processors and features added
and modified where needed, used to extract the
baseline features and a majority of our features.
Fast align (Dyer et al., 2013) was used to gen-
erate word alignment files. We used Berkeley
Parser (Petrov et al., 2006), trained with the in-
cluded grammars for English and German, to ex-
tract phrase structure-based features. We also used
SRILM (Stolcke, 2002) to train a Part-Of-Speech
(POS) Language Model over the training dataset
as well as to compute all LM-based segment prob-
abilities and perplexities. Lastly, we used Tree-
Tagger (Schmid, 1994) trained with the included
models for English and German to obtain all POS-
related features.

We aimed to obtain consistent features captur-
ing sources of and results of difficulties for SMT
systems by quantifying noun translation errors, re-
ordering measures, grammatical correspondence
and structural integrity. The following features
were considered and tested for inclusion in the fea-
ture set for the submission:

Noun Translation Errors In our previous work
on English–German SMT (Stymne et al., 2013),
we have noted that the translation of noun com-
pounds is problematic. It is common for English

1http://www.quest.dcs.shef.ac.uk/
quest_files/features_blackbox_baseline_
17

compounds, that are written as separate words, to
be rendered as separate words or genitive con-
structions in German, instead of the idiomatic
compound. Compounds tend to be common in
technical domains, such as IT.

The language-specific scenario in the task set-
ting allowed us to specifically model these issues.
We implemented two features attempting to cap-
ture these errors in the direction English-German.

• Ratio of Noun groups between source and
target

• Ratio of Genitive constructions between
source and target

Due to the fact that split compound nouns is a
common translation error for German machine
translations, we implemented a feature to look for
sequences of nouns in target text. The feature
looks for any noun group in both source and tar-
get and is computed as the ratio of noun groups,
where noun groups are defined as the number of
occurrences of sequences of two or more nouns.

Another common compound translation is gen-
itive constructions, which can be over-produced in
German. We designed a feature that looks for pos-
sible genitive constructions in source and target,
and is computed as the ratio of genitive construc-
tions, defined as follows:
German: Any noun or proper noun preceeded by
a noun and the genitive article des/der.
English: Any noun or proper noun preceeded by
a noun and the possesive clitic ’s or the possessive
preposition of.

Note that these patterns could also match other
constructions since “of” can have other uses and
“der” is also used for masculine nominative and
feminine dative.

Reordering measures Reordering is problem-
atic for MT in general, and for English–German
especially for the placement of verbs, which differ
between these languages. We explored three met-
rics that measure the amount of reordering done
by the MT system, to investigate a correlation be-
tween SMT reordering and edit operations. All
metrics are based on alignments between individ-
ual words.

• Crossing score: the number of crossings in
alignments between source and target

• Kendall Tau distance between alignments in
source and target
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• Squared Kendall Tau distance between align-
ments in source and target

Crossing score was suggested by Genzel (2010)
for SMT reordering and Tau was suggested by
Birch and Osborne (2011) for use in a standard
metric with a reference translation. To our knowl-
edge we are the first to use these measures for
quality estimation. The features are computed
over the crossing link pairs in a word alignment
file, where the number of crossing links considers
crossings of all lengths and the Squared Kendall
Tau Distance (SKTD) is defined as shown in Eq.
1.

SKTD = 1−
√
|crossing link pairs|
|link pairs| (1)

Grammatical correspondence We explored
several features quantifying grammatical discrep-
ancy, mainly measured in terms of occurences of
syntactic phrases or POS tags in accordance with
the work of Felice and Specia (2012).

• Ratio of percentage of verb phrases between
source and target

• Ratio of percentage of noun phrases between
source and target

• Ratio of percentage of nouns between source
and target

• Ratio of percentage of pronouns between
source and target

• Ratio of percentage of verbs between source
and target

• Ratio of percentage of tokens consisting of
alphabetic symbols between source and tar-
get

Different means of parameterising the relationship
between syntactic and POS constituents were ex-
plored, we tested the absolute difference, the ratio
of occurences as well as the ratio of percentage.
We concluded that the ratio of percentage was the
preferred metric.

Structural integrity We also investigated fea-
tures measuring well-formedness as conveyed by
syntactic parse trees in line with Avramidis (2012)
as well as POS language models

• Source PCFG average confidence of all pos-
sible parses in the parser n-best list

• Target PCFG average confidence of all possi-
ble parses in the parser n-best list

• Source PCFG log probability

• Target PCFG log probability

• LM log perplexity of POS of the target

• LM log probability of POS of the target

We experimented with different sizes of n-best
lists and found that small sizes (1-3) were pre-
ferred due to difficulties in coming up with more
parse trees for several of the input sentences.

2.4 Learning

As per the baseline system methodology, we use
SVM regression (Chang and Lin, 2011) with a
Radial Basis Function (RBF) kernel and a grid
search algorithm for parameter optimisation, im-
plemented in QuEst++.

3 Experiments

Initial experiments consisted of concatenating fea-
tures with the baseline set, in order to sort out the
features that had a positive impact on performance
and disregard the ones that had a negative impact.
As per the QuEst++ framework, performance was
measured in terms of Mean Average Error (MAE)
and Root Mean Square Error (RMSE) which are
defined in Eqs. 2 and 3, where xi , ... , xn are the
values predicted by the SVM model and yi , ... ,
yn are the values provided by the organisers.

MAE =
1

n

n∑

i

|xi − yi | (2)

RMSE =

√√√√ 1

n

n∑

i

xi − y2
i

(3)

Positive Impact A majority of the proposed fea-
tures proved to have a negative impact on the per-
formance metrics through our experiments, leav-
ing only 5/16 features with a positive impact:
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MAE RMSE
baseline (b17) 13.826 19.507
b17 + Noun Group Ratio 13.759 19.503
b17 + Source PCFG 13.812 19.515
b17 + Target PCFG 13.819 19.534
b17 + Tau 13.801 19.460
b17 + Verb ratio 13.799 19.604
Combined 13.723 19.552

Table 1: Performance in terms of MAE and RMSE
for the indiviual features in the Positive Impact set

Feature combinations MAE RMSE
baseline 13.826 19.507
+ Source PCFG 13.812 19.515
+ Target PCFG 13.805 19.560
+ Verb ratio 13.795 19.627
+ Tau 13.757 19.522
+ Noun Group Ratio 13.723 19.552

Table 2: Performance in terms of MAE and RMSE
for the combined features resulting in the submit-
ted system

• Noun group ratio

• Kendall Tau distance

• Source PCFG log probability

• Target PCFG log probability

• Ratio of percentage of verbs

We present their individual performance when
added to the baseline features in Table 1 and when
added in combination in Table 2. All these fea-
tures have an individual positive impact on MAE,
whereas only noun group ratio and Tau perform
well on RMSE. Furthermore, the noun group ra-
tio and Kendall Tau Distance showed promising
results both individually and in combination with
our other new features. The verb ratio feature,
however, increased RMSE individually but was in-
cluded in our final system despite this due to its
contribution to MAE when combined, as MAE
carries a heavier weight in evaluation. Due to time
constraints, we did not investigate the relationship
between the RMSE and MAE further.

The performance of the novel features in the
noun translation errors and reordering measure
groups in Table 3. For the reordering features, that
are all different ways of measuring the amount of

MAE RMSE
baseline (b17) 13.826 19.507
b17 + Crossings 13.834 19.480
b17 + SKTD 13.836 19.468
b17 + Tau 13.801 19.460
b17 + Noun Group Ratio 13.759 19.503
b17 + Genitive constructions 13.840 19.539

Table 3: Performance in terms of MAE and RMSE
for the indiviual features describing noun transla-
tion errors and reordering

reordering based on word alignments, we notice
that only Tau give a positive impact. Our fea-
ture for genitive constructions did not give good
results.

The surprisingly small amount of positive fea-
tures may be a result of a disagreement between
the proposed features and the data. The features
mainly rely on linguistic analyses while the data,
being exclusively from the IT-Domain, is inher-
ently irregular. POS- and syntactic phrase-features
appears to be particularly unreliable which may be
due to the nature of the domain, where series of
constituents of uncommon character are frequent,
e.g:

Choose File > Save As , and choose
Photoshop DCS 1.0 or Photoshop DCS

2.0 from the Format menu .

↓
Wählen Sie ” Bearbeiten ” ”

Voreinstellungen ” ( Windows ) bzw. ”
Bridge CS4 ” > ” Voreinstellungen ” (

Mac OS ) und klicken Sie auf ”
Miniaturen . ”

This appears to especially affect syntactic parsers
trained on out-of-domain PCFGs as phrase com-
parisons were error prone and the parser often had
difficulties generating more than 3 trees per sen-
tence. Nevertheless, the probabilities of the parse
trees for both source and target slightly increased
the performance of the model.

In order to improve the performance of syntac-
tic and POS-related features, a first step would be
to use parsers and taggers trained with or adapted
to similar in-domain data, as the IT-domain no-
tably differs from the conventional treebanks and
corpora commonly used in the field. Furthermore,
we think it would be worthwhile to explore the ef-
fect of employing dependency parsers rather than
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constituency-based parsers for measuring struc-
tural integrity and grammatical correspondence.

The amount of reordering done as measured in
this paper can suffice to indicate irregularities in
reordering through the learning methods. How-
ever, simply relying on counting crossings in 1-
1 alignments, could inflict noise. All our mea-
sures for reordering only measures the difference
in word order in a language independent way. For
a specific language pair like English–German it
would be useful to be able to measure known word
order divergences like verb placement, through
more carefully designed and targeted measures. A
better solution could be adapt the feature to fit the
expected reordering for specific translation direc-
tions and to quantify it based on infringements of
word-order expectations.

4 Conclusion

We trained regression models using a combination
of the baseline features and a series of features
intended to convey translation quality. We also
proposed novel features modeling noun translation
errors and reordering amount. A majority of the
proposed features were discarded through our ex-
periments with the development data, yet the final
feature set was sufficient to surpass the baseline.
Of the final features, the noun group ratio showed
particularly promising results, as seen in Table 1.

Results were submitted for both the scoring and
ranking subtasks of the sentence-level task. The
system was, however, intended and optimized for
the scoring task. Therefore the ranks were sim-
ply defined as the ascending order of the scores
with no separate optimization. When computing
our model for the final test set, the training scores
were capped to an upper bound of 100 and the pre-
dicted scores were capped to a lower bound of 0.

In the future we would like to investigate an ex-
panded set of translation errors as well as adapt the
concept of reordering measures as features to ex-
pected reordering in specific translation directions.
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Abstract

In this paper we present the results of
the University of Sheffield (SHEF) sub-
missions for the WMT16 shared task on
document-level Quality Estimation (Task
3). Our submission explore discourse and
document-aware information and word
embeddings as features, with Support Vec-
tor Regression and Gaussian Process used
to train the Quality Estimation models.
The use of word embeddings (combined
with baseline features) and a Gaussian
Process model with two kernels led to the
winning submission in the shared task.

1 Introduction

The task of Quality Estimation (QE) of Machine
Translation (MT) consists in predicting the qual-
ity of unseen data using Machine Learning (ML)
models trained on labelled data points. Such a
scenario does not require reference translations
and only uses information from source and tar-
get documents. Therefore, QE is different from
traditional automatic evaluation metrics (such as
BLEU (Papineni et al., 2002)).

Sentence-level and word-level QE have been
widely explored along the years (Callison-Burch
et al., 2012; Bojar et al., 2013; Bojar et al., 2014;
Bojar et al., 2015). On the other hand, document-
level QE has only recently started to be addressed,
with the first shared task organised last year (Bo-
jar et al., 2015). Document-level QE is the task
of predicting the quality of an entire document
and is useful for gisting applications (mainly in
cases where the user does not speak the source
language) and fully automated uses of MT where
post-editing is not an option.

Predicting the quality of documents is challeng-
ing: problems on all linguistic levels need be

taken into account, including document-wide is-
sues. Moreover, defining quality labels for docu-
ments is a complex task on itself, as pointed by
Scarton et al. (2015b).

Little previous research has addressed this
problem. Soricut and Echihabi (2010) explore
pseudo-references and document-aware features
for document-level ranking, using BLEU as qual-
ity label. Scarton and Specia (2014) apply pseudo-
references, document-aware and discourse-aware
features for document-level quality prediction, us-
ing BLEU and TER as quality scores. Last year, a
paragraph-level QE shared task was organised for
the first time at WMT (Bojar et al., 2015), using
METEOR as quality label. Scarton (2015) explore
discourse information for paragraph-level predic-
tion. They also perform exhaustive search and find
out that using only three features from the official
baseline set leads to results comparable to those of
the full baseline system. Biçici et al. (2015) ap-
ply referential translation machines for paragraph-
level QE and obtain the best overall results in the
shared task. Finally, Scarton (2015), Scarton and
Specia (2015) and Scarton et al. (2015b) analyse
the task of document-level QE from the perspec-
tive of defining reliable labels. They also investi-
gate the correlation of discourse phenomena and
document-lvel translation quality.

In this paper, we focus on feature engineer-
ing and the use of different ML techniques for
document-level QE in the context of the WMT16
QE shared task (Task 3). We submitted two sys-
tems:

• GRAPH-BASE: counts on pronouns, con-
nectives, Rhetorical Structure Theory (RST)
and Elementary Discourse Units (EDUs) in-
formation (similar to (Scarton et al., 2015a)),
plus scores from an entity graph-based model
for the target documents (Sim Smith et al.,
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2016) were used as features. This system was
trained with the Support Vector Regression
(SVR) algorithm. Discourse features were
combined with the official baseline features.

• EMB-BASE-GP: word embeddings from the
source documents combined with the official
baseline features were used to train a Gaus-
sian Process (GP)1 with two-kernels: one for
word embeddings and one for baseline fea-
tures.

In addition to the official results of our sub-
mitted systems, we experiment with other fea-
ture combinations, such as scores from graph-
based entity grid coherence models extracted from
source documents and word embeddings gener-
ated for target documents. In Section 2 we de-
scribe the models used in our experiments and in
Section 3 we present our results.

2 Systems Description

Our submissions for the shared task explore differ-
ent approaches in terms of features and modelling.
We describe them in detail in what follows.

2.1 Discourse-aware system

Pronouns, Connectives, EDUs and RST fea-
tures (called hereafter PCER). Following (Scar-
ton et al., 2015a), we use information from the
Charniak parser (Charniak, 2000), the Discourse
Parser from Joty et al. (2013), and the Discourse
Connectives Tagger from Pitler and Nenkova
(2009) as features for our discourse-aware model
(these features could only be extracted for English,
and thus for the source documents):

• Number of pronouns;

• Number of connectives (total number and
number of connectives per class);

• Number of EDU breaks;

• Number of Nucleus and Satellite relations in
the RST tree;

• Number of subtrees and height of the RST
tree.2

1https://sheffieldml.github.io/GPy/
2These features are new with respect to (Scarton et al.,

2015a).

Latent Semantic Analysis (LSA) cohesion fea-
tures (called hereafter LSA). As done in Scarton
and Specia (2014), we extract the following LSA
features for both source and target documents:

• Average LSA Spearman rho correlation of
adjacent sentences;

• Average LSA cosine distance of adjacent sen-
tences;

• Average LSA Spearman rho correlation of
all sentences;

• Average LSA cosine distance of all sen-
tences.

Entity graph-based features (called hereafter
GRAPH-source and GRAPH-target). We use an
Entity Graph Model (Sim Smith et al., 2016),
which is based on the bipartite graph of Guin-
audeau and Strube (2013) and tracks the occur-
rence of entities throughout the document, includ-
ing between non-adjacent sentences. Entities are
taken as all nouns occurring in the document, as
recommended by (Elsner, 2011). For our experi-
ments, a POS tagger3 is used to identify nouns. A
local coherence score is calculated directly, with-
out any training, and represents the distribution
of entities in the document. This is based on the
theory that coherent texts contain salient entities.
Both the sentences and entities are represented as
nodes, with edges connecting the entities to the
sentences they occur in. The final model score re-
flects the total weight of all the edges leaving a
sentence, which indicates how connected such a
sentence is.

We use weighted projections (Guinaudeau and
Strube, 2013). These take the number of shared
entities into account, rating the projections higher
for more shared entities. We calculate the coher-
ence score of the source documents and of the tar-
get documents and incorporate these as features.

Model We combine the described features with
the official baseline ones provided by the shared
task organisers and use them in an SVR with
RBF kernel and hyperparameters optimised via
grid search (the same as the official shared task
baseline system). We use the SVR implementa-
tion available in the scikit-learn toolkit (Pedregosa
et al., 2011).4

3http://nlp.stanford.edu/software/
tagger.shtml

4http://scikit-learn.org
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2.2 Embeddings-based system

Embedding features (called hereafter EMB-
source and EMB-target). The word embeddings
used in our experiments are learned with the
word2vec tool5 (Mikolov et al., 2013b). The
tool produces word embeddings using the Dis-
tributed Skip-Gram or Continuous Bag-of-Words
(CBOW) models. The models are trained using
large amounts of monolingual data with a neural
network architecture that aims at predicting the
neighbours of a given word. Unlike standard neu-
ral network-based language models for predict-
ing the next word given the context of preceding
words, a CBOW model predicts the word in the
middle given the representation of the surrounding
words, while the Skip-Gram model learns word
embedding representations that can be used to pre-
dict a word’s context in the same sentence. As sug-
gested by the authors, CBOW is faster and more
adequate for larger datasets, so we use this model
in our experiments.

The data used to train the models for English
is Google’s billion-word corpus6 with the vocab-
ulary size of 527K. The Spanish data is a combi-
nation of Europarl, News-commentary and News-
crawled corpora from WMT, totalling 614M
words with vocabulary size of 557K. We train 500-
dimensional representations with CBOW for all
words in the vocabulary of both languages. We
consider a 10-word context window to either side
of the target word, sub-sampling option to 1e-05,
and estimate the probability of a target word with
the negative sampling method, drawing 10 sam-
ples from the noise distribution.

We then extract document embeddings by aver-
aging the word embeddings in the document (for
training and test sets) from these models and use
these as features. These distributed numerical rep-
resentations of words as features aim at locating
each word as a point in a 500-dimensional space.
Given that the word embeddings were trained us-
ing a large corpus, it is expected that similar words
are mapped to close points in the 500-dimensional
space. Therefore, the averaged word embeddings
are expected to encode information about the co-
hesion of the document, since it encompasses in-
formation about word usage.

5https://code.google.com/p/word2vec/
6https://github.com/ciprian-chelba/

1-billion-word-language-modeling-benchmark

Model For this submission we employ a GP over
the document embeddings and the baseline fea-
tures. While we did try with SVR, preliminary
results using cross-validation on the training set
showed better results for the GP-based model.7

Another reason for this decision is that GP easily
allows the use of kernel combinations while keep-
ing hyperparameter optimisation efficient. We ex-
plore this idea in our submission by using a sum
of two isotropic8 kernels, one for the baseline fea-
tures and another one for the embeddings.

To select the best kernel combination we per-
form a 10-fold cross validation scheme on the
training set and select the combination which per-
forms the best in terms of Pearson’s correlation
score. We also consider doing model selection
by picking the model with highest likelihood on
the training data, similar to the scheme used in
(Preoţiuc-Pietro and Cohn, 2013). However, this
resulted in a worse model when compared to the
cross validation scheme. We speculate that the re-
sulting models overfit the training data, due to its
small size.

The best combination, which we use in our
submission, employs two Rational Quadratic
(RatQuad) kernels (Rasmussen and Williams,
2006).9 After fixing this combination, the hy-
perparameters are optimised by maximising the
model likelihood on the full training data.

3 Experiments and Results

Apart from word embedding features, which use
external corpora for training the embeddings, our
systems only use the data provided by the task or-
ganisers.

Task Our participation is in Task 3 (document-
level QE) in both scoring and ranking variants.
Pearson r is the official primary evaluation met-
ric for scoring, while Spearman rho is the official
primary metric for ranking.

7We also experimented with a GP for training QE mod-
els using discourse-aware features, but the results were worse
than with the SVR model.

8An alternative would be to employ Automatic Relevance
Determination (ARD), a feature weighting scheme common
in GPs and other Bayesian models. However, This would add
a large number of hyperparameters in our case (one per fea-
ture/dimension), making the model difficult to optimise and
prone to overfitting.

9Besides RatQuad, we also experimented with RBF, Ex-
ponential and Matern32 kernels. RatQuad showed the best
results.
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Data The data of Task 3 consists of 208 doc-
uments for English-Spanish language pair, ex-
tracted from the WMT08-13 translation shared
task datasets. The machine translation for each
source document was randomly picked from the
set of all systems that participated in the trans-
lation task. The documents were evaluated by
following the two-stage post-editing method de-
scribed in (Scarton et al., 2015a). In the first stage,
sentences are post-edited out of context, whilst
in the second stage the post-edited sentences are
placed in context and any remaining mistakes are
corrected. The quality scores are, then, a variation
of Human-targeted Translation Edit Rate (HTER)
(Snover et al., 2006) that combines results from
both post-editing stages.

Baseline We use the 17 QUEST++ baseline fea-
tures to train our baseline systems (Specia et al.,
2015). We build a baseline system with SVR and
another with GP, in order to compare our systems
with comparable models.10

Models using discourse features and SVR The
features sets we experimented with are:

• baseline + PCER + LSA + GRAPH-target +
GRAPH-source;

• baseline + PCER + LSA + GRAPH-target.11

Our models using discourse information were
trained with SVR as described in Section 2.1.

Models using word embeddings and GP The
features sets we experimented with are:

• baseline + EMB-source + EMB-target;

• baseline + EMB-source;12

• EMB-source;

Our models using word embeddings were trained
using GP as described in Section 2.2.

Model selection The best models for our sub-
missions are selected by applying 10-fold cross-
validation in the training set and choosing the
model with the highest averaged Pearson r cor-
relation. The ranks for the ranking task variant
are defined by ordering the predicted values best
to worst.

10For the GP model we used RatQuad kernel.
11Feature combination used in our GRAPH-BASE submis-

sion.
12Feature combination used in our BASE-EMB-GP sub-

mission.

3.1 Results

Table 1 shows the results for our experiments with
discourse-aware features and SVR for the scoring
sub-task. We report results of our 10-fold cross-
validation method over the training and the results
on the official test set. Results in the first column
(10-fold) show that both discourse feature com-
bination lead to improvements over the baseline.
However, when testing on the test set, the mod-
els do not outperform the baseline. More investi-
gation with additional data would be necessary to
draw any conclusions on the reasons behind this
difference.

Results for ranking using discourse-aware fea-
tures are shown in Table 2. These results are re-
ported only for the test set. Since the ranks were
obtained by using the predicted scores, we could
not generate rankings when testing models in the
10-fold cross-validation experiments. For this task
variant, once again the discourse-aware features
do not outperform the baseline features.

Tables 3 and 4 show results for scoring and
ranking, respectively, for the models using word
embeddings and GP. These models outperform a
baseline which was also trained with GP for all
cases in our 10-fold cross-validation experiment.
However, when we evaluate our models on the
test set, only the combination of baseline + EMB-
source or EMB-source alone are better than the
baseline. In fact, our result for baseline + EMB-
source in the test set is the winner of the scor-
ing sub-task, outperforming the official baseline
(0.286 in Pearson r).

For ranking (calculated only for the test set), the
feature sets show a similar behaviour: the model
using EMB-target does not perform better than the
baseline. On the other hand, EMB-source and
baseline + EMB-source outperform the baseline,
with the later scoring second in the official results
of the shared task. It is worth mentioning that
EMB-source alone is able to outperform the base-
line in both sub-tasks. This is an interesting find-
ing since word embeddings are relatively easy to
acquire and only require large raw corpora as ex-
ternal resources.

4 Conclusions

In this paper we presented the results of our mod-
els submitted to the WMT16 QE shared task - Task
3: document-level QE. We discussed two different
models: one using discourse features and SVR and
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10-fold test set
baseline 0.357 0.286
baseline + PCER + LSA + GRAPH-target + GRAPH-source 0.423 0.284

baseline + PCER + LSA + GRAPH-target 0.424 0.256

Table 1: Pearson r correlation scores of models built with discourse-aware features and SVR.

test set
baseline 0.354

baseline + PCER + LSA + GRAPH-target + GRAPH-source 0.282

baseline + PCER + LSA + GRAPH-target 0.285

Table 2: Spearman rho correlation scores of models built with discourse-aware features and SVR.

10-fold test set
baseline 0.340 0.266

baseline + EMB-source + EMB-target 0.479 0.232

baseline + EMB-source 0.493 0.391
EMB-source 0.481 0.319

Table 3: Pearson r correlation scores of models built with word embeddings and GP.

test set
baseline 0.345

baseline + EMB-source + EMB-target 0.279

baseline + EMB-source 0.393
EMB-source 0.355

Table 4: Spearman rho correlation scores of models built with word-embeddings features and GP.

another using word-embeddings and GP.

Our results showed that using word-
embeddings combined with baseline features
and training a GP model with two kernels (one
for the baseline features and another for the
word-embeddings) achieved the most promising
results, having ranked top of the scoring task
variant. However, only word embeddings from
the source documents were useful (word em-
beddings from the target documents produced
worse results than the baseline). The differences
between the data used to extract the embeddings
for source and target can be the reason for such
a result. Our hypothesis is that using bigger and
more relevant data for the target language could
lead to better results. Another possible reason for
the low performance of target embeddings is the
dimension of the vectors. Mikolov et al. (2013a)
use different dimensions for source and target in
order to achieve the best results. Therefore, in
future work we will experiment with different
dimensions. Finally, an important finding is
that by using only word embeddings as features

we could build a model that outperforms the
baseline. Nevertheless, more investigation on the
topic needs to be done in order to draw concrete
conclusions.

Finally, the use of discourse-aware features did
not lead to improvements over the baseline on the
official test sets. Our hypothesis was that dis-
course information would help distinguish transla-
tions with different quality levels. However, given
the tools available, most discourse-aware features
(e.g. RST counts) could only be extracted for
English, i.e., the source documents (perfect text).
We intend to further test these features in datasets
where the target language (translations) is English.
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Abstract

This paper describes our systems for
Task 1 of the WMT16 Shared Task on
Quality Estimation. Our submissions use
(i) a continuous space language model
(CSLM) to extract sentence embeddings
and cross-entropy scores, (ii) a neural net-
work machine translation (NMT) model,
(iii) a set of QuEst features, and (iv) a com-
bination of features produced by QuEst
and with CSLM and NMT. Our primary
submission achieved third place in the
scoring task and second place in the rank-
ing task. Another interesting finding is
the good performance obtained from us-
ing as features only CSLM sentence em-
beddings, which are learned in an unsuper-
vised fashion without any additional hand-
crafted features.

1 Introduction

Quality Estimation (QE) aims at measuring the
quality of the output of Machine Translation (MT)
systems without reference translations. Generally,
QE is addressed with various features indicating
fluency, adequacy and complexity of the source
and translation texts. Such features are used along
with Machine Learning methods in order to learn
prediction models.

Features play a key role in QE. A wide range
of features from the source segments and their
translations, often processed using external re-
sources and tools, have been proposed. These
go from simple, language-independent features, to
advanced, linguistically motivated features. They
include features that rely on information from the
MT system that generated the translations, and
features that are oblivious to the way translations
were produced. This leads to a potential bottle-

neck: feature engineering can be time consuming,
particularly because the impact of features vary
across datasets and language pairs. Also, most
features in the literature are extracted from seg-
ment pairs in isolation, ignoring contextual clues
from other segments in the text. The focus of our
contributions this year is to explore a new set of
features which are language-independent, require
minimal resources, and can be extracted in unsu-
pervised ways with the use of neural networks.

Word embeddings have shown their poten-
tial in modelling long distance dependencies in
data, including syntactic and semantic informa-
tion. For instance, neural network language mod-
els (Bengio et al., 2003) have been success-
fully explored in many problems including Au-
tomatic Speech Recognition (Schwenk and Gau-
vain, 2005; Schwenk, 2007) and Machine Trans-
lation (Schwenk, 2012).

In this paper, we extend our previous work
(Shah et al., 2015a; Shah et al., 2015b) to inves-
tigate the use of sentence embeddings extracted
from a neural network language model along with
cross entropy scores as features for QE. We also
investigate the use of a neural machine translation
model to extract the log likelihood of sentences
as QE features. The features extracted from such
resources are used in isolation or combined with
hand-crafted features from QuEst to learn predic-
tion models.

2 Continuous Space Language Model
Features

Neural networks model non-linear relationships
between the input features and target outputs.
They often outperform other techniques in com-
plex machine learning tasks. The inputs to the
neural network language model used here (called
Continuous Space Language Model (CSLM)) are
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the hj context words of the prediction: hj =
wj−n+1, ..., wj−2, wj−1, and the outputs are the
posterior probabilities of all words of the vocab-
ulary: P (wj |hj) ∀i ∈ [1, N ] where N is the vo-
cabulary size. A CSLM encodes inputs using the
so called one-hot coding, i.e., the ith word in the
vocabulary is coded by setting all elements to 0
except the ith element. Due to the large size of
the output layer (vocabulary size), the computa-
tional complexity of a basic neural network lan-
guage model is very high. Schwenk (2012) pro-
posed an implementation of the neural network
with efficient algorithms to reduce the computa-
tional complexity and speed up the processing us-
ing a subset of the entire vocabulary called short
list.

As compared to shallow neural networks, deep
neural networks can use more hidden layers and
have been shown to perform better (Schwenk et
al., 2014). In all CSLM experiments described in
this paper, we use 40-gram deep neural networks
with four hidden layers: a first layer for the word
projection (320 units for each context word) and
three hidden layers of 1024 units for the proba-
bility estimation. At the output layer, we use a
softmax activation function applied to a short list
of the 32k most frequent words. The probabilities
of the out of the short list words are obtained us-
ing a standard back-off n-gram language model.
The training of the neural network is done by the
standard back-propagation algorithm and outputs
are the posterior probabilities. The parameters of
the models are optimised on a held out develop-
ment set. Our CSLM models were trained with the
CSLM toolkit 1 and used to extract the following
features:

• source sentence cross-entropy

• source sentence embeddings

• translation output cross-entropy

• translation output embeddings.

Table 1, reports detailed statistics on the mono-
lingual data used to train the back-off LM and
CSLM. The training dataset consists of WMT16
translation task monolingual corpora with the
Moore-Lewis data selection method (Moore and
Lewis, 2010) to select the CSLM training data
with respect to the task’s development set. The

1http://www-lium.univ-lemans.fr/cslm/

CSLM models are tuned using the WMT16 Qual-
ity Estimation development corpus.

Lang. Train Dev 4-g LM px CSLM px
en 84G 17.8 k 61.30 50.69
de 79G 19.7 k 64.99 54.45

Table 1: Training and dev datasets size (in number
of tokens) and models perplexity (px).

3 Neural Machine Translation Features

In addition to the monolingual features learned us-
ing the neural network language model, we exper-
iment with bilingual features derived from a neu-
ral machine translation system (NMT). Our NMT
system is developed based on a framework in-
spired from the dl4mt-material project2. The sys-
tem is an end-to-end sequence to sequence model
tuned to minimise the negative log-likelihood us-
ing a stochastic gradient descent. In our experi-
ments we trained two NMT systems (EN ↔ DE)
with an attention mechanism similar to the one de-
scribed in (Bahdanau et al., 2014).

Let X and Y be a source sentence of length Tx
and a target sentence of length Ty respectively:

X = (x1, x2, ..., xTx) (1)

Y = (y1, y2, ..., yTy) (2)

Each source and target word is represented with a
randomly initialised embedding vector of size Es

and Et respectively. A bidirectional recurrent en-
coder reads an input sequence X in forward and
backward directions to produce two sets of hidden
states. At the end of the encoding step, we ob-
tain a bidirectional annotation vector ht for each
source position by concatenating the forward and
backward annotations:

ht =

[
~ht
~ht

]
(3)

A Gated Recurrent Unit (GRU) (Chung et al.,
2014) is used for the encoder and decoder. They
have 1000 hidden units each, leading to an anno-
tation vector ht ∈ R2000.

The attention mechanism, implemented as a
simple fully-connected feed-forward neural net-
work, accepts the hidden state ht of the decoder’s
recurrent layer and one input annotation at a time,

2github.com/kyunghyuncho/dl4mt-material
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to produce the attention coefficients. A softmax
activation is applied on those attention coefficients
to obtain the attention weights used to generate the
weighted annotation vector for time t.

Both NMT systems are trained with WMT16
Quality Estimation English-German datasets (we
used post-editions on the German side) and tuned
on the official development set. Table 2 reports the
statistics of NMT training data and BLEU scores
on the QE development set.

Trans. Direction Train Dev BLEU
DE-to-EN 21k-20k 17.8 k 35.38
EN-to-DE 20k-21k 19.7 k 37.51

Table 2: Training and development datasets sizes
(number of tokens) and development set BLEU
scores.

4 Experiments

In what follows we present our experiments on the
WMT16 QE Task 1 with CSLM and NMT fea-
tures.

4.1 Dataset

Task 1’s English-German dataset consists respec-
tively of a training set and development set with
12, 000 and 1, 000 source segments, their machine
translations, the post-editions of the latter, and the
edit distance scores between the MT and its post-
edited version (HTER). The test set consists of
2, 000 English-German source-MT pairs. Each
of the translations was post-edited by professional
translators, and HTER labels were computed us-
ing the TER tool (settings: tokenised, case insensi-
tive, exact matching only, with scores capped to 1).

4.2 Features

We extracted the following features:

• QuEst: 79 black-box features using
the QuEst framework (Specia et al.,
2013; Shah et al., 2013a) as described
in Shah et al. (2013b). The full set
of features can be found on http:
//www.quest.dcs.shef.ac.uk/
quest_files/features_blackbox.

• CSLMce: A cross-entropy feature for each
source and target sentence using CSLM as
described in Section 2.

• NMTll: A log likelihood feature for each
source and target sentence using NMT as de-
scribed in Section 3.

• CSLMemb: Sentence features extracted by
taking the mean of 320-dimension word vec-
tors trained using CSLM for both source and
target. We also experimented with taking the
min or the max of the embeddings, but em-
pirically it was found that the mean performs
better. Therefore, all our results are reported
using the mean of word embeddings.

4.3 Learning algorithm

We use the Support Vector Machines implemen-
tation in the scikit-learn toolkit (Pedregosa
et al., 2011) to perform regression (SVR) on each
feature set with either RBF kernels and parameters
optimised using grid search.

To evaluate the prediction models we use all
evaluation metrics in the task: Pearson’s correla-
tion r, Mean Absolute Error (MAE), Root Mean
Squared Error (RMSE), Spearman’s correlation ρ
and Delta Average (DeltaAvg).

4.4 Results

We trained various models with different feature
sets and algorithms and evaluated the performance
of these models on the official development set.
The results are shown in Table 3. Based on these
findings, as official submissions for Task 1, we
submitted two systems:

• SHEF-SVM-CSLMce-NMTll-CSLMboth−emb

• SHEF-SVM-QuEst-CSLMce-NMTll-CSLMboth−emb

These systems contain all of our CSLM and
NMT features either with or without QuEst: 719
and 644 features in total, respectively. We
named them SVM-NN-both-emb and SVM-NN-
both-emb-QuEst in the official submissions. The
official results are shown in Table 4. Our systems
show promising performance across all of the met-
rics used for evaluation in both scoring and rank-
ing task variants. Our best system was ranked:

• Third place in the scoring task variant accord-
ing to Pearson r (official scoring metric), and
second place according MAE and RMSE.

• Second place in the ranking task variant ac-
cording to Spearman ρ (official ranking met-
ric) and first place according to DeltaAvg.
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System. # of Feats. MAE RMSE Pearson r
Baseline (SVM) 17 13.97 19.65 0.359
SHEF-SVM-QuEst 79 13.94 19.71 0.386
SHEF-SVM-QuEst-CSLMce-NMTll 83 14.27 19.92 0.460
SHEF-SVM-CSLMsrc−emb 320 13.97 18.87 0.416
SHEF-SVM-CSLMtgt−emb 320 13.70 18.60 0.422
SHEF-SVM-CSLMboth−emb 640 13.74 18.10 0.425
SHEF-SVM-CSLMce-NMTll-CSLMboth−emb 644 13.48 17.94 0.500
SHEF-SVM-QuEst-CSLMce-NMTll-CSLMtgt−emb 383 13.49 17.99 0.500
SHEF-SVM-QuEst-CSLMce-NMTll-CSLMboth−emb 719 13.46 17.92 0.501

Table 3: Results on the development set of Task 1. Systems in bold are used as official submissions.

System. MAE RMSE Pearson r DeltaAvg Spearman ρ
Baseline 13.53 18.39 0.351 62.981 0.390

SVM-NN-both-emb 12.973 17.333 0.4305 78.861 0.4522

SVM-NN-both-emb-QuEst 12.882 17.032 0.4513 81.301 0.4742

Table 4: Official results on the test set of Task 1. The superscript shows the overall ranking of the system
against various official evaluation metrics.

Some of the interesting findings are:

• The mean of word embeddings extracted for
each sentence performs much better than the
max or min.

• Sentence features extracted from CSLM em-
beddings bring the largest improvements.

• Target embeddings produce better predic-
tions than source embeddings, which is in-
line with our previous findings (Shah et al.,
2015b).

• CSLM cross entropy and NMT log likelihood
features bring further improvements on top of
embedding features.

• QuEst features bring improvements when-
ever added to either CSLM embeddings or
cross entropy and NMT likelihood features.

• Neural Network features alone perform very
well. This is a very encouraging finding since
for many language pairs it can be difficult
to find appropriate resources to extract hand-
crafted features.

5 Conclusions

In this paper we have explored novel features for
translation Quality Estimation which are obtained
with the use of Neural Networks. When added to
QuEst standard feature sets for the WMT16 QE
Task 1, the CSLM sentence embedding features

along with cross entropy and NMT likelihood led
to large improvements in prediction. Moreover,
CSLM and NMT features alone performed very
well. Combining all CSLM and NMT features
with the ones produced by QuEst improved the
performance and led to very competitive systems
according to the task’s official results.

In the future work, we plan to explore bilin-
gual embeddings extracted from our NMT models.
Compared to the CSLM embeddings, NMT mod-
els generate embeddings (with the bidirectional
Neural Network as presented in Section 3) of the
whole sentence with a focus on the current word.
In addition, we plan to train a Neural Network
model to directly predict the QE scores.
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Abstract

This paper describes the submission of
the UGENT-LT3 SCATE system to the
WMT16 Shared Task on Quality Estima-
tion (QE), viz. English-German word and
sentence-level QE. Based on the observa-
tion that the data set is homogeneous (all
sentences belong to the IT domain), we
performed bilingual terminology extrac-
tion and added features derived from the
resulting term list to the well-performing
features of the word-level QE task of last
year. For sentence-level QE, we analyzed
the importance of the features and based
on those insights extended the feature set
of last year. We also experimented with
different learning methods and ensembles.
We present our observations from the dif-
ferent experiments we conducted and our
submissions for both tasks.

1 Introduction

Machine Translation (MT) Quality Estimation
(QE) is the task of providing a quality indicator for
unseen automatically translated sentences without
relying on reference translations (Gandrabur and
Foster, 2003; Blatz et al., 2004). The WMT16 QE
shared task proposes three evaluation tasks: (1)
scoring and ranking sentences according to pre-
dicted post-editing effort given a source sentence
and its translation; predicting the individual (2a)
words and (2b) phrases (segmented by the Sta-
tistical Machine Translation (SMT) decoder) that
require post-editing; and (3) predicting the qual-
ity at document level. In this paper, we describe
the UGENT-LT3 SCATE submissions to task 1
(sentence-level QE) and task 2a (word-level QE).
By conceiving the QE as a supervised Machine
Learning (ML) problem for both tasks, we ex-

tended the features that we extracted for our last
year’s submission (Tezcan et al., 2015), which try
to capture the accuracy and fluency errors in MT
output. While accuracy is concerned with how
much of the meaning expressed in the source is
also expressed in the target text, fluency is con-
cerned with to what extent the translation is well-
formed. This distinction between accuracy and
fluency was suggested to break down human trans-
lation quality judgments into separate and smaller
units (White, 1995) and is well known in quality
assessment schemes for MT (White, 1995; Secară,
2005; Lommel et al., 2014). Similarly, we use the
same distinction to break down the QE task into
separate units. In addition to the features that try
to capture accuracy and fluency errors, given the
specialized domain of this year’s data set (IT), for
word-level QE, we extracted features that try to
capture terminological problems. For both tasks,
we experimented with different learning methods.
For word-level QE we also built ensemble sys-
tems that are based on majority voting and bag-
ging (random forests), in which multiple decision
trees are constructed using bootstrapped training
sets and the predictions of these trees are averaged.

The rest of this paper is organized as follows.
Section 2 and Section 3 give an overview of the
shared task on word-level QE and sentence-level
QE respectively and describe the extracted fea-
tures, the additional language resources that were
used for feature extraction, the learning methods
and the experiments that were conducted. Section
4 concludes by discussing the results and observa-
tions that were made.

2 Word-level Quality Estimation

Similar to the previous year, the word-level QE
task in WMT16 is conceived as a binary classi-
fication task. The goal is to label translation er-
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rors at word level by marking words either as OK
or BAD. In WMT16, submissions are evaluated in
terms of classification performance via the multi-
plication of F1-scores for the OK and BAD classes
against the original labels due to the fact that the
F1-score for the BAD class, which has been used
as a primary metric in previous years, is biased to-
wards ’pessimistic’ labeling. In contrast, the mul-
tiplication of F1-OK and F1-BAD has two compo-
nents and is more balanced.

The organizers provided a data set of English
source sentences with the corresponding German
MT output, generated by a statistical MT system
and the post-edited MT output. This data set con-
sists of a training set of 12,000 sentences, a de-
velopment set of 1,000 sentences and a test set of
2,000 sentences. As in previous years, the MT out-
put in the training and development data are auto-
matically annotated for errors with binary word-
level labels by using the alignments provided by
the TER tool (Snover et al., 2006). The distribu-
tion of the binary labels and the average sentence
length for the training and development sets (in
number of tokens) are given in Table 1.

# Words OK BAD Length
Train 210958 78.5% 21.5% 17.57
Dev 19487 80.5% 19.5% 19.48

Table 1: Number of words, distribution of the bi-
nary labels and the average sentence length, on the
training and development set.

2.1 Features and Language Resources

To characterize each target word of the MT out-
put, in addition to the provided baseline features,
which were described in the WMT15 QE shared
task (Bojar et al., 2015), we extracted the features1

we used for our last year’s submission, for which
detailed descriptions can be found in Tezcan et al.
(2015).

Technical texts, like in the IT domain, express
concepts in a concise and consistent form and
leave little room for data redundancy. This is of-
ten achieved with the use a specialized terminol-
ogy (Rinaldi et al., 2004). As a result, in profes-
sional translation services, correct and consistent
handling of terminology becomes an important in-

1All features that are described in Tezcan et al. (2015)
except the features based on named entities and simplified
Part-of-Speech (PoS) tags.

dicator of translation quality (Pinnis, 2015). Given
that the data set for the QE-tasks in WMT16 is in
the IT domain, we designed three binary features
based on the use of terminology, which indicate
whether:

• the target word (tw) is part of a term in our
bilingual term list;

• the source alignment (sw) of the tw is part
of a term in our bilingual term list, given the
alignments in the baseline feature set;

• the left or right context word of the sw is part
of a term in our bilingual term list, given the
alignments in the baseline feature set.

To be able to define these features, we used
the bilingual terminology extraction tool TExSIS
(Macken et al., 2013) to automatically extract a
bilingual term list from the training corpus. Be-
sides additional statistics, TExSIS output provides
a frequency ratio for each extracted bilingual term
pair, which corresponds to the source/target term
frequency in the given data set. We filtered out
the bilingual terms with a frequency ratio of less
than 0.8 to focus only on the most reliable term
pairs. The resulting bilingual term list includes
4198 entries. Examples of the extracted terms are
provided in Table 2.

Source Term (EN) Target Term (DE)
dialog box Dialogfeld

SWF file SWF-Datei
pop-up note Popup-Notiz

export exportieren
exported image exportierten Bilds

cross-references Querverweise

Table 2: Examples of bilingual terminology auto-
matically extracted by TExSIS.

Based on this bilingual term list, we marked
all entries, starting with the longest term found,
in the training, development and test sets and ex-
tracted the three binary features mentioned before
for each target word in the MT output.

Even though we only used the training set for
extracting features relating to terminology, we
used additional language resources for the other
additional features we extracted (see Tezcan et al.
2015 for more details). These features are based
on a surface Language Model (LM) and a Part-
of-speech (PoS) LM of the target language, and a

844



Phrase Table consisting of phrase alignments and
translation probabilities between the source and
target languages. As bilingual data, we used the
provided training set, the Autodesk Post-Editing
Data2 and a collection of corpora from OPUS
(Tiedemann, 2012) in the IT domain. The num-
ber of sentence pairs collected from each corpus is
presented in Table 3.

Corpus # Segments # Words (EN-DE)
WMT16 12000 201505 228549

Autodesk 124486 1411351 1382342
Gnome 28439 201634 183958
KDE4 224035 1745841 1671591

PHP 39707 228549 228434
Ubuntu 12992 70136 66348
TOTAL 441659 3859016 3747393

Table 3: Additional language resources that were
used to extract features and the number of seg-
ments in each data set.

We used the Moses Toolkit (Koehn et al., 2007)
to obtain phrase alignments from the collected
data. The phrase alignments were pruned to ex-
clude entries with a direct alignment probability
P (t|s) < 0.01. We built the LM and PoS LM
on the target side of the collected bilingual data.
The following preprocessing steps have been ap-
plied on the data prior to building the LM and the
phrase table: normalization of digits, tokenization
and lowercasing. The surface form LM has been
built using KenLM (Heafield, 2011). For building
the PoS LM, we used TreeTagger (Schmid, 1995)
to obtain the PoS tags on the target (DE) data and
IRSTLM (Federico et al., 2008) for building the
LM. As smoothing technique we used Witten-Bell
as the modified Kneser-Ney smoothing, which is
used by KenLM, is not well defined when there
are no singletons (Chen and Goodman, 1996) and
leads to modeling issues on the PoS data. The
resulting LMs and phrase table were stored in
databases and indexed to speed up lookup oper-
ations.

2.2 Learning Methods
By combining different learning methods into en-
semble systems based on majority voting, we were
able to increase the word-level QE performance
of individual systems in the past (Tezcan et al.,
2015). This has motivated us to experiment with

2https://autodesk.app.box.com/v/autodesk-postediting

different learning methods and ensembles. In our
experiments we used 6 different learning meth-
ods: Logistic Regression (LR), Perceptron (PE),
Random Forest (RF) and Linear Support Vector
Classification (SVC) using the Scikit-learn mod-
ule in Python (Pedregosa et al., 2011), Condi-
tional Random Fields (CRFs) using the CRF++
Toolkit (Kudo, 2005) and Memory-Based Learn-
ing (MBL) using TiMBL (Daelemans et al., 2004).
For the algorithms that did not accept categorical
features in the Scikit-learn module (such as LR
and RF), one-hot encoding was applied to trans-
form the feature sets prior to training.

2.3 Experiments

We carried out experiments with the six ML meth-
ods and combinations of three different feature
sets, namely the baseline features (b), the SCATE
features we used for WMT15 (s) and the new fea-
tures we extracted, which identify words that ap-
pear in the bilingual term list (t). We applied
hyper-parameter optimization for the ML algo-
rithms (when applicable) using 10-fold cross val-
idation on the training set and tested the classifi-
cation performance on the development set. All
the features were scaled to the [0, 1] range prior
to training. The classification performance of dif-
ferent algorithms and feature sets, with respect to
F1 scores for the BAD class, the OK class and the
multiplication of the two (MLT), are provided in
Table 4.

LR PE RF SVC CRF MBL

b
BAD 0.33 0.37 0.23 0.24 0.30 0.29
OK 0.87 0.81 0.90 0.88 0.89 0.88
MLT 0.29 0.30 0.20 0.21 0.26 0.25

b+s
BAD 0.41 0.40 0.45 0.42 0.38 0.38
OK 0.83 0.83 0.85 0.83 0.80 0.80
MLT 0.34 0.33 0.38 0.35 0.30 0.30

b+s
+t

BAD 0.45 0.37 0.45 0.43 0.44 0.39
OK 0.83 0.85 0.86 0.82 0.82 0.81
MLT 0.37 0.31 0.39 0.35 0.36 0.32

Table 4: The performance of different ML algo-
rithms and feature sets on the development set.
The plus sign ‘+’ indicates the combined feature
sets.

Under the hypothesis that different learners
make different types of errors, we first analyzed
the amount of disagreement by comparing the out-
put of each system using the overall best feature
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set ‘b+s+t’.

CRF LR PE SVC RF
MBL 21% 19% 29% 20% 21%
CRF 5% 19% 3% 19%
LR 21% 4% 18%
PE 19% 30%

SVC 18%

Table 5: The disagreement ratios between the pre-
dicted labels by different algorithms (feature set
‘b+s+t’).

Based on the disagreement ratios between the
different ML systems given in Table 5, we built
two ensemble systems by combining individual
ML systems with high disagreement ratios (low
correlation) that vote for the final output, which
is defined by the majority vote. The two ensemble
systems and their performances on word-level QE
are provided in Table 6. In this table, we provide
the MLT scores for these two ensemble systems.
For the second system, which combines an even
number of algorithms, we consider the both possi-
ble output types (OK or BAD) in case of ties.

MLT
MBL+PE+RF 0.35
MBL+PE+RF+LR (Ties OK) 0.35
MBL+PE+RF+LR (Ties BAD) 0.37

Table 6: The MLT scores for the two ensemble
systems. The plus sign ‘+’ indicates the combined
algorithms.

Based on the results we obtained from these ex-
periments, we selected the following systems for
the submission of this year’s shared task on word-
level QE:

• RF: The RF system, which uses the ‘b+s+t’
feature set (best scoring system)

• ENS: The ensemble system indicated as:
MBL+PE+RF+LR (Ties BAD)

These two systems obtained MLT scores on the
test set of respectively 0.41 and 0.38 and were
ranked third and fourth on the word-level QE task.

3 Sentence-level Quality Estimation

The aim of sentence-level QE is to predict Human
mediated Translation Edit Rate (HTER) (Snover

et al., 2006) scores that are obtained by compar-
ing the MT output to its post-edited version. The
ranking variant of this task is defined as ranking
the MT output (per segment) from best to worst.

3.1 Features and Language Resources

In our experiments we initially used two feature
sets: The baseline features (17) and the additional
features (17) we used for our last year’s submis-
sion. These additional features rely on the sur-
face LM, PoS LM and the phrase table as well
as the output of the best word-level QE system
(RF) for each MT output. Detailed descriptions of
these features can be found in Tezcan et al. (2015).
Based on the observations we made during our ex-
periments (see Section 3.3 for details) we designed
two extra features that use additional information
from the surface LM.

3.2 Learning Methods

We experimented with Support Vector Machines
(SVMs), Linear Regression (LR) and Random
Forests (RF) using the Scikit-learn module in
Python to build regression models.

3.3 Experiments

In the first round of our experiments, we used two
feature sets, namely the baseline features (b) and
the additional features (a) that are described in
Tezcan et al. (2015). We applied hyper-parameter
optimization for the ML algorithms (when appli-
cable) using 10-fold cross validation on the train-
ing set and tested the regression performance on
the development set. The performance of the
different ML algorithms and the different fea-
ture sets, with respect to Pearson’s correlation
(r), Mean Absolute Error (MAE) and Root Mean
Squared Error (RMSE) are provided in Table 7.

SVM RF LR

b
r 0.38 0.34 0.36
MAE 13.87 14.66 14.29
RMSE 19.52 19.43 19.29

b+a
r 0.42 0.39 0.42
MAE 21.55 22.89 21.52
RMSE 26.30 27.62 25.86

Table 7: The performance of different ML algo-
rithms and feature sets on the development set.
The plus sign ‘+’ indicates the combined feature
sets.
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We analyzed the RF system to rank the fea-
tures for their informativeness using the Scikit-
learn module, which implements gini importance
as described in Breiman et al. (1984). Gini im-
portance, whose values are positive and sum to
1, provides information about the sum of impurity
decrease for each variable, over all nodes in all de-
cision trees. Based on this analysis, we list the top
five features and corresponding importance scores
in Table 8.

Feature Score
1 % of 5-grams that appear in the

LM at least once (a)
0.73

2 % of words that are marked as
BAD by the best WL QE system
(a)

0.08

3 LM probability of the source sen-
tence (b)

0.01

4 Average source token length (b) 0.01
5 % of 4-grams that appear in the

LM at least once (a)
0.01

Table 8: The top five features for the RF system,
with respect to gini importance scores, which uses
the b+a feature set. Each feature is marked in
brackets with the feature set that it comes from.

Considering the fact that the surface LM fea-
tures were found to be extremely informative by
the RF system (especially the % of 5-grams that
appear in the LM at least once), we extended this
feature set with n-grams of size 6 and 7 and named
them as lm6 and lm73. We provide the perfor-
mances of the different systems using the extended
feature sets in Table 9.

SVM RF LR

b+a
+lm6

r 0.42 0.39 0.42
MAE 21.55 22.89 21.45
RMSE 26.30 27.62 25.74

b+a
+lm6
+lm7

r 0.42 0.39 0.42
MAE 21.46 22.93 21.48
RMSE 26.21 27.66 25.80

Table 9: The performance of different ML algo-
rithms and feature sets on the development set.
The plus sign ‘+’ indicates the combined feature
sets.

The effectiveness of using the word-level QE
3No extension has been made to the features obtained

from the PoS LMs.

predictions as features for sentence-level QE sys-
tems has been shown in previous years (de Souza
et al., 2014; Tezcan et al., 2015). Moreover, a
single feature based on the word-level predictions
was able to perform better than the baseline fea-
tures in previous year’s shared task on QE (Tezcan
et al., 2015). To confirm these results on a new
language pair and domain, we performed a final
experiment. In table 10, we can see the differences
in the performances of the different systems using
features sets that include and exclude the word-
level feature (wl) (% of words that are marked as
BAD by the best WL QE system).

SVM RF LR

wl
r 0.41 0.39 0.39
MAE 18.24 19.33 19.79
RMSE 23.07 23.97 25.37

a-wl+b
+lm6
+lm7

r 37.58 36.00 37.53
MAE 21.47 22.75 27.17
RMSE 26.03 27.17 25.40

Table 10: The performance of different ML al-
gorithms and feature sets on the development set.
While the plus sign ‘+’ indicates inclusion, the mi-
nus sign ‘-’ indicates the exclusion of a particular
feature(s).

Based on the results we obtained from these ex-
periments, for the scoring variant of the sentence-
level QE task, we selected the following systems:

• SVM1: The SVM system, which uses the a-
wl+b+lm6+lm7 feature set

• SVM2: The SVM system, which uses the
a+b+lm6+lm7 feature set (best scoring sys-
tem)

For the ranking variant of the sentence-level QE
task, we used the output of these two systems to
rank the sentences from best to worst. These two
systems obtained r scores on the test set of respec-
tively 0.36 and 0.41 and were ranked ninth and
sixth on the sentence-level QE task.

4 Results and Discussion

For the word-level QE task, in addition to the
baseline features, we extracted additional features
based on accuracy and fluency of translations and
features that utilize an automatically extracted
bilingual terminology list. The results showed that
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all additional features were found to be informa-
tive by all the six ML algorithms we experimented
with. Additionally, the best scores for five of these
systems were obtained by including the features
that are based on the bilingual terminology list.
For the shared task, we worked with a small au-
tomatically extracted term list, but we assume that
either a manually verified term list or a (larger)
client-specific term list will further improve QE
system performance, especially for the technical
domain. Random forest, an ensemble of deci-
sion trees, was the best performing algorithm on
the word-level QE, which utilized all the extracted
features.

For sentence-level QE, we used different ML
algorithms to train systems using the feature sets
from our last year’s submission. We extended this
feature set based on a feature importance anal-
ysis we performed on the random forest system
and added two new features (% of 6- and 7-grams
that appear in the LM at least once). Including
these features however showed only minor im-
provements on regression performance. This ob-
servation can be attributed to the high correlation
between the features that all use the n-gram infor-
mation on the target language, for different values
of n.

Another interesting observation can be made for
all three ML algorithms with respect to the base-
line (b) and the merged feature sets (b+a). While
the additional features improved the Pearson’s cor-
relation in all systems, they reduced the perfor-
mance in terms of MAE and RMSE. To analyze
this difference further, we plotted the errors made
by the SVM system, using the two different fea-
ture sets, as shown in Figure 1.

The linear trend lines, provided in Figure 1,
show that the slope of the equation SVM(b+a) TL
(-0.67) is a better fit to the gold standard HTER
scores (y = 0) than the slope of the equation
SVM(b) TL (-0.82), which can explain the better
correlation obtained with the b+a feature set, com-
pared to b. On the other hand, the intercept of the
equation SVM(b+a) TL (34) is further from the
origin than the intercept of the equation SVM(b)
TL (17), which can explain the lower MAE and
RMSE scores obtained by the feature set b. A
further analysis of the descriptive statistics for the
HTER predictions coming from both systems and
the gold standard HTER scores can be seen in Ta-
ble 11.

Figure 1: Errors made by the two SVM systems
using the two different feature sets, sorted along
the x-axis by their gold standard HTER scores.
The equations for the linear trend lines (TL) for
each data set are additionally provided.

Mean Std. Dev. Max.
SVM(b) 21.82 9.28 48.22
SVM(b+a) 42.49 16.18 77.79
Gold Std. 25.69 20.37 100

Table 11: The mean, standard deviation and max-
imum values for each data set consisting of pre-
dicted and gold standard HTER scores.

Combining the information presented in Figure
1 and Table 11, we can see that the SVM(b) sys-
tem has a smaller error margin on the lower end of
the scale with respect to the HTER scores. This
greatly influences the MAE and RMSE scores,
given the fact that the gold standard HTER scores
are skewed towards the lower end of the scale,
centered around a mean of 25.69. In fact, the
trend line SVM(b) TL corresponds to a smaller
error margin between the gold standard HTER
scores of 0 to 34.34 than the trend line SVM(a+b)
TL4. The error margin for the former equation
becomes greater than the latter starting from the
HTER score of 34.34 (up to 100). The higher er-
ror margin on the high end of the scale can also
be explained by the max. HTER predictions of
the SVM(b) system (48.22). The additional fea-
tures that are used in the SVM(a+b) system enable
it to predict higher HTER values (max. 77.79),
which seems to contribute to the higher correla-
tion scores. Finally, we confirmed our observa-
tions from last year by showing that a sentence-
level QE system, which uses a single feature based

4Based on Figure 1, solving the following equation for x
gives us the gold standard HTER score, to which both equa-
tions are equidistant: 0 = −0.67x+ 34− 0.82x+ 17
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on the word-level predictions of the best system,
was able to beat the system trained on the base-
line feature set. The performances of the sentence-
level QE systems were further improved by com-
bining this single feature with the baseline and the
additional feature sets.
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