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Preface

The ACL 2013 Workshop on Statistical Machine Translation (WMT 2013) took place on Thursday and Friday, August 8–9, 2013 in Sofia, Bulgaria, immediately following the Conference of the Association for Computational Linguistics (ACL).

This is the eighth time this workshop has been held. The first time it was held at HLT-NAACL 2006 in New York City, USA. In the following years the Workshop on Statistical Machine Translation was held at ACL 2007 in Prague, Czech Republic, ACL 2008, Columbus, Ohio, USA, EACL 2009 in Athens, Greece, ACL 2010 in Uppsala, Sweden, EMNLP 2011 in Edinburgh, Scotland, and NAACL 2012 in Montréal, Canada.

The focus of our workshop was to use parallel corpora for machine translation. Recent experimentation has shown that the performance of SMT systems varies greatly with the source language. In this workshop we encouraged researchers to investigate ways to improve the performance of SMT systems for diverse languages, including morphologically more complex languages, languages with partial free word order, and low-resource languages.

Prior to the workshop, in addition to soliciting relevant papers for review and possible presentation, we conducted three shared tasks: a translation task, a quality estimation task, and a task to test automatic evaluation metrics. The results of the shared tasks were announced at the workshop, and these proceedings also include an overview paper for the shared tasks that summarizes the results, as well as provides information about the data used and any procedures that were followed in conducting or scoring the task. In addition, there are short papers from each participating team that describe their underlying system in greater detail.

Like in previous years, we have received a far larger number of submission than we could accept for presentation. This year we have received 32 full paper submissions and 46 shared task submissions. In total WMT-2013 featured 18 full paper oral presentations and 45 shared task poster presentations.

The invited talk was given by Andreas Eisele (Directorate-General for Translation at the European Commission, Luxembourg) entitled “Machine Translation at the European Commission: Serving the multilingual needs of the European Commission”.

We would like to thank the members of the Program Committee for their timely reviews. We also would like to thank the participants of the shared task and all the other volunteers who helped with the evaluations.

Ondřej Bojar, Christian Buck, Chris Callison-Burch, Barry Haddow, Philipp Koehn, Christof Monz, Matt Post, Hervé Saint-Amand, Radu Soricut, and Lucia Specia
Each year WMT awards a 5-year Retrospective Best Paper Award. This year we selected the best paper from 2008’s Workshop on Statistical Machine Translation, which was collocated with ACL in Columbus, Ohio. The goals of this retrospective award are to recognize high-quality work that has stood the test of time, and to highlight the excellent work that appears at WMT.

37 members of the WMT13 program committee voted on the best paper from a list of seven nominated papers. These were nominated by selecting the papers with the most non-self-citations in the ACL anthology network. This year the vote was very close, and was divided between several excellent papers. Ultimately, the program committee decided to award the WMT 5-year Retrospective Best Paper Award to:


In this paper, Gimpel and Smith used a variety of features, including surrounding words and part-of-speech tags, local syntactic structure, and other properties of the source language sentence to help predict each phrase’s translation. They argued that source side features were easier to exploit than target side features, and that they were likely to make a bigger impact, since some target side features are already exploited via the language model. Gimpel and Smith empirically demonstrated the value of their model by augmenting the baseline Moses MT system and fielding an entry into the English-to-German shared task at WMT that year.

One of the program committee members, Preslav Nakov, commented that this work made an important contribution in the direction of context-aware SMT, which has been largely neglected in mainstream SMT research.

Congratulations to Kevin Gimpel and Noah Smith on their excellent work!
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