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Food for discussion

soon as it is discovered. If there is insufficient time to fix it
properly, then board it up. Perhaps you can comment out
the offending code, or display a "Not Implemented”
message, or substitute dummy data instead. Take some
action to prevent further damage and to show that you're
on top of the situation. ” — Andy Hunt and Dave Thomas

(From ‘The Pragmatic Programmer’)
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New features

Went ahead and implemented one

Simple binary feature firing for specific
combination of labels

Rule:
[:+NP+CC] ||| [:,1] %4 [NNS,2] @ ||| [:,1] eastern [NNS,2] and

Firing binary feature:

=> JabelCombinationFeature_:+INP+CC_: NNS
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New features

Eeuh yes, very good, but does it actually
work?
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Feature Functions Test :
Motivation

Feature function appllied? Total weight
must change!

Manual testing many features = tedious +

buggy
Solution : automated testing
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Feature Functions Test :
Tools and approach

JUnit
Rerouting input/output

Run1: Extract list new features + weights
decoder output

Re-run2: New features specified in config

Test check : weight pairs have different
weights over both runs
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Feature Functions Test

e
Ble Edi Source Refactor Navigate Search Broject Bun Window Help
CiNiBvovaviE GV e VP 0 vt
Package Expl. hy do JUnit = =o
e v

Finished after 8.272s

wuns:

Téijoshua decader FeaturefunctionsTest [Runner _Uni

lure Trace

Bl

v - o @l
for Test. (D MTPipel 0 JoshuaConfigcre [ MTPipelineTest) s =0 ox =0
public void testFeatureFunctions(String featureNane) { gl o
System.out.println(“Working directory :  + FileUtility.getWorkingDirectory()); -
createTestFilesBasicTest(featureliane) ; g
// First run the decoder without extra features weights specified: o el
// they fire but should have no effect on the total weight o
Decoderutput decoderOutputl = runbecoder(JOSHUA_CONFIG_FILE NAHE); - fin
% gl
// write the new configuration file based on the List of extra features found in the first run o tes
writeJoshuakx traFeaturesConfigFile( 1 ist0); r&oy
// Re-run the experiment, using the new configuration file with weights for the extra features
//30shuaConf iguration. reset();
StatefulFF. resetGlobalStateIndex(); f
Decoderutput decoderOutput2 = rundecoder (J0SHUA_EXTRA_FEATURES_CONFIG_FILE NAME) ;
asser putl, U
< o
P . 8 Console X % | & vtive o
<terminated> FeatureFunctionsTest LUN] fusr/lbjymydkt.7.0/binfava (Sep 13, 2013 10:4274PM)
feature: labelcombinationfeature_[00V] &
feature: labelcombinationfeature_[PP+VBZ]
feature: labelcombinationfeature_[PP]
feature: labelcombinationfeature_[VBD+VBN]_[VBN]
feature: labelcombinationfeature_[VBN]
MBestList entry: 0 weight runl: -23.334 veight run2: -19.534
NBestList entry: 1 weight runl: -23.502 weight run2: -19.702
NBestList entry: 2 weight runl: -24.258 weight run2: -20.458
NBestList entry: 3 weight runl: -24.642 weight run2: -20.842
NBestList entry: 4 weight runl: -24.719 veight run2: -26.919
MBestList entry: 5 weight runl: -25.138 weight run2: -21.338
MBestList entry: 6 weight runl: -25.262 weight run2: -21.462
NBestList entry: 7 weight runl: -25.387 weight run2: -21.587
NBestList entry: 8 weight runl: -25.441 veight run2: -21.641
NBestList entry: 9 weight runl: -26.274 weight run2: -22.474 0]
< s
Writable Smartnsert_| 312:5

&= @nbox (1 i £
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Challenges encountered
along the way

Globally shared configuration object:
problems multiple consecutive decoder runs

First attempt: reset methods

But : how does user know/expect reset
method must be called, and where?
= fix in a lame way

In fact: empirical evidence global variables
are evil
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Refactoring to the rescue

I DON'T ALWAYS REFACTOR CODE

BUT WHEN 1 DO,

| EVER




Refactoring to the rescue

& unwatch ~ 1k Star 0 I Forl

gwenniger / joshua
for ua .

Gideon : the JoshuaC into a non-sta Browse code

¢ class, that is

passec as an object to the classes that need it rather than being actessed as a global
object, which leads to all kincs of unexpected behavior when running multlple
instarces of Joshua within the same WM or alternatively multiple inst:

after each other within a java test (e.g. executing the decoder tace)

Generelly it can be argued that global state is almost always suboptimal,

unless there ars very convincirg arguments to adopt it - rather than just

converience - which seems to be not the case here

TODO: StatefullfF, amongst other classes still has globel state. This should
also te refactored to make the whole enterprise completely without requiring
reset methods

P master

et seasfab it e62:380a1afdadIarerafacobzoasbarh:

Gideon Wenniger ® 1

Show DIff Stats

owing 31 changed files wilh 377 additions and 332 deletions.

omENE  src/joshua/decoder/ArgsParser .java View file @ 8621380

i
public class ArgsParser {

private String configFile
private String testFile = '-";

* @paran args
o
- public ArgsParser(String[] args) {
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Conclusions

eneric test shows: do features actually fire
and change weight?

Big refactoring enables more effective
testing with eclipse

Foundation smooth implementation more
features

Combination with Lattice (Batch) Mira :
awesomeness!
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